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Abstract

The key objective of this workshop is to explore innovative approaches to the adoption of software engineering tools and practices—in particular by embedding them in extensions of Commercial Off-The-Shelf (COTS) software products and/or middleware technologies. The workshop aims to advance the understanding and evaluation of adoption of software engineering tools and practices by bringing together researchers and practitioners who investigate novel solutions to software engineering adoption issues.

1. Workshop theme and goals

Understanding adoption of software engineering tools and practices is critical for the software and information technology sectors, which are continually challenged to increase their productivity. Recent advances in effective standards and interfaces for tool extension and customization have opened new research avenues, which allow software engineering tools and technologies to be incorporated into commonly used Commercial Off-The-Shelf (COTS) products and middleware platforms and adopted as extensions of those COTS products.

The key objective of this workshop is to explore approaches where software engineering tools and practices are implemented as extensions to COTS software products and middleware technologies that work in conjunction with software engineering tools as well as mined components. The workshop aims to advance the understanding and evaluation of adoption of software engineering tools and practices.

Research tools in software engineering often fail to be adopted and deployed in industry. Important barriers to adopting these tools include the user’s lack of familiarity with these tools, their mismatch with the users’ cognitive models, their lack of interface maturity, their limited scalability, their limited support for complex work products of software development, their poor interoperability, and their limited support for the realities of system documentation engineering. Developing and deploying innovative research tools and ideas as extensions to modern, commonly used platforms may ease these barriers.

2. How can the workshop advance software engineering research in practice?

One key problem in software engineering research is the integration of research tools into industrial software development processes. Tools developed by the software engineering research community often remain orphans due to adoption problems since research tools are rarely built for an industrial setting. Developing effective techniques and strategies to overcome this problem is timely and will have great value to the software and information technology sectors. Injecting more of the leading-edge software engineering research results into industrial practice has a potentially significant impact on the production of quality software. Thus, this research addresses three diverse markets: the software developers, who need to understand and document existing software systems, the researchers, who want to inject and validate their research tools in industrial development processes, and the tool users, who want to leverage their personal work environment in software engineering tools.

3. Background and related work

The notion of building software systems from existing building blocks, components, or parts has been around since the Sixties. Communities, such as Software Reuse,
Commercial-of-the-Shelf Components (COTS), or CBSE (Component-Based Software Engineering) have investigated many approaches and developed effective solutions to this problem. Their approaches differ in many aspects, including the granularity, genericity, or wrapping of the components. The goal of ACSE is to take a significant step back and approach this perennial problem from a radically different perspective. The idea is to select the host components according to a variety of adoption criteria.

Shaw observed that systems, such as interactive graphics applications, devote less than 10% of their code to the overt function of the system and more than 90% to the user interface [1]. Reiss leveraged FrameMaker, a COTS editor, for all editing aspects in his Desert software development environment [2]. Sullivan, Knight and Coppit use the term Package-Oriented Programming (POP) to support tasks, such as document embedding and scripting [3, 5]. The Software Bookshelf, built on top of Netscape, exploits the familiar Web interface [4].

In several recent conference keynotes, Balzer has advocated that software engineering researchers should exploit large COTS products for building software engineering tools rather than constructing stand-alone tools [7, 9]. Egyed and Balzer proposed an integration-architecture for COTS products, which provides access and visibility into the document information contained within a COTS tool [6]. The information that is shared with external tools allows users to track user actions and provide analysis and automation services for the user within the COTS tool. For example, they exploited this architecture to add semantics to PowerPoint diagrams and Word documents and to build defenses against malicious e-mail attachments.

The mandate of the Technology Transition Practices (TPP) group at Software Engineering Institute (SEI) is to identify, develop, promote, and apply practices that result in more rapid, affordable, and sustained transition of innovative software engineering technologies [10].

The hypothesis of the ACRE project [8] is that developers will more likely adopt tools that leverage the cognitive support and interoperability mechanisms of tools they use daily and know intimately (e.g., Lotus Notes, Office XP, or StarOffice). To increase their productivity, developers accumulate scripts, macros, and shortcuts in their personal work environment. Reusing such hard-won and treasured cognitive support features is a central idea of this project.

Beyond user-to-tool compatibility concerns of cognitive support, there must also be tool-to-tool compatibility. Towards this end, interoperability mechanisms for data, control, and presentation integration are critical factors to tool adoption. Recently developed middleware standards and technologies can offer unprecedented possibilities to seamlessly integrate new research tools into existing, familiar environments.

Since it is difficult to evaluate tool adoption in the course of a research project, ACRE concentrates on investigating how to leverage cognitive support and interoperability mechanisms from COTS products for software exploration and visualization tools.

4. References
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Abstract
One of the reasons why research tools often remain lab orphans is that it is so difficult for third parties to adopt the solution and make efficient use of it in their own work. This paper outlines some of our experiences in adopting research-off-the-shelf (ROTS) software in the application domain of optimizing compilers. While it is true that there are always difficulties using prescribed solutions in complex applications, there are unique challenges inherent in ROTS software. These include understandability (e.g., a lack of high-quality documentation), robustness, (e.g., an implementation that is not quite ready for prime time) and completeness (e.g., a partial solution due to an implicit focus on getting “just enough” done to illustrate the feasibility of a solution, rather than going the “last mile” to bring the prototype to market). In this context, we offer several recommendations meant to address the challenges of adopting ROTS software.
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1. Introduction

The problems associated with technology transition and adoption are many and manifold. In our opinion, adoption is one of the most important, yet perhaps least appreciated, areas of interest in academic computer science circles. The importance of managing adoption issues in the context of software engineering is attested to by Carnegie Mellon’s Software Engineering Institute: “Technology Adoption” is one of their three main top-level focus areas (the other two being “Management Practices” and “Engineering Practices”) [6]. Indeed, it can be argued that “transitionability” as a quality attribute should receive more emphasis in most software projects [8].

In the book Crossing the Chasm [5], Geoffrey Moore describes the challenges in bridging the gap between two groups. The first group is the early adopters of new and promising technology. The second group is the vast majority of people who are part of the mainstream market that will wait until the technology is proven, not just promising. In the context of software produced in an academic or research setting, which we call “research-off-the-shelf” (ROTS) software, this problem is very much present, albeit in a slightly different form.

The early adopters of ROTS software are usually other academics. For example, the next generation of graduate students who will continue the work begun by their supervisor or by the previous students who have completed their degrees. The mainstream market for such ROTS software may therefore not necessarily be the general public (as is the case with a commercial application), but rather other groups and labs in related communities.

However, truly widespread dissemination (while rarer) is still possible – and potentially very lucrative when it does occur. Since 1980, American universities have spun off more than 2,200 startups whose sole purpose is to commercialize results that began in research labs, resulting in a contribution of over $40B annually to the U.S. economy [10]. Indeed, for research areas that are more applied, such as software engineering, broad adoption is often an important (long term) goal of the project. For example, it may be a measure of success for the results of an academic project to be adopted by an industrial partner and used on a regular basis. It is therefore critically important for people involved in applied software engineering research to be cognizant of some of the challenges that they will face when it comes to convincing others to adopt their results.

Unfortunately, such awareness is not the norm. In the continuum of technology transition phases, “adoption” is the fourth phase (after “contact”, “understanding”, and “trial use”, and before the last phase of “institutionalization”) in a product’s acceptance [7]. Examples of transition mechanisms that are applicable to the adoption phase are handbooks, third-party case studies, and quantitative data. For many research projects involved in producing ROTS software, such transition mechanisms are rarely addressed.

The next section discusses some of the challenges that are intrinsic to the problem domain of ROTS software. Section 3 discusses more prominent challenges that directly affect the adoption of ROTS software by
other users. Section 4 provides a brief set of recommendations that might help alleviate these problems. Finally, Section 5 summarizes the paper and outlines possible avenues for further work in the area.

2. Challenges with the Problem

By their very nature, the problems that academics and researchers work on are complex. Otherwise, there would be little interest in working on the problem in the first place. This gives rise to unique challenges with the problem domain – challenges that have direct impact on adoption challenges with the corresponding ROTS solution. For example, the problem being addressed may be so removed from the current needs of potential users that any solution to this problem will have great difficulties in being adopted (at least in the short term). Christensen refers to this phenomenon as “Principle #4: Technology Supply May Not Equal Market Demand” in the book The Innovator’s Dilemma [3].

By definition, complex subjects require a deep understanding of the key issues pertaining to the specific problem being studied. For most computer topic areas, the amount of secondary and tertiary knowledge required to properly master a modern topic is quite significant. Consider bioinformatics: a researcher working in this area needs to be adept at computer science topics (such as algorithm analysis and design, complexity theory, and search strategies), biology topics (such as understanding the structure of DNA, gene sequencing techniques, and bio-chemical evolution of cell material), and have the ability to relate one area to another with ease.

For those working in software engineering, the scale and scope of today’s problems is equally challenging. In fact, it has been said that progress in the area can only be made by those who are multi-specialists [10]. This means someone who is skilled in the underlying areas of computer science, engineering discipline, and information technology, and adept at moving between the three of them.

Consider our own experience performing research and teaching courses in the area of optimizing compilers. At the graduate level, students are expected to have already mastered the basics of compiler technology (which is no small feat in itself). The focus of the second compiler design course is on developing algorithms for various types of program optimization, such as dead code elimination, and then implementing and evaluating the efficacy of these algorithms. Just understanding the theory behind some of these code optimizations is quite challenging; properly implementing them is extremely challenging (especially in a time-constrained ten-week quarter).

Any project to implement various optimizations requires a framework in which to test those routines. This framework must be capable of creating symbol tables and lists of intermediate instructions. It must also be able to display the optimized intermediate code for comparison with the original. As part of a Master’s thesis, one of our graduate students developed the RIF (Riverside Intermediate Format), a portable, human-readable, and machine-processable format for medium-level program representation [9]. It is based on C-- (pronounced “see minus minus”), a close subset of the C programming language. Since it is based on C, most programmers can quickly learn the syntax and semantics of the C-- language. Moreover, existing tools such as the Gnu C compiler (gcc) can be used to process the C-- source, thereby leveraging the investment made in existing toolsets. Nevertheless, there are considerable challenges of adopting the RIF as ROTS software by other students for their own use in the class projects. The next section outlines some of these challenges.

3. Challenges with the Solution

Developing software solutions in an academic setting is both qualitatively and quantitatively different than developing similar solution in a commercial setting. These differences lead to numerous adoption challenges with the ROTS solution. This section discusses three of the most common challenges: understandability, robustness, and completeness, using the RIF as a concrete example.

3.1 Understandability

The first challenge of adopting ROTS software is understandability (or the lack thereof). The typical ROTS solution is rarely ready to be used by anyone other than its author (and sometimes not even then). The short-term goal of ROTS software, especially that produced as part of a thesis or dissertation, is usually to produce a “proof of concept” solution – not a shrink-wrap product suitable for others to use “off the shelf”. If the intention is not to produce software for others to use, then it is extremely difficult to reengineer ROTS software so that others can adopt it after the fact.

In the case of the RIF, using the scaffolding it provides to carry out code optimization experiments is nontrivial. The RIF is implemented in standard C++ and relies heavily on the Standard Template Library (STL) [1]. The implementation relies on C++ templates extensively, to enrich its intermediate representation and make it more type-safe, to make the library more flexible and convenient to use, and to decrease the amount of library source code that must be maintained. It also utilizes multiple inheritance to maximize reuse and to most effectively represent unique concepts with distinct classes.
While these design goals are laudable and in fact reflect current thinking in modern object-oriented design, they can also make the code very difficult to understand. Unless one is well-versed in the nuances of advanced generic programming using the STL, it is not obvious which classes should be used, how they should be used to make the program efficient, and how to debug the result when something inevitably goes wrong.

A reference manual for the RIF is available. However, it is not complete. Most of the students find themselves poring over the RIF source code, occasionally consulting the RIF author’s thesis itself, to obtain guidance on how to use the facilities the RIF provides.

3.2 Robustness

The second challenge of adopting ROTS software is that the people coding the solution are rarely professional software developers. This may not be the case if the person doing the coding is, for example, a research associate whose primary responsibility may be to create a robust ROTS solution that is closer to commercial quality than the norm.

However, the programmer is more often a graduate student, someone who is trying to do his or her best, in a short period of time, and just get “something” running. Since most computer science students do not take software engineering classes (to say nothing of students in other disciplines, such as bioinformatics), they have little guidance or background upon which to draw best practices. The not-very-surprising result is that much ROTS software is of very poor quality.

Interestingly, this was not the case with the RIF. The code is generally quite well written. That may be because a robust implementation was one of the key goals of the thesis, and hence was something upon which the value of the student’s work was judged. However, robust code is not necessarily the most usable or complete code.

3.3 Completeness

The third challenge of adopting ROTS software is that there is very little incentive for the researcher to create a complete solution. After all, if the main reason the program was written was to test a hypothesis, or provide enough evidence that a “real” solution to the problem under investigation could be engineered given enough time and effort, then once this more modest goal has been achieved, most researchers will move on to the next problem. For students working on a thesis, once the minimum amount of required coding is done, it’s done.

In the case of the RIF, the library was adopted as the development platform for students to use in subsequent offerings of the graduate compiler class. While the student who did the bulk of the implementation was primarily concerned with getting the minimal functionality working “just enough” to complete the degree requirements, there was also an incentive to construct the RIF to be as usable as possible. But that was only because this was one of the criteria for success for the thesis itself. In most other cases, ROTS software is a means to an end, not an end in itself.

4. Recommendations

We believe that to properly address the challenges of adopting ROTS software, the academic community must address several fundamental issues. Obviously, these recommendations only apply to those problem domains and research projects working in more applied areas, or that have as one of their main goals technology transfer. This is not true of all academic efforts, nor should it be. There will always be a place for pure science and investigation for its own benefit. However, for areas like software engineering, adoption is becoming more and more important. In fact, we believe that it should be considered essential to any declaration of success.

4.1 Improve Programming Skills

The first recommendation is to train students to be better software developers. Although the ultimate goal might be to instill the same level of discipline and rigor in students as exists in professional and conscientious software engineers working in mature organizations, this might not be realistic. However, there are concrete steps that can be taken to improve the quality of the code they produce.

The latest draft of the joint ACM/IEEE SEEK (The Software Engineering Education Body of Knowledge) document lists “software construction” as a key knowledge area [4]. Three years ago the University of California, Riverside introduced an elective course called “CS 100: Software Construction” in support of this goal. Of course, taking a course in software engineering would be extremely beneficial as well, but students who already have an interest in the area typically take this. A course on software construction, which focuses more on individual programming skills and acumen, could be more broadly beneficial.

Programming skills should be considered as essential to a software engineer researcher’s success as a mastery of technical communication.

4.2 Require Empirical Evidence of Efficacy

The second recommendation is to move towards requiring empirical evidence of the efficacy of the ROTS software solution. There is a growing awareness of the need to employ evidence-based arguments to support the
practices of software engineering, rather than arguments based upon advocacy [2]. An objective measure of the efficacy of a ROTS software solution would facilitate adoption by providing an independent predictor of its likely benefits.

One of the paradoxes of software engineering is that, although it extensively employs widely-accepted concepts and practices that are drawn from experience and observation, we rarely possess any solid audit trail that can provide a validation of these ideas and that could link theory and concepts to observed practices. By requiring evidence of ROTS efficacy, problems related to both technology adoption and the maturity of the software engineering field would be partially addressed.

4.3 Change the Academic Reward Structure

The third recommendation is related to the typical academic reward structure. One of the prime currencies for most academics is publication. Once a paper describing (often preliminary) results from a project has appeared in a public forum, such as a conference proceeding or journal paper, there is often little incentive to continue the work. Quite the contrary in fact; subsequent publications on the same topic are often viewed as derivative work by reviewers and hence may not get into print.

This creates a clear disincentive for the principal investigator and the rest of the team to continue working on the project. Unless the goal was specifically technology transition to an industrial partner, in many cases this part of the project will be declared complete and a new line of investigation will begin. For software engineering research and ROTS software, this phenomenon is very unfortunate, since it perpetuates the adoption challenges outlined in Section 3.

One way to address this problem would be to reward researchers who take ROTS software from the proof-of-concept stage to something that is nearing commercial viability. It is well known that such an endeavor is both academically challenging and (as outlined in Section 1) potentially very rewarding. To see this recommendation come to fruition, the community as a whole would have to recognize the importance of this “last mile” of software engineering research.

5. Summary

ROTS software holds much promise, but only if it is adopted by people other than its original developers. The diffusion of technology remains more of an art than a predictable process, but is it essential to move the field forward. Nowhere is this truer than in applied software engineering research, where the adoption of results by the community-at-large should be regarded as a necessary but not sufficient sign of success.

Our own experience with an object-oriented framework for developing routines in the domain of optimizing compilers suggests that there are several possible areas for improvement. As outlined in Section 3, these were understandability, robustness, and completeness of the ROTS application. There is no easy answer to these challenges, but the recommendations suggested in Section 4 begin to address them.
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Abstract

Much of the work in adoption centric software engineering has focused on the aspect of presenting and manipulating documentation and information on source code of software systems. These are tasks that are usually done by managers and system designers, and thus an integration into the office tools those people use is very appropriate.

Programmers usually use quite a different set of tools, either integrated development environments or powerful text editors and command line tools. While managers and system designers are satisfied with an infrequently updated high-level view of their software systems, programmers need exact information on the details of a system in its current state.

This position paper surveys a number of current software engineering tools with respect to their support for programmers’ requirements to formulate properties that ease the adoption of software engineering tools by programmers.

1. Introduction

The main task of many programmers is to respond to various features requests and problem reports. While high-level design documents may help in narrowing down the sources of a problem or the parts of the code affected by a feature request, that information is usually not sufficient to solve these problems. They need an intimate knowledge of the source code they are working with, down to where a particular function or variable is used. Even though expert programmers can remember a lot of this information, they require ways to look up information in parts of the software system that they are unfamiliar with or that have recently changed.

Software reengineering tools have addressed the problem of discovering properties of source code for some time already. Recently, development tools have also tried to support programmers in this respect. In the following section, we survey a number of these tools and consider their success in terms of their adoption by programmers.

2. Tool survey

2.1. Editor & search tool

Traditionally, programmers have used more or less sophisticated text editors to write and maintain source code. These editors usually offer simple search and replace tools that programmers use to locate definitions and references of source code artifacts. External search tools such as `grep` are used to locate artifacts and their relationships in source code distributed over several files and directories.

Even though these tools are much less sophisticated than integrated development environments and software engineering tools, they have some big advantages of those, for example their level of availability. In the rare case that they are not preinstalled on a system, popular editors such as `vi` and `emacs` and search tools (`grep`) are easy to install and available on virtually all hardware and software platforms. As they have a very limited range of basic functionality, they are easy to master and fast, and therefore work well on typical low-end machines available to programmers. Another big advantage is that they always present the current state of the system, as they work directly on the source code of the system rather than a repository of artifacts extracted from a more or less recent version of the source code.

The disadvantage of the search tools is their imprecision. When searching for strings matching a variable or function name, they turn up all source code artifacts that match that name. The programmer then has to filter the search results in order to eliminate these false positives. Depending on the size of the system, this might be a difficult and errorneous task.
2.2. Cross reference tools

In the early days of programming when searching in program source code was difficult, programmers often used printed cross references of source code artifacts to help in understanding and debugging their program code. As searching became easier, these cross references became neglected. With the increasing size and complexity of modern software systems and thus the high number of false positives obtained using search tools such as grep, programmers start to recognise the need for such cross references again. They no longer appear on paper but in the form of source code annotated with hyperlinks in a web browser. Users of these systems can navigate through the source code and find definitions and uses of source code artifacts. The more precisely a cross referencing tool parses the source code, the less likely it is to turn up false positives in a search for source code artifacts. On the other hand, a precise tool will likely fail to analyse source code that contains syntax errors.

The Rigi reverse engineering environment comes with a set of parsers and tools that can be used to generate a precise hyperlinked version of source code [8, 11]. LXR is another such project, originally intended for cross referencing the Linux kernel sources [4]. It has a less precise parser and can therefore handle a wider variety of source code dialects and even some errors in the code. It is now used for a number of open source projects in addition to the Linux kernel such as Mozilla and KDE.

Some effort and expertise is required to install these tools. Since they work on an intermediate repository of source code artifacts that needs to be recreated after the source code has changed, they do not always reflect the current state of the source code. So, even if they parse the source code precisely, they may report false positives or fail to report some results. Depending on the amount of change a system undergoes and the time it takes to update the intermediate repository, this might pose a problem. An advantage of these systems is that they run entirely on a host system, the programmer only needs a standard web browser on his own system. While a programmer can thus read and navigate through the source code in his web browser, he has to switch back to his regular programming environment to continue editing the source code, requiring him to locate the source code already displayed in the web browser in his editor. A tighter integration of browsing and editing would be helpful.

2.3. Integrated development environments

Integrated development environments (IDE) combine editors with other tools programmers frequently use. Traditionally little more than a wrapper for these tools, modern IDEs integrate these tools into the editor and support advanced features such as code browsing with automated and precise cross-referencing using an internal and proprietary repository [2, 9, 10, 5]. These advanced features are easy to use for programmers already familiar with these IDEs, and therefore adoption is almost guaranteed.

A big problem of these IDEs, however, is their lack of scaleability. As they rely on building an internal repository, they require all or a large part of the code to be compiled on the programmer’s machine. For industrial size applications, this is often not possible. As these IDEs sometimes try to offer every imaginable gadget, they become bloated, requiring more RAM and CPU time an average programmer can offer on her workstation. Often they are limited to a certain programming language and operating system, making them even more difficult to use in existing software projects. Also, programmers who are used to a different programming environment might be reluctant to learn a new environment.

3. Goals

We have identified a number of properties that should ease the adoption of software engineering tools by programmers. We will discuss these in the following sections of this paper.

3.1. Correctness of the results

A software engineering tool must respond to a query by returning all appropriate responses. Programmers are used to filtering false positives from search results, so a small number of false positives within the search result is acceptable. There must not be any false negatives, since programmers will not accept a tool that will require them to verify results externally.

The tool must reflect the current state of the source code as much as possible. If it is not possible to update the internal repository of the tool with every change of the source code, the programmer should be able to force an update when needed. A small change in the source code should only require a minor update operation in the repository. It is usually acceptable to a programmer if the repository update takes about as long as a recompilation of the changed parts of the program. Ideally, the repository update should be triggered automatically whenever a compilation is performed.

This requirement is met by most modern IDEs, unless a software product exists in different configurations. IDEs usually consider only one particular configuration of a program as they depend on their integrated compiler to populate their repository. The problem of parsing source code independently of its configuration needs to be addressed bet-
3.2. Responsiveness

Unless a software engineering tool provides a significant advantage over her current tools, a programmer will not use it. She will evaluate the tool by how it helps her in completing her tasks on time. For example, if a search tool requires considerably longer to present a search result than it would take the programmer to filter the output of a search using grep, she will revert to using the faster grep over the more exact tool.

3.3. Version control

Programmers frequently have to work on different versions of a program. They might have to correct a problem in the released version of a product one day and implement a new feature in the development version of the product the next day. Most software engineering tools do not support versioning natively. The internal repository of the tool will have to be recreated in order to get an accurate description of any one version of a software system. Research on how to store historical data on source code in repositories needs to be done.

3.4. Flexibility

Most current software engineering tools come with a proprietary user interface and therefore require their users to familiarise themselves with that interface. The developers of these tools often overlook that fact that every programmer has a different style of accomplishing his work. While some prefer spartan environments and are happy with a simple editor, others prefer a windowed environment and a colourful IDE. Software engineering tools should offer different frontends to suit a variety of usage style. One programmer should be able to query a repository using a command line client, while another programmer should be able to perform the same query from within his IDE. The command line client interface could further be modeled after grep to help the programmer in the transition, just as the IDE’s query dialog closely resemble the IDE’s regular search dialog. Most importantly, the software engineering tools need to be available on the programmer’s platform of choice.

4. Conclusion

In this paper, we surveyed and categorised tools used by programmers and formulated some criteria for the adoption of software engineering tools by programmers. While some of these tools, namely IDEs, are already being adopted by programmers quite well, they are often limited to small or medium size projects that can be compiled within the programmers’ development environment. Those tools that can handle larger volumes of source code do not yet integrate well with common development environments. Many of the currently available tools do not offer support for version control and limit the programmer in her choice of programming environment.

In the recent past, many technologies and tools have been developed that can help solve some of the problems assessed in this paper. A common exchange format for software artifacts has been defined, and a number of parsers for popular programming languages that use this exchange format are now available on various platforms [1, 6, 3]. In the Ovid Project, we collect these tools to integrate them according to the goals we have formulated [7]. The resulting tool sets will help in everyday software maintenance, software reengineering, refactoring, and language migration.
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Abstract

The ability to provide integration between business functions that may be supported across multiple applications is a critical need for modern organizations. Although significant technical issues need to be addressed to address the issue, many failures have resulted from not adequately addressing adoption issues. This paper identifies adoption issues that need to be addressed in effectively addressing the enterprise integration problem.

1 Introduction

Enterprise Integration has the goal of providing timely and accurate exchange of consistent information between business functions to support strategic and tactical business goals in a manner that appears to be seamless. The initial automated applications that were developed during the 1950s and 1960s tended to focus at the level of an organizational unit. Over time, the scope of requirements has increased, along with an unfortunate tendency for the information systems to become brittle, difficult to manage, and hard to understand. This in turns led to the inability of users to integrate critical new applications into the existing solution set, or to mix-and-match the capabilities provided by the systems to solve new problems.

As automated systems became more pervasive within organizations, and as organizations reorganized, split or were acquired and reacquired over the years, the need for integration between applications over a broad enterprise has become increasingly important, and in fact is often a critical success factor for the survival of the enterprise.

Rather than acting as independent programs, integrated systems can provide better business value by sharing data, communicating results, and improving overall functionality. Integration of information systems is expensive and time consuming. Between 20% and 40% of labor costs can be traced to the storage and reconciliation of data. In addition, 70% of code in corporate software systems is dedicated to moving data from system to system [1]. The challenge has always been how to realize this goal.

This paper focuses on the adoption issues that need to be addressed in enterprise integration. Section 2 outlines some of the highly publicized failures that have been experienced in enterprise integration projects. Section 3 identifies adoption problems that have been experienced in implementing Enterprise Resource Planning (ERP) solutions. Section 4 summarizes organizational problems. Section 5 identifies migration planning issues that need to be addressed. Section 6 discusses the adoption issues that need to be resolved to address the problems.

2 Adoption Problems in Addressing Enterprise Integration

Although enterprise integration is critical for achieving organizational goals, the track record of implementations has been spotty. A number of publicly documented failures [2] include:

- Hershey Foods Corp., $115 million SAP installation to replace "scores of legacy programs running everything from inventory to order processing to human resources"; during busiest season of the year (Halloween), "Hershey warehouses piled up with undelivered Kisses, Twizzlers and peanut-butter cups. The upshot: third-quarter sales dropped by a staggering 12.4 percent … and earnings were off 18.6 percent."
- Whirlpool, Dow Chemical, Boeing, Dell Computer, Apple Computer and Waste
Management experienced similar disappointment.

- W. L. Gore & Associates sued Deloitte Consulting for breach of contract, fraud and negligence to recover $3.5 million in fees; also names PeopleSoft for certifying incompetent party.
- SunLite Casual Furniture sued Deloitte in Arkansas for maliciously "indoctrinating in SunLite a total dependency on D&T that D&T hoped would result in lucrative fees for years to come.
- FoxMeyer Drugs blames "botched implementation of SAP's F/3 software for pushing it into bankruptcy back in 1996." Suing Andersen and SAP for $500 million, also only spending $30 million for the project.

Two analyses [3, 4] attribute the reasons for failures to 7 adoption related reasons:

- Miscommunication
- Hazy goals
- Poor project management
- Scope creep
- Modifying ERP software prior to pilot testing
- inadequate training
- insufficient implementation support

3 Adoption Problems and Enterprise Resource Planning (ERP) Implementations

Enterprise resource planning (ERPs) solutions are essentially COTS products that provide support for standard enterprise needs in such areas as finance, human resources, and logistics. A number of vendors provide ERP solutions, including PeopleSoft, SAP, Baan, and Oracle. ERPs are popular because they offer the promise of enabling an organization to leverage the research and development efforts of the ERP vendors. Functional areas such as taxes, purchasing, and human resource management have a significant amount of commonality between organizations, and there are strong arguments for purchasing a ready solution rather than developing an application from scratch.

ERPs can make good sense for an organization. However, the benefits are far from automatic. In fact, a number of disasters in ERP implementations have occurred. Often these problems occur because of mismatches between the COTS ERP products and the business practices of the target organization. A decision to implement an ERP requires careful analysis of the following factors:

- an understanding of the gap between the underlying object, data, or functional models of the ERP solution and those currently supported by an organization’s legacy systems (often substantial effort is required to customize the ERP or change the organizational processes to match those of the ERP)
- an understanding of the role of data, control and presentation integration in making ERP solutions more effective
- an understanding of specific ways in which the ERP will interface with legacy systems, other ERPs, and future development efforts
- an understanding of migration issues, such as user training, data migration, phasing in of the ERPs, and phasing out of the legacy systems
- development of realistic cost and schedule estimates reflecting realistic expectations

A number of open issues concerning the adoption of ERP products need to be addressed. These include:

- To what extent is it possible to share services between different ERPs?
- To what extent is it possible to use a common framework to support different ERPs?
- To what extent can the user interface be separated from the core functionality of ERPs?
- If core functionality can be separated from user interfaces, how do new versions of the ERPs interact with the new user interface?

4 Organizational Issues

Organizational issues in enterprise integration are significant. An enterprise-integration effort affects an entire organization, and it is necessary to have long-term management support and financial commitment, realistic plans, and systematic migration planning.

The outstanding organizational issues and problems include:

- a need for an effective methodology for enterprise integration including a clear distinction between the scoping that an enterprise architecture provides and the detailed blueprint for development that a software
architecture for an application provides. This includes clear guidelines for the deferral of details from the enterprise architecture to the software architecture

- lack of organization-wide solutions to integration problem (integration solutions tend to be local)
- the identification of interfaces from existing systems and identification of side effects
- need for clear guidance for management decision making

- A need to recognize that integration cannot be mandated, legislated or assumed. It needs to be nurtured. There is often a lack of understanding of the cost of integration at upper management levels. Cost, risks, and potential harm need to be fed back to the upper levels.
- A common failure to clearly define the scope of an "enterprise" to integrate. This can result in a shifting definition of the enterprise, overlapping organizations, and turf battles. There is a great deal of pressure to define an enterprise too broadly, and thus to make it difficult to partition the problem into manageable entities.
- A need to recognize that any technology solution should derive from business drivers using technology as an enabler, as opposed to viewing technology as a primary driver. Many failures result from a "technology first" or solution first" approach, and from the failure to adequately address organizational and cultural issues.
- There is often a failure to take a long term view. Some of the factors include the practice of rapid rotation of leadership, budget instabilities, and failure to plan for long-term maintenance and upgrading costs.
- A need to consider the total cost of ownership for an Enterprise Resource Planning (ERP) solution. The total cost includes not only the ERP software cost but the other associated costs including integration, training, system analysis, customization, maintenance, etc. The associated costs may be of the order of magnitude of 5 to 7 that of the software cost.
- There can be a tension between the requirement of developing an enterprise architecture and the pragmatic demands of individual ERP/COTS solutions, leading to the impression that technology is the solution.
- When making a decision on an ERP, low level analysis of the details needs to be done to determine a match in some cases changing existing business processes to match those of an ERP may be the most cost-effective approach. However, this needs to be done with careful analysis which unfortunately does not occur often.
- There is a strong need for a coordinated migration plan for the existing systems to move towards integration

5 Disciplined Migration Planning

Enterprise integration can also be considered to be a complex migration problem. Although the initial step of developing an enterprise integration plan establishes a blueprint for the final goal, in general these efforts have not developed adequate plans. In general there is an assumption, which may be unrealistic, that legacy systems will be replaced over a period of time. As a result, such efforts have sometimes been big bang approaches – without substantial intermediate deliverables. There is a need to have a greater focus on migration plans from current legacy systems and to clearly relate the perceptions and needs of end users to the long-range plans that are developed.

Bergey, O’Brien and Smith [5] have addressed the issue of migration planning, and recommend addressing a set of issues, including:

- Identifying all relevant stakeholders and involving them throughout the project
- Ensuring there is a common understanding of the problem to be solved
- Determining that the initiative is commensurate with the maturity of the organization’s software practices
- Define all aspects of the software architecture and its constraints on existing and new systems
- Perform a thorough analysis of legacy systems, their interfaces, and changes required
- Break the problem into bite size chunks that are phased in incrementally
- Do a pilot effort before committing to a large scale plan
Conclusion: Bridging the Gap between Need and Reality

A number of recent trends provide a foundation that can lead to future success. Middleware technologies have advanced rapidly over the past 10 years, and these enable more options for integration than had been previously available. The maturing of markup languages such as XML enable more effective integration, particularly between structured data, such as data from databases, and non-structured data, such as email. The Web can serve as a common front end for integrating a variety of applications, and it can enable effective presentation integration. Web services are maturing as an important mechanism for integration of legacy systems, new applications and ERPs. The emergence of enterprise portals over the past several years demonstrates the strong interest and need for effective presentation integration. In addition, ERP applications, while still displaying significant problems, have become more mature, and their interfaces are better able to share data with other applications. However, despite progress, the overall status of the field is immature. There is a significant gap between the desired state and present reality. In order to bridge this gap the following critical issues need to be addressed:

- Determining an effective scope for an integration effort as well as the development of a proven method for developing an effective scope for integration efforts. Currently, many efforts flounder because they fail to define an effective scope. Often current efforts develop very ambitious scopes that are difficult, or impossible to successfully implement.

- Aligning the integration effort with the mission and high level goals of the enterprise, and developing commitment and sponsorship at the appropriate levels.

- Understanding the role of adoption issues in implementing enterprise integration efforts.

- Understanding the appropriate role of an enterprise architecture, and its relationship to a software architecture.

- Understanding appropriate role of frameworks and standards.

- Addressing the technology issues of data integration, control integration and presentation integration.

- Decision rules for making choices on the types of technology that are most appropriate for specific types of efforts. Although many technology solutions are available, there are not easily accessible guidelines for when to use different types of solutions.

- Determining the type of technology that is most appropriate for different types of programs.

- Understanding when ERP solutions are appropriate, and when they are not appropriate.

- Breaking down an overall project into realistic parts.

- Developing realistic sets of plans for the effort.

- Addressing issues of contracting, funding and oversight management within government organizations.

- Migration and integration of legacy systems.
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Abstract

Cognitive issues in software engineering are relatively well-documented and well-understood when compared with the domain of knowledge engineering. Current knowledge engineering tools often feature high barriers to the use and re-use of both the tool and its products. An adoption-centric knowledge engineering approach is suggested to deal with these issues. Adoption-centric knowledge engineering is the design of knowledge engineering tools and knowledge engineering processes to ensure the widest possible adoption. In turn, wide adoption will benefit the projects that choose to focus on it by increasing the user-base. One way to make a tool more adoption-centric is to provide increased cognitive support to the potential user.

1. Introduction

The introduction to a well-known project site for adoption-centric software engineering (ACSE) [1] makes the case for ACSE as follows: “Research tools in software engineering often fail to be adopted and deployed in industry.” This is equally true of tools in the discipline of knowledge engineering. User-centered software engineering has seen a wealth of research compared to similar projects in knowledge engineering. This research has produced a body of work which describes theories for how software engineering is practiced, although by no means an exhaustive amount. Knowledge engineering, the design of knowledge-based systems, be they theorem provers, expert systems, or intelligent agents, is not as well documented. I am not referring here to the logical foundations of expert systems, as this is a much-studied area; see [2] or [3] for examples of seminal knowledge-engineering design projects. These papers document in detail the mechanics of designing a knowledge-based system. Unfortunately, the knowledge acquisition field has traditionally ignored the user perspective in these areas. Practitioners have been more concerned with designing a system to solve a problem – say, to diagnose a specific medical condition – than with the actual methods used to create the system. This is well illustrated in [3]; namely, that few efforts in the field are focused on developing tools for users, being more concerned with knowledge modelling and knowledge elicitation, often at the expense of end-user usability concerns.

We should be concerned with end-user adoption and usability (where the end-user, in this case, is the system designer) because developing good applications is directly related to how simple the chosen tool is to use: the tool should be unobtrusive, a fact shown in certain software engineering studies [4]. Knowledge engineering needs a similar focus. Adoption-centric knowledge engineering (ACKE) would be focused, like its sibling ACSE, on delivering tools that leverage existing user knowledge rather than requiring learning yet another new product; this can provide a significant advantage to developers. In this position paper I first discuss the background of knowledge engineering, particularly with respect to software engineering; section 3 illustrates a typical tool for adding to cognitive understanding of large knowledge bases; finally, section 4 argues that adoption-centric knowledge engineering is of vital importance to many projects.

2. Background

This section describes the fundamental ideas of knowledge engineering and looks at the intersections of both knowledge engineering and software engineering. I have found that empirical studies of cognitive support for knowledge engineering are lacking, and seek to leverage comparable studies in software engineering.

2.1 Knowledge Engineering

There has been an increased focus in recent years on knowledge engineering, particularly in response to the Semantic Web initiative of the World Wide Web Consortium (W3C) [5], [6]. The Semantic Web initiative is concerned with the “abstract representation of data on
the World Wide Web” [7] such that additional, machine-comprehensible metadata might be created. The formation of global standards such as the Resource Description Framework (RDF) [8], the Web Ontology Language (OWL) [9], and XML, combined with the power of distributed application development via the Internet, has led to renewed interest in knowledge-based systems, to perform any number of tasks, such as making inferences on web site metadata to intelligent e-commerce shopping agents [10].

The term knowledge engineering refers to the design and construction of knowledge-based systems, much like software engineering refers to the design and construction of software systems. Traditional knowledge engineering has followed a number of processes, which typically contain some of the following elements [11] (figure 1):

- **a)** The knowledge base design phase. This is a model of the proposed system (for example, a medical protocol for cancer treatment); this phase is akin to a software modelling phase where requirements are gathered but no actual code is written;
- **b)** the knowledge acquisition and knowledge elicitation phase, in which domain experts are interviewed by knowledge engineers and data instances are created;
- **c)** the knowledge entry phase, in which the knowledge engineer enters the newly acquired data into the knowledge base;
- **d)** the knowledge maintenance phase, where the system is updated to reflect new facts and rules.

![Figure 1 - The knowledge acquisition process (12)](image)

This process is somewhat non-linear, as indicated by the grey arrows. Knowledge engineering, like software engineering, can be very iterative; as the system is tested and faults are found, the model may be changed or the data instances modified.

In knowledge engineering there is a third party involved in a significant way: the domain experts are a crucial and significant part of the knowledge engineering process. Since the domains are so complicated, and the goals so high-level, a second expert is often needed to explain this, particularly where the knowledge engineer has no domain knowledge. Furthermore, the modelling of knowledge-based systems often takes place at the knowledge level [13], rather than the symbol level; this higher degree of abstraction leads to problems in deciding exactly what the system is capturing and modelling.

Knowledge engineering tools are systems designed to automate some aspect of this complex process. They range from tools which help with the design of knowledge-based systems [14] and the elicitation of knowledge [15], to tools which provide a mechanism to maintain and upgrade the knowledge base ([16], [17]). There are two broad classes of users for these tools. One is an end-user, for instance, the doctor or engineer accessing a knowledge-base for decision support with some task. The second category, with which my research is most concerned, is the system engineer, either the knowledge engineer who created the system, or a maintenance engineer who seeks to ensure accuracy, speed, and other performance measures as defined by the application specification. This class of user has obvious and natural equivalencies with his software engineering counterpart, for example, a maintenance programmer. Both users require cognitive support for understanding the model for which they are responsible. To further narrow the types of use-case we seek to model, I have wilfully ignored the cases where we seek to enter knowledge (knowledge acquisition), focusing instead on maintaining knowledge-bases. This is akin to the software maintenance and program comprehension tasks. One of the big difficulties in this area is the lack of comprehensive research in the field. While there is a fair amount of work in the areas of knowledge engineering methodology, such as ensuring accuracy and performance, comparatively little has been done on knowledge base maintenance, and there are no theories on cognitive support for knowledge base engineering, unlike some work in software engineering [18].

### 2.2 Knowledge Engineering and Software Engineering: Perspectives

What are the differences and similarities between knowledge engineering and software engineering? I believe there are two perspectives to take on this relationship; one is to examine knowledge-based software engineering, the other to consider software-centred knowledge engineering. Software engineering can often be said to be knowledge-centric, in that it seeks to construct a knowledge-based model of a particular application domain. This would apply to projects which leverage the knowledge of end-users to support decisions...
they might make at a later date. Such systems often contain a large degree of knowledge, such as the forest stand lifecycle data of the Sortie project [19], within data structures of the program, whatever the programming language.

Clearly, the greatest overlap occurs in languages such as Prolog, which is typically used by software engineers to construct knowledge-based systems. We describe these systems as software-centered, because their functionality arises from a software-based tool or solution. In this perspective, software tools are used to construct a symbol-level representation of the knowledge-level model.

Other systems exist outside these perspectives. There are software projects, such as an operating system, which make less use of specific knowledge from end-users. Requirements in this type of project are largely functional and quantitative. The Linux project, for example, is not as concerned with capturing user-specific information as it is with providing certain functionality, such as USB support. The inverse of this is the knowledge base which uses no or few software engineering techniques to design the tool. We might characterize knowledge bases which use domain-specific tools in this manner. An example of this is a controlled terminology which is used to standardize the vocabulary of a particular domain. On their own, these terminologies use no specific software engineering approaches; however, they are often combined with other tools, such as Internet application servers, to deliver the product.

3. Our Approach

Our research group is developing a tool called Jambalaya [17]. Jambalaya is the integration of a software understanding tool, SHriMP, with a knowledge engineering tool, Protégé [20], to attempt to provide some cognitive support for developers of software-centric knowledge bases. We have recently completed a user questionnaire on how people might use the visualizations of Jambalaya for enhancing their comprehension of the (often-complex) knowledge structures in Protégé, in order to provide a better understanding of these issues: a paper describing these results is in progress. Amongst the things that emerged were:

- the large number of domains being worked on;
- the different sizes of ontologies which users manage;
- the relative lack of usable visual representations of the knowledge structures.

These points seem to indicate that a major challenge in both designing tools for knowledge engineering and, perhaps more importantly, increasing the adoption of those tools, will be in bridging the number of domains and approaches which exist. The reason better cognitive support is needed remains relatively unclear except on an ad-hoc level, and needs to be addressed through user evaluations and interviews. Some preliminary work, however, seems to illustrate the need fairly clearly. Blythe et al. [21], for example, identifies some typical concerns that users may have when adding new knowledge to an intelligent system:

- Users do not know where to start and where to go next;
- Users do not know if they are adding the right things;
- Users often get lost as it takes several steps to add new knowledge.

Our goal is to attempt to address some of these concerns by providing enhanced cognitive support for developers in understanding the nature of the knowledge-base they are maintaining. For example, Jambalaya provides a series of different graph layout algorithms to allow users to maintain different perspectives on the model. One area of research of great interest is on what techniques knowledge engineers use to understand the model. For example, research in software engineering indicates several strategies for program comprehension, such as top-down, bottom-up, knowledge-based, as-needed, and integrative [22]. We are interested in exploring whether such techniques translate readily to the knowledge engineering domain.

4. The Need for Adoption-Centric Knowledge Engineering

Our tool is currently integrated with a reasonably popular knowledge engineering framework. Protégé has fairly widespread support, but is by no means a universal tool. Much like the popular software development environment Eclipse (eclipse.org), Protégé has a number of adoption-centric advantages, including an extensible plug-in architecture, an open-source licence, and a lengthy history in the community. Nevertheless, Protégé has limitations in specific areas. For example, Protégé uses a frame-based knowledge representation, which is only one of many formalisms, each of which has its own advantages. The frame-based representation is somewhat similar to object-oriented software engineering paradigms, and Protégé uses one version of it, much like Eclipse offers Java integration. Some large applications, such as the U.S. National Cancer Institute’s controlled terminology, prefer instead to use different representations, for a variety of reasons, just as other projects may use pure first-order logic or variants thereof. The particular formalism a tool uses may affect the type of cognitive assistance required: for example, in a frame-based system like Protégé, a hierarchical object-centric view may be appropriate; in a first-order logic rule-based
expert system, a visualization of how the rules were fired may be of most interest. ACKE tools should provide support for the engineer, and not the formalism chosen (just as ACSE should not differentiate between programming languages). In other words, ACKE tools should be flexible enough to support different and varied environments and formalisms, as the user may require. This may not be possible in all domains and areas of interest, naturally; rather, what is being proposed is a user-centered approach to the design of these tools, as much as possible. Many current tools focus only on the semantics of the formalism they are attempting to implement – that is, does the tool fulfill the formal model and syntax specification of the formalism – and not on how usable the tool may be for developing different applications.

In particular, the Semantic Web initiative defines only representation mechanisms and not tools to perform knowledge engineering operations. While Protégé seems likely to be a part of Semantic Web application development, it is unreasonable to assume that it would be the only tool used, which illustrates the need for ACKE tools. If a new platform for editing Semantic Web services becomes widespread, we should not force users who have a need for the enhanced cognitive support that Jambalaya may offer to adopt Protégé as well. Instead, we should focus on adapting our tool to the user requirements, rather than vice-versa. The ACSE approach suggests that the best method for providing developers of knowledge-based systems with tool support is to focus on developing either simple add-ins to commonly used platforms, or providing interfaces to those platforms. One approach might be to embed the tool in another product with a larger base of users, much as we have done with Protégé and SHriMP, but another example might be to offer SHriMP-like functionality in an SVG-based web tool. This would allow users to continue using their web user-agent, such as Internet Explorer, with whose functions they are very familiar, while also accessing more complex functionality to support the creation and browsing of sophisticated knowledge-based applications. An interface approach might suggest developing a standard import/export mechanism, allowing for interoperability between tools. A relatively recent example of this is the ability of Protégé to export XMI serializations of its models, allowing Protégé users to access a wider range of products, such as Rational Rose [23]. The challenge for the developers of cognitive aids, such as the SHriMP team, is to reduce the feature set and user interface challenges of the tool to a point where the essential features are preserved, yet the cognitive overhead of learning the tool is still low enough to encourage adoption. It is not sufficient to merely embed the tool in a knowledge-engineering platform; it must still be compelling and intuitive – in other words, it must rapidly answer the user’s question, What does this do for me? I believe previous knowledge engineering tools, while their formal utility may have been high, nevertheless required a great deal of learning before they met simple usability criteria, forcing users to learn not only new user interfaces (Protégé, for example, defines its own look and feel, and is one of the simpler and better-designed UIs in the area), but also to understand and leverage new syntax and semantics. The hurdles imposed by the RDF syntax, for example, are high enough without forcing users to learn a complex tool as well.

5. Conclusions

A primary goal of adoption-centric software engineering is to increase the number of users of software engineering tools, to increase awareness of the potential benefits these tools offer. My position is that such a focus is equally important for knowledge engineering tools, particularly with the emerging focus on the development of knowledge-aware applications on the Internet. Recent trends suggest that the divisions between software engineering and knowledge engineering may be blurring, and the demand for more powerful application design and construction tools, such as Eclipse and Protégé, is growing, whether the application is knowledge-centric or software-centric.

If the vision of the Semantic Web is to be realized, it will likely arise in distributed fashion, much like its forefather the World Wide Web has done. To leverage the true capabilities of the Semantic Web, we will see increasing returns with more and more providers making information – knowledge – available to other applications. The vision has many other hurdles, among them privacy and provenance, but the lack of easy to use tools is one which should be straightforward to overcome. I propose making ACKE a focus for new knowledge engineering tools to support this vision.
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Abstract
Transitioning results from academic research into industrial practice should be a goal of modern software engineering. However, technology adoption is not something for academia alone to worry about; industry also has an important role to play in the relationship. Each supports one another, yet each is often in conflict with the other at the same time. This paper looks at the adoption problem by modeling the situation using the ancient Chinese philosophy of Yin and Yang. Using this model shows how academic research and industrial practice react to one another in a continual and ever-changing relationship that nevertheless exhibits timeless patterns of conflict and cooperation.

Keywords: adoption, yin yang, academic research, industrial practice

1. Introduction

The transition of academic research tools and methodologies to industrial practice is necessary to push science and technology forward. The maturation of prototype into product is needed to make the research results have an impact on the real world. For example, effective research results from biology laboratories need to be adopted by clinical practice in order to benefit patients; efficient mechanical engineering designs need to be put into factory production to improve manual labor; and software engineering research tools and techniques need to be adopted by industry as standard practice to make the research more meaningful.

However, realizing this adoption is not easy. From a software engineering point of view, to make research tools easily adoptable by industry has unique challenges. These include understandability of the solution (e.g., complex and poorly-structured source code), robustness (e.g., an implementation that is not quite ready for prime time), and completeness (e.g., a partial solution due to an implicit focus on getting “just enough” done to illustrate the feasibility of a solution) [8].

However, to thoroughly understand technology transition issues and to increase the likelihood of adoption of results from research by industry, a broader perspective may be required. There is still a need to study the problem from the academic perspective, but there is also a need to look at the same problem from the opposite side: the industrial perspective. Only by looking at technology adoption in such a holistic manner will it become more commonplace. Fortunately, there is a well-established model that can be used to reason about modern technology adoption: the ancient Chinese philosophy of Yin and Yang (also known as Tai Ji).

2. The Yin and Yang Philosophy

The ancient Chinese philosophy of Yin and Yan has its origins in modeling the unchanging rules of the changing universe. The picture shown at right of the Yin and Yang represents the cycles of the sun, the changing of the four seasons, and the entire celestial phenomenon. In more modern times, the Yin and Yang symbol has become more generally applicable to represent situations other than the natural cycles.

The essence of the Yin and Yang philosophy is in two opposite principals, Yin and Yang, which simultaneously oppose and rely on one another. In each principal there is a little of the other. In fact, one principal can give rise to the other and yet also cause the destruction of the other.

The Yin and Yang represent all the opposite forces in the universe [2]. Under Yang are the attributes of maleness, the sun, creation, light, etc; under Yin are the attributes of femaleness, the moon, completion, darkness, etc. Each of these opposites aspect produces the other: creation occurs under the principle of Yang, the completion of the created thing occurs under Yin, and
vice versa; the end of light is darkness, when darkness progress produce light.

The changing from Yin to Yang and from Yang to Yin happens constantly and cyclically, like a spiral that keeps spinning but each time reaching a level higher. This ensures that neither Yin nor Yang dominates or decides the other. All the phenomena we experience in our life, such as day and night, success and failure, conquer and defeat can be explained as the temporary dominance of one side over the other. Given the nature of Yin and Yang’s dynamic change, each side will eventually change into their opposite in one way or the other.

This cyclical nature of Yin and Yang, the opposing forces of change in the universe, means several things [1]. First, all phenomena change into their opposite in an eternal cycle of reversal. For example, birth is followed eventually by death; economic booms are followed by recession; Spring turns into Summer, Summer into Fall, Fall into Winter, and Winter back into Spring again.

Second, because one side will produce its opposite side, all temporary phenomena have the seeds of their opposite side within them. For example, success contains the seed of failure, failure contains the seed of success; wealth contains the seeds of poverty, poverty contains the seeds of wealth. This implies that no principal is “pure”; each contains the promise of the other.

Third, even though an opposite may not be seen to be present, no phenomenon is completely devoid of its opposite state. For example, no season is ever completely fallow, since within it are the seeds of growth for the seasons to follow. One principle produces the other.

3. The Yin and Yang of Research and Practice

When discussions of technology adoption from research into practice occur, there is inevitably an undercurrent of feelings from the academic side of “Why don’t they [industry] see how good this is?” At the same time, for the same tool or technique, someone from industry might ask themselves “Why [or how] do they expect me to use this?” Both parties know that they have a symbiotic relationship with one another, yet they seem unable to truly understand what each other needs.

The academic needs an industrial partner to adopt the research results so that the prototype can be validated (or refuted), creating a feedback loop so that the next iteration of the solution is that much better. The industry person knows that academic research is potentially very valuable to them, since the results from the work could be matured and integrated into existing processes to improve important product quality attributes. So why doesn’t adoption happen more easily? The reason may lie in the Yin and Yang model of technology adoption.

Academic research and industry practice can be described as two halves of the same whole [9]. They have opposite attributes: academic vs. industry; research vs. practice; theory vs. application. On the academic side, at the beginning is basic research that is conducted in the lab. The ultimate goal of the research may be to solve some real world industry problem (the white dot inside the dark part). When the research produces preliminary results, they may be adopted as industrial practice. At this period of time, the research portion is getting smaller and smaller, and the industrial practice is getting larger and larger. After industry starts to use the results from academic research, new problems will appear, so industry brings the new problems back to academia. During this time, the portion of industry is getting smaller and smaller until it disappears. Then new research starts to solve new problem. This process keeps on going on, reaching ever higher according to the constant and changing Yin and Yang cycle.

In [6] it is argued that syntax and semantics are the Yin and the Yang of the Web, and should be complementary to each other rather than independent – or worse, incompatible – from one another. Similarly, academic research and industrial practice can be viewed as the Yin and Yang of technology adoption: interdependent and complimentary. Harrison makes a similar argument in a recent article [5], in which he advocates the need to discuss technology transition from both the academic and industrial points of view.

3.1 The Yin: Research

To make research results easier to adopt by industry, there needs to be a much clearer communication channel between the academic researchers and industrial practitioners. In many ways, this is standard requirements engineering and as software engineers it should be common practice. Alas, it is more often an example of “Do as I say, not as I do.”

It is also important for researchers to have conclusive results that provide unequivocal evidence as to the efficacy of the results. Many research papers attempt to illustrate the potential of their results through needlessly complicated mathematical formulas. Mathematics has an important role to play in explaining theory and verifying characteristics of a system. However, the equations should clarify the results, not obfuscate them. Too often the mathematics in many software engineering research
papers appear to accompany the prose purely for the sake of providing the illusion of formalism where none was warranted.

Empirical studies can provide objective measures of efficacy that industry can readily understand. If the studies are accompanied by detailed instructions of how to replicate the experimental results, or how to tailor the process for trials at the industrial partner’s facility, all the better. Unfortunately, empirical studies remain an under-utilized tool in service of technology adoption [3].

3.2 The Yang: Practice

As the recipient of research results, industry needs to play a more active role in the problem of technology adoption. For example, providing clearer requirements would greatly help the researchers steer their work towards outcomes with a better chance of success than if they are working without any guidance. However, requirements engineering requires two parties, and just as software engineering researchers are often poor masters of requirements elicitation, industrial partners are often not very good and clearly communicating their needs.

Part of the problem may lie in the fundamentally different goals of academic research and industrial practice. Researchers tend to try for a 100% solution; practitioners may often be satisfied with an 80% solution, leaving the remaining 20% for the next iteration of the Yin and Yang cycle. This partial solution is often preferable to a full theoretical solution that is correct in all cases on paper, but impractical when it comes to realization.

Cryptography is an excellent example of such an area. It relies on basic and fundamental theoretical research. Yet for it to be put into practice requires quite a different mindset. In the book Practical Cryptography [4], Ferguson and Schneier state:

“Building real-world cryptographic systems is vastly different from the abstract world of most books on cryptography, which discuss a pure mathematical ideal that magically solves your security problems. Designers and implementers live in a very different world, where nothing is perfect and where experience shows that most cryptographic systems are broken due to problems that have nothing to do with mathematics.”

This quote is particularly interesting, since Schneier is the author of one of the best-known textbooks on theoretical cryptographic methods [7]. Software engineering researchers could benefit by learning from his change of philosophy in the last eight years.

3.3 Yin and Yang: Research and Practice

As shown in Figure 1, the Yin and Yang model consists with static model and a dynamic model, both part of the same whole [10]. In the static model, the world as a whole consists with a pair of two connected but opposite halves, each as half of the small opposite spot inside with the opposite outside. This model can be used to explain many everyday situations. For example, modeling the pair of employee and employer describes the relationship of administrator (under control) and administrated (incontrollable).

In the dynamic model, the pair of opposites changes and evolves in continuous manner, transitioning in two directions (forward and backward) simultaneously and recursively. The dynamic view helps to consider how and when enforcing or adopting the opposite for reaching one’s own goals is the best choice.

When academic research and industrial practice are viewed using Yin and Yang as the whole world, the relationships between the two become apparent. The static model indicates that “Academic Research” always takes advantage of some industrial practice gains as the
small spot inside, and the positive or negative impact of “Industrial Practice” as the outside opposite partner. The dynamic model indicates that neither “Academic Research” nor “Industrial Practice” should ever overcome one another for too long; if this happens, the cycle of innovation begins again.

The balance between academic research and industrial practice must be maintained. The equilibrium between the two is their natural state; it is perturbed when new requirements arise and new results are made available. Using such a holistic approach that incorporates the Yin views of research and the Yang views of practice can foster technology adoption.
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**Abstract**

There are many reasons we do not adopt software engineering processes, including those associated with tools. This paper presents two of the most persuasive reasons, based on a literature review of 175 references.

The archetypal dimensions of adopting a new thing are: attributes of the thing itself (classically relative advantage, compatibility, complexity, trialability, and observability), qualities of the adopters, the strength of opinion leaders in diffusion networks, characteristics of the change agent, and organizational factors. [16] In addition, other authors have identified environmental factors, too. Lopata cites seven of them. [7] All of these factor studies suffer several deficiencies: they are static and linear combinations, if combinations at all; there is no priority of factors; there is no time variation of the influence of the factors.

In conducting a literature search for a related paper [15], the author read over 175 references seeking to understand what drives software engineering process adoption. The author believes that many of the factors presented in the literature are actually dissatisfiers, that is, their absence will signal adoption impediments, but their presence is not a sufficient condition for adoption. Presented here are two satisfiers, that is, if the dissatisfiers are addressed then these models positively explain adoption.

1. Two good reasons

   The basis of selection for these two reasons is over-simple: They elegantly explain a great deal of otherwise monolithic approaches, such as factor studies that try to identify and isolate the controlling influences on adoption. The two answers below are more dynamic and identify that certain factors are more influential during certain epochs or under certain conditions and not at other times/conditions. Such a contingency style (“What is critical for adoption?” “It depends!”) reveals far more than any set of factors that are linearly aligned in an inexorable (or unstated) time sequence. Also, both answers leave plenty of room for human forces, technical details, and organizational/environmental influences, all of which are part of the rich reality of implementing software engineering processes.

1.1. The first model

   This model is taken from Repenning [13]. The explanation of process adoption relies on Figure 1, below. The grammar of the diagram was first popularized in Senge [19], where it is called a causal loop diagram. The intuition is that there are three forces that determine whether a new process will be used in practice: normative pressure, reinforcement, and diffusion.
Normative pressure is that exerted by management to meet expectations, to achieve norms. Managers set goals for commitment to implement the innovation (in this case, process improvement). If the gap between the managers’ goal and the current commitment is large enough, then the pressure on those affected is increased to raise their commitment to implement.

Reinforcement is the process by which the pressure to increase commitment is translated into effort. In this model there is a direct relationship between effort and results, so as effort is increased then positive results are, too.

Diffusion is something of the flywheel effect in which those affected observe improved results so they, in turn, increase their commitment to implement the improvement innovation.

The explanation -- composed of the (necessarily) linear arrangement of words, sentences, and paragraphs -- gives the appearance that managers’ normative intentions might begin the whole process, and then the flow proceeds in the manner described above for the first time through. After that, things can get interesting. For example, Repenning (p. 120) described an instance where the diffusion loop damps the commitment to implement when the results appear to be disproportionately low with respect to the effort allocated.

The simulation model in the title of Repenning’s article illustrates the interaction among the three forces. Essentially, the two loops with the R1 and R2 labels tend to amplify effects, because there are + marks all the way around each loop; the one marked B1, where B stands for balancing, because it has an odd number of – marks [14], can reduce future commitment as the gap between actual commitment and the managers’ goals closes.

Now we can see the ups and downs of implementation:

- When the managers’ goals for commitment are not sufficiently different from the current commitment then there will be insufficient pressure to commit going forward.
- Whenever the effort is (too) low, then the results will be low and the commitment will decrease in a vicious cycle.
- Whenever the effort-results linkage observed is (too) low, then others will not be inspired to commit and the effort allocated will be decreased, decreasing the results still more, in a vicious cycle.

Repenning was able to reproduce in his model the situation in which managers set appropriate goals, allocate sufficient effort and then underestimate the delay needed to achieve results, so the commitment is eroded and the results fall off because of the connections among the goal, commitment, effort, and results. With another set of values, Repenning showed that once the flywheel effect of diffusion is in place, due to the long-term positive relationship between effort and results, then normative pressure does not play such an important role, can be removed, and the implementation continues its virtuous cycle.
At the end of the article, Repenning gives advice to managers facing the task of implementation:

1. Do not prepare to implement something new until and unless those who control resources become “fully committed to the effort and patient in the months between adopting” and to having the results motivate further deployment.

2. While seeking to have the results themselves stimulate the flywheel effect, do not do this at all costs. Such a Herculean effort would be seen by future adopters as consuming an effort disproportionate to the results, so that the virtuous cycle would not happen.

The first bit of advice is important because so many authors implore their readers to frame the process improvement implementation as a project, rather like a software project. This would miss the point that planning a software project is by and large a solved problem, while planning human changes, especially by engineers and engineering managers, is not. Accordingly, Repenning’s advice can be seen as a case perhaps for planning a process improvement as a project, but then do not implement it as a project, as it is too difficult to estimate the relationships among the variables.

1.2. Advantages of the first model

There are several reasons that Repenning is a superior source on understanding why new processes are not adopted:

- It has face validity, that is, it tracks what we already know by personal, idiosyncratic experience, and by the experience of others (to be detailed below as part of the literature review)
- It pulls in the characteristics we customarily, perhaps cursorily, associate with implementation success, such as leadership (setting norms and sticking with them), managing change (how improvement is communicated, as in the effort-results link), allocating sufficient resources (effort in this case), rewards, and the need to begin improvement with sufficient energy.
  - It takes into account many forces, not just a single one.
  - Those forces are arranged in a simple structure that can have a complex, non-linear interaction. Causes may become effects, there can be competition among the forces or they can align, and, therefore, not only success can be explained but so can failure. And the possible ups and downs are illustrated by the model.
    - It describes both a process and factors.
    - It depends upon and sums up considerable theory. It is not just one person’s bright idea.
    - Without the insight gained by using the model we are unlikely to succeed on intuition alone.

1.3. The second model

In her article, Markus [8] guides us through the “home grounds” of the two most prevalent arguments about why process innovations are not adopted: either the process (or system of processes) itself is flawed in some technical respect (e.g., hard to use) [4], or the intended targets of the improvement (we humans) have some inherent reason to resist the implementation [17]. That is, there is a system-determined answer and a people-determined answer; the result in both cases is resistance. It is, therefore, the role of the implementer to either restructure the technical aspects of the system or restructure the people aspects (rewards, incentives, span of control, new job titles).

Markus notes that we see this dichotomy in solutions: some solutions address purely technical aspects, such as user involvement in the requirements and design phases, and others address how humans change in response to new processes trying to be introduced. She proposes a third theory, interaction, that does not rely on the assumptions

---

1 Mark Paulk frames it differently. Some software projects are planned as discovery activities, iteratively reducing equivocality in the problem, solution, and/or project spaces. Implementation can gainfully be planned and performed this way, in planned cycles that iteratively identify and reduce risk. (Personal communication.)
of the other two. There are two variants of interaction theory:

1. Sociotechnical: it's all one system, and every part interacts with the others [1,5,18].
2. Political: it's about power, who has it, and who loses and gains with the introduction of the new stuff.

In Table 1 Markus frames her insights in terms of resistance. Like any good theory, these three can be used to predict where to look for problems and solutions.

What she finds, and asks us readers to look closely at our own situations for, is that (even) when people- and system-determined problems are addressed and solved, "resistance" remains, but when interaction with the organizational context or power distribution is addressed, then the "resistance" goes away. Accordingly, interaction theory is a better (normative) guide for implementation.

Looking at interaction instead of people or systems implies that a certain kind of information is used as evidence of implementation. That kind of information is not usually valued by us engineers or business people. The logic of using this kind of evidence begins with a worldview or ontology.

<table>
<thead>
<tr>
<th>Cause of resistance</th>
<th>People-Determined</th>
<th>System-Determined</th>
<th>Interaction Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Factors internal to people and groups</td>
<td>System factors such as technical excellence and ergonomics</td>
<td>Interaction of system and context of use</td>
</tr>
<tr>
<td>Cognitive style</td>
<td></td>
<td>Lack of user-friendliness</td>
<td>Sociotechnical variant: Interaction of system with division labor</td>
</tr>
<tr>
<td>Personality traits</td>
<td></td>
<td>Poor human factors</td>
<td>Political variant: Interaction of system with distribution of intra-organizational power</td>
</tr>
<tr>
<td>Human nature</td>
<td></td>
<td>Inadequate technical design or implementation</td>
<td>Sociotechnical variant: Systems may have the purpose to change organizational culture, not just workflow</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Assumptions about purposes of information systems</th>
<th>People-Determined</th>
<th>System-Determined</th>
<th>Interaction Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purposes of systems are consistent with Rational Theory of Management can be excluded from further consideration</td>
<td></td>
<td>Purposes of systems are consistent with Rational Theory of Management can be excluded from further consideration</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Assumptions about organizations</th>
<th>People-Determined</th>
<th>System-Determined</th>
<th>Interaction Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organizational goals shared by all participants</td>
<td></td>
<td>Organizational goals shared by all participants</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Assumptions about resistance</th>
<th>People-Determined</th>
<th>System-Determined</th>
<th>Interaction Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistance is attribute of the intended system user; undesirable behavior</td>
<td></td>
<td>Resistance is attribute of the intended system user; undesirable behavior</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Theories of resistance: underlying assumptions. (from [8], pp. 430-444. (c) 1983 ACM, Inc. Reprinted by permission.)

<table>
<thead>
<tr>
<th>Facts needed in real-world case for theory to be applicable</th>
<th>People-Determined</th>
<th>System-Determined</th>
<th>Interaction Theory (Political Variant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>System is resisted, resisters differ from nonresisters on certain personal dimensions</td>
<td></td>
<td>System is resisted, system has technical problems</td>
<td>System is resisted, resistance occurs in the context of political struggles</td>
</tr>
<tr>
<td>Change the people involved, resistance will disappear</td>
<td>Fix technical problems, resistance will disappear</td>
<td></td>
<td>Changing individuals and/or fixing technical features will have little effect on resistance</td>
</tr>
<tr>
<td>Job rotation among resisters and nonresisters</td>
<td>Improve system efficiency</td>
<td>Improve data entry</td>
<td>Resistance will persist in spite of time, rotation, and technical improvements</td>
</tr>
</tbody>
</table>

Table 2. Theories of resistance: predictions. (from[8], pp. 430-444. (c) 1983 ACM, Inc. Reprinted by permission.)
Ontologies are basic beliefs about how the world works. One example is positivism, which believes that there is an enduring reality that exists independent of our sensing or perception of it. When we turn our backs on a mountain it is still there! Another example is that the world is socially-constructed, i.e., that we make sense of what we perceive based on how society instructs us to. Each of these two examples also implies epistemology and methodology, that is, what can be known for sure and what methods generate such knowledge. Positivism, sometimes called “normal science,” believes in “hard” facts – that is, quantitative measurements – obtained in such a way that the measurements can be obtained by anyone else equipped with the same instruments. Interpretivism, which corresponds to the social construction of reality, seeks to find the patterns that operate in social settings, the collections of phenomena that seem to fit together. In the interpretivist paradigm it is acceptable that the search for those patterns is in a social setting that cannot be repeated, because the environment is not controlled or even controllable, as in a test tube laboratory. Objectivity in this paradigm cannot be obtained. The methods are generally called qualitative [2,10,11,12,20].

The interaction framework espoused by Markus means leaving the methods of normal science (and engineering and commerce) in favor of interpretation, a form of subjective judgment. If we accept the invitation to take into account new kinds of information (namely subjective sources) then we may see things we did not before. But, it is difficult to let go what we think we can know for sure in exchange for learning more about the situation from less of an absolute perspective.

It is worth mentioning that one of the objections of normal science is that social scientists “make up” constructs, such as morale, intelligence, and power, that those constructs do not have an existence independent of their definitions. Abraham [6], a recovering physicist, has argued persuasively that the constructs of classical physics, such as distance, acceleration, and force, to mention but a few, are no less “made up” and do not exist independent of our thoughts about them. That we ascribe measurements to distance, acceleration, and force reify them precisely to the extent that measurements of morale, intelligence, and power do.

One of the popular ways to express that the social construction of reality acts as filter on what we see is the often-cited quip quoted by Karl Weick [21], p. 1. It refers to American baseball, where a ball is thrown (pitched) towards a batter. If the batter does not swing, then a judge (an umpire) calls either “ball” if the trajectory was outside a mythical box between the shoulders of the batter and his knees, or “strike” if it was inside that box. Three umpires were talking. The first said, “I calls them as they is.” The second said, “I calls them as I sees them.” The third and cleverest umpire said, “They ain’t nothin’ till I calls them.” Later Weick avers that when people say “I’ll believe it when I see it,” they more likely mean “I’ll see it when I believe it.” And, quoting another source, “man is an animal suspended in webs of significance he himself has spun.” (pp. 134-135)

1.4. Advantages of the second model

Like the first model, this one incorporates other theories [9], so it is not (just) one person’s bright idea. It also addresses competing theories that are likely the most prevalent in the implementation literature and practice, so the insights are novel and useful. It also predicts the problems and solutions better than the other two theories. In addition, “resistance” is redefined as natural and a part of any change, not something to be conquered and overcome. And last, it invites us to broaden our computer science-, software
engineering-centric methods for observing and gathering information, something that many implementers feel is necessary to be successful, that somehow trying harder with what we already know how to do is not more effective. [3]

2. Implications

As designers of processes and tools that we want adopted by others, we should understand that there is only so much power in the technical content of our processes and tools. As change agents, that is, implementers of processes and tools, we should understand that the contours of the process and tool are basically dissatisfiers, factors to be overcome, and that we should turn our attention towards the human aspects, especially the collective aspects, of implementation. Power and how our focus shifts over the period of adoption trump technical features every time!

Several examples may help to illustrate this dichotomy. Imagine a software engineering tool that aids component reuse by keeping track of in which programs/classes the components are used and in which version or variant. While this seems innocuous enough, because it appears to be a central repository it would have to fit into an enterprise that is centrally organized. Trying to fit a central repository of component use into an organization that is decentralized would be a challenge, even though we might all agree that the tool is inherently useful. That is, while it has technical merits it cannot be implemented in certain kinds of organizations. Or, imagine a tool that finds errors in static text and is free (such as lint). Clearly this is useful, has relative advantage. But it upsets the power structure because it points out defects. What programmer would want to have a list of his/her defects that could be used against him/her – particularly at the height of a career? Yet most advice about implementation says to recruit the opinion leaders, the professionals who are respected precisely because they are at the height of their careers!

What to do? Realize that many tools and processes are point solutions, meant to be inserted into a much, much larger context, one that may not be hospitable. Therefore, point solutions need to be integrated from the start into their larger environments and tested for value in that context.
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Abstract

Common office suites are capable, mature, flexible, extensible, and familiar to many developers. For example, they are used daily to browse the Web, produce multimedia documents, prepare presentations, maintain budgets, and to construct Web contents. These Commercial Of-The-Shelf (COTS) software products and middleware-based environments can be extended and leveraged to provide familiar support for software engineering tasks and thus may ease the barriers to adoption. Our hypothesis is that users will more likely adopt tools that work in an environment they use daily and know intimately. That is, tool adoption will be improved if we specifically address the issues of cognitive support and interoperability. In this paper, we describe how we address these issues with our Adoption-Centric Reverse Engineering (ACRE) project and specifically with our tool environment ACRE V1.0.

1. Introduction

Over the past decade, we have directly encountered and experienced the research tool adoption problem in many guises in the process of deploying software reverse engineering and software visualization research tools in industry. Analyzing these problems, we realized that the most critical adoption issues stem from integration and interoperability problems of our tools with respect to the mental models of the developers and their existing development tools.

First of all, the cognitive support afforded by our tools was not compatible with the cognitive support afforded by the existing development tools [10]. Software development tools aid software engineers by participating in their thinking and work. Thus, when we use the term cognitive support, we mean the principles and means by which cognitive software processes are supported or aided by software engineering tools. Working with a set of existing tools, software developers build up cognitive support over time. Leveraging this hard-won cognitive support effectively is critical for their overall productivity and efficiency. Thus, developers easily reject a new tool if it does not jive with their valuable cognitive support model. The problem of inadequate cognitive support in our tools became evident through informal feedback, user studies, and structured tool demonstrations [9] [7] [8].

Second, a single research tool intended to aid software development typically addresses only few development, understanding, or maintenance tasks. Thus, such research tools must interoperate with other tools through integration mechanisms, such as data integration (i.e., so that tools can read and write common data interchange formats, and control integration (i.e., so that one tool can control another), and presentation integration (i.e., so that several tools have a uniform, familiar look-and-feel) [13]. For example, the end-user programming capability [14] through the scripting layer in Rigi [2] allows it to coordinate other tools or to be controlled by other tools. Tool builders have exploited this Rigi feature successfully to create new tool environments (e.g., Dali [17], Bauhaus Rigi [16], or Shimba [15]).

Our main hypothesis is that in order for new tools to be adopted effectively, they must be compatible with both existing users and existing tools. To validate this hypothesis, we are building prototype software engineering tools based on open standards (e.g., Scalable Vector Graphics (SVG) [19], and GXL Graph eXchange Language (GXL) [12], both based on XML) popular office suites (e.g., Microsoft Office XP, Lotus SmartSuite, Sun StarOffice, Adobe Acrobat, and Corel WordPerfect Office), and common middleware technology and plug-in platforms (e.g., scripting languages, Model-Driven Architecture (MDA), IBM Websphere, and Eclipse). Using these, we will conduct industrial case studies and structured tool experiments to validate our hypotheses. The experience gained in this endeavour will be beneficial to both academic research and industrial practice.
<table>
<thead>
<tr>
<th>RE Requirement</th>
<th>Excel</th>
<th>PowerPoint</th>
<th>Visio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visualize program information artifacts and architecture</td>
<td>Drawing tools</td>
<td>Custom presentations and animation</td>
<td>Templates for diagrams (e.g., UML, Web sites)</td>
</tr>
<tr>
<td>Statistical data analysis and metrics</td>
<td>Statistical functions, charts, forecasting</td>
<td></td>
<td>Built-in charts</td>
</tr>
<tr>
<td>Re-document system</td>
<td>Report builder; synch with data sources</td>
<td>Custom presentations and animation</td>
<td>Synchronize with data sources</td>
</tr>
<tr>
<td>Collaboration features</td>
<td>Protect and share workbook</td>
<td>Track changes and merge documents</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Meeting scheduling and sending documents via email</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robust</td>
<td>Standard functionalities to build upon; e.g. “undo”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data-driven and net-centric</td>
<td>Web services, Smart Tags, and Dashboards, Web publishing</td>
<td>Integrate with databases (e.g., Access) and MS server environments</td>
<td></td>
</tr>
<tr>
<td>Interoperability</td>
<td>Active X/OLE support</td>
<td>Support for XML, SVG objects, and many other objects</td>
<td></td>
</tr>
<tr>
<td>End-user programmable and Office automation</td>
<td>Macro recording, playing, and editing, Scripting with VB script (Com) Add-Ins with VBA, Dynamic Libraries with .Net</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leverage cognitive support</td>
<td>Popularly adopted and familiar</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 2. Extending Common Office Tools and Middleware Technology: ACRE V1.0

Office suites are highly popular platforms that typically offer a number of programmable core functions and applications for document creation, drawing, database storage, spreadsheet, and presentation. Table 1 lists some of the functionalities of MS Office and Visio, which we can exploit for building software reverse engineering and visualization tools on top of these platforms.

Building software development environments using these kinds of commercial products is not a new idea. A cornerstone of the Desert environment is a custom editor, based on the Adobe FrameMaker application to produce source code and architectural documentation [5]. Also, the Visual Design Editor (VDE) is a domain-specific graph editor built on top of Microsoft’s PowerPoint application using the Visual Basic scripting language [3].

ACRE V1.0 is the first version of the software evolution environment under development at the University of Victoria as part of our ACRE (Adoption-Centric Reverse Engineering) project [5]. It consists of several software visualization engines on top of various office products, including Lotus Notes, Excel, PowerPoint, and Visio. The software engineering tools in our ACRE environment interoperate using the ACRE persistence engine and SVG (Scaleable Vector Graphics). SVG, a W3C XML standard, is an effective solution for smart cross-platform graphics.

In the following subsections, we give short summaries of our implementations. More details can be found on the ACSE Web site [1].

#### 2.1. The ACRE Persistence Engine

Figure 1 illustrates the architecture of the ACRE Persistence Engine, an extensible middleware system upon which we develop software engineering tools [1]. The architecture utilizes international standards and a common data format for third party integration.

The ACRE persistence engine is implemented using the IBM Websphere software platform, the OMG’s Model Driven Architecture (MDA), and OTI’s universal tool platform Eclipse. We use open standards for network and data exchange services (e.g., Web Services Description Language (WSDL), Simple Object Access Protocol (SOAP), and Open database Connectivity (ODBC)).

The ACRE Persistence Engine supports communication and XML/GXL-based data exchange between the various ACRE clients, which are described in the following subsections.
2.2. The ACRE SVG Visualization Engine

The ACRE SVG Visualization Engine (ASVE) is a graph visualization engine for exploring and annotating software artifacts [4]. The user can filter, rearrange, layout, annotate, display, and change the visual characteristics of nodes and arcs to better understand the architecture of the software system.

It is built exclusively with SVG and ECMAScript. ASVE is embeddable into “host” applications such as Web browsers and office tools (e.g., PowerPoint, Excel, or Word). We have also implemented an ASVE visualization interface for LotusNotes.

2.3. Towards a Live User Manual for Software Engineering Documentation

An ACRE Live Document is data-driven, interactive, and adapts automatically and intelligently to its context (e.g., its word processor and its reader) [11]. We use Live Documents to overcome selected challenges in software engineering documentation:

- to synchronize code and documentation automatically (e.g., keep diagrams in sync with source code)
- to produce multiple output versions from one source consistently (e.g., for print, online, and audio use)
- to address different audience needs (e.g., user manuals for novice and expert users)
- to explore the system without leaving the document
- to support group collaboration

We have implemented the following Live Document features in Excel:

- We enhanced the documentation capabilities of the Rigi reverse engineering system: Our implementation manages different views on the Rigi graph data and statistics in Excel within one workbook. We also use Excel charts in PowerPoint for advanced presentations features.
- We capture Rigi graphs and display them in Excel, PowerPoint and Visio. We have implemented basic editing functions for Rigi graphs in Excel, PowerPoint, and Visio.

2.4. Leveraging Cognitive Support in Lotus Notes to build ACRE Tools

ACRENotes, developed with the groupware product Lotus Notes, stores both documents and data in Lotus Notes’ document database [1]. Documents can easily be selected, browsed, filtered, and categorized. Predefined agents and actions can manage documents as well. By converting reverse engineering data (e.g., from GXL) into these documents, we can maximize the user’s capability to manipulate reverse engineering data.

ACRENotes imports Rigi data in Lotus Notes’ document format and visualizes it using a Java Swing program and an SVG component, respectively. ACRENotes leverages the data repository, data visualization, end-user programming, and team cooperation features of Lotus Notes.
2.5. An ACRE Metrics Tool in Visio

The ACRE metrics tool in Visio is a welcome addition to the Rigi graph editor. The metrics help the reverse engineer to capture design characteristics of the software system, to understand relationships among attributes, to support software maintenance, and to decide on software modification and reuse.

Visio displays professional looking charts for these metrics. Another useful feature that is difficult to implement from scratch, but comes for free when building on the Visio platform, is the advanced zooming functionality on the chart that the panel in the right upper corner provides.

3. Visio as an adoption-centric platform

Visio provides advanced features for building UML diagrams. These include building static diagrams for Visual C++ and VB code. However, it does not yet consider the relationship between class models. We plan to build on these features to provide an advanced and easy-to-adopt UML editor as a case study for a comparison with professional tools.

Another planned case study is to visualize artifacts to document Web site evolution. Reverse engineering of Web sites requires adequate visualization of Web site maps and Web site architecture. For example, even Adobe GoLive, a standard tool for Web site development, does the visualization of site hierarchies poorly. It visualizes too much information and the hierarchy is difficult to navigate. Furthermore, broken links only appear in one special window and not in the hierarchy visualization itself.

Our target tool for Web site visualization is Visio. Visio can parse Web sites and supports Web site visualization. The visualization is still rudimentary, but the parser seems to be able to visualize applications within Web pages, such as JavaScript, ASP pages, etc. Furthermore, Visio supports many shapes and diagrams. We can therefore implement different visualizations for Web site architectures (e.g., according to different RE problems) and synchronize them by programming Visio. For example, Rigi (implemented in Visio) can be one of these visualizations. Another possibility is UML diagrams for the site architecture based on Visio UML diagrams. In this case, the UML editor would be specifically targeted to Web site evolution. In a further step, it would be worthwhile to integrate the visualization with Excel features (e.g., for metrics on Web sites or statistics). In this context, we will also explore how and if the API’s of Macromedia Dreamweaver and Adobe GoLive allow the extension of this tools towards more advanced Web site evolution tools.

4. Evaluation

Using ACRE V1.0, we will conduct industrial case studies and structured tool experiments. Walenstein’s PhD thesis [10] includes a survey of the types of phenomena that comprise cognitive support, including external memories, various external structures, and
scaffolding. It also proposes methods for systematically enumerating the cognitive support provided by tools. We will specifically investigate what kind of cognitive support is needed and suited for software engineering tools, and we will examine how to leverage the cognitive support already provided by existing office tools effectively. Walenstein’s position paper, contained in these proceedings, illustrates further how cognitive support can be characterized using different factors and how these factors can be used to evaluate and validate cognitive support and in turn adoptability [18].

5. Implementation Experiences

One of the keys for effective MS Office automation is to understand the MS Office object models and the Microsoft terms and technologies (e.g., DCOM, COM, ActiveX) as well as the installation procedures and the scope of packages like Office XP developer. This is even more difficult as the documentation and the relevant Microsoft Web pages are complex and information is hard to find.

In summary, the visualization of Rigi graphs with PowerPoint drawing objects for the nodes and arcs scales poorly. For example, loading a Rigi graph as a PowerPoint drawing needs about three times longer than loading the corresponding SVG plug-in. Once the MS PowerPoint graph is drawn on the slide, changing slides performs normal and efficiently fast in contrast to the behavior of the SVG plug-in.

Implementations on top of MS Office can be ported from one Office tool to another without major implementation changes (e.g., charts use a similar API in Excel and PowerPoint). Programming drawing elements in Visio requires a different programming approach that is based on the master and stencil paradigm in Visio.

We further experimented with Internet Explorer, with Microsoft Word XP, and with Microsoft PowerPoint XP for embedding SVG components, and with Adobe Illustrator 9.0 and 10.0 for creating them. The implementation of complex interactions (e.g., graph filtering) was fast in comparison with the same task done in Tcl/Tk for the Rigi user interface. As SVG is not a high-level language, manual programming is tedious and repetitive. Consequently, automatic generation of SVG files is the appropriate approach for SVG file creation. Loading of SVG components does not (yet) scale very well; all used tools freeze for a recognizable time while loading complex graphs. Once loaded, the graphics perform efficiently in PowerPoint and Internet Explorer but they slow down document behavior, e.g. opening a slide with a SVG component requires the same amount of time for initially loading it freezes the tool for a recognizable time, which is different to common graph formats such as JPG or TIF.
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Abstract

Being adoption-centric means focusing research on what technologies would be helpful to real users and trying to ensure that the results are more likely to be adopted. Too little is known about how to improve adoptability. This paper describes preliminary steps towards a framework for understanding methods for injecting innovations in a way that makes the results more likely to be adopted. The framework defines taxonomy of adaptations that tools and users undergo in the face of innovations. It then employs theories of distributed cognition to suggest which potential adaptations would be considered potentially desirable to users because they preserve, leverage, or add cognitive supports. An example is given illustrating how this framework is being used in exploratory design.

1. Introduction

The rate at which practitioners adopt the products of software engineering (SE) tools research suggests that much improvement is possible in making research results available and adoptable. In some cases the lack of adoption may very well be due to the way that software research prototypes are developed. Frequently a simple, stand-alone “demonstration” implementation is developed. Often this is a bare-boned and impoverished environment or tool when compared to the robust, full-featured, and highly usable tools and environments that practitioners normally work with.

An alternative approach to tools research is to employ an “adoption-centric” approach of building innovations as adaptations of the rich tools and environments currently existing in practice. Here, “tools” and “environments” are considered broadly, and would include editors, shells, browsers, word processors, personal information managers, and ordinary software development environments. An adoption-centric approach would perform the tools research with a concern for easy adoption of the tool by some real user community.

Several potential advantages can be offered for this approach. First, reusing an existing environment can make prototype development easier since the researchers do not need to spend time implementing and perfecting common but necessary infrastructure (undo, copy and paste, printing, help, etc.). Simple, bare-boned “toy” tools frequently miss these features or implement them awkwardly. This will normally seriously affect user performance and satisfaction, which will in turn make successful evaluation of the innovation exceedingly difficult. Second, by using an existing toolset one is more likely to find a user population to evaluate the tool on.

Being adoption-centric while adapting existing systems means that close attention will need to be paid to the ways software engineers currently work, and to how innovations can be fit into this work. This point is, in my opinion, the most critical aspect of the approach, and the place where the greatest research benefits can be expected. Being concerned for current work practices grounds the entire research effort in real user needs and situations. In addition, being concerned with how the innovations fit into real work helps assure that the research is in a position to make practical impacts sooner than the 17 or more years that some SE innovations have taken [12]. The adoption-centric approach is therefore not merely another attempt to build extensible development environments or to implement specific SE tools on top of other tools. There is a real concern for making innovations match realistic scenarios, and for introducing innovations to practical environments in ways that are likely to be more readily adopted. Attention to other factors such as marketing and organizational structure may also aid adoption (e.g., Fowler et. al [4]), but the prototype implementation is the main adoptability factor under the direct
control of most tools researchers.

Once the above general goals of adoption-centricity are stated, however, the question of how to actually go about achieving them looms large. How and why users adopt new technologies is not well known, and even less is known regarding how, exactly, one can build innovations that are more likely to be adopted.

This paper outlines a general framework for understanding adoption factors and recognizing opportunities for implementing innovations in ways that are more likely to be adopted. There are three main components to the framework. The first component is a taxonomy of types of adaptations, both for tools and users. This taxonomy is presented in Section 2. The second component is an analysis of how to interpret adaptations—and the resistance to such adaptations—in terms of adaptations to distributed cognitive systems. This analysis is presented in Section 3. The third component is a technique for analyzing existing toolsets for opportunities to inject new technologies in a way that are likely to be adopted. The way this is currently being approached is outlined in Section 4. Section 4 also outlines how the framework is being considered in a project relating to software clone detection and copyright violation litigation.

2. Types of adaptation in adoption

Users adapt to new tasks and technology. Such user adaptations include learning new concepts, skills, and problem-solving techniques or strategies. As Mackay [11] pointed out, users and their environment actually co-adapt (also see Fowler et al [4]). Users adapt their tools and environments to better suit their tasks and individual characteristics. Tool adaptations along these lines include setting key bindings, scripting, and programming. Users also adapt their entire information space in order to help solve problems. For instance software engineers implement file naming conventions in part because this makes their browsing and searching tools effective [7].

When any new technology or innovation is adopted by users, it means they adapt again to the changes. It seems likely that these adaptations could be effected in fundamentally different ways. A vocabulary for describing the different forms of adaptation is desirable. This section extends Mackay’s analogy by using concepts from biological evolution to understand tool and user adaptation types.

Biological evolution and adaptation

Biological evolution can be seen as an extended process of adaptations to changing conditions. A naive conception of evolution is that it makes steady progress towards organisms of greater complexity and fitness. It is true that some organism features are associated with a history of gradual and incremental refinements of similar-but-less-fit features. For example, Dawkins reconstructed a history of how complicated eyes were built out of a series of additions and refinements of previous structures [2]. Even so, the fossil record also suggests that evolution should not be exclusively characterized as a uniform process of gradual refinement. The late evolutionary theorist Steven Jay Gould conspicuously argued that the evolutionary history is “punctuated” with periods of alternating relative stability and astonishingly rapid and wholesale changes which include radical changes to basic organism design [5]. This sort of distinction in evolutionary progression resonates with certain theories of knowledge acquisition and learning [14] which posit differences between learning by “accretion” and by “restructuring”. Accretion occurs when the knowledge can be absorbed with only minor changes to the existing knowledge structures, whereas restructuring is made necessary by concepts and data that cannot be accommodated within the existing structures.

Why do adaptations even occur? Adaptations occur, at least in part, as responses to changes in living environment (e.g., climate). Adaptations in this sense improve the fitness of an organism to some ecosystem. Sometimes these adaptations are specific to particular ecosystems—the organisms become “specialists”. An example is the giant panda, is adapted to survive on bamboo shoots and nothing else. In contrast, some organisms are generalists and can survive well in many ecosystems. An example the brown bear, which is omnivorous and ranges very widely.

How do new adaptations arise? One part of the story is simply by design variation through mutations which result in improved fitness to the ecosystem. Another part of the story is that an organism’s existing features might be used for additional or new purposes. Gould called this “exaptation” [6]. An example he uses is how feathers may have originally provided warmth, but were eventually a step towards achieving flight.

Applying the evolution metaphor to technology adoption

It is possible to see biological evolution as a metaphor for user and tool adaptation. Based on the above discussion, three basic contrasts might be helpfully applied to classify user and tool adaptations.

First, user and tool adaptation may be divided into gradual accumulation of design changes, and rapid, wholesale changes. The former is common in the slow evolution of product lines (e.g., creeping product features). Users also gradually adapt by learning different problem-solving skills and tool features. Wholesale and rapid changes occur when users adopt radically different tools such as new operating systems, development environments, or office products.
Users are often painfully aware of how they need to adapt to such wholesale changes. Thus a first question for adoption-centric SE is “what type of adoption is being attempted: gradual accretion of localized design variations, or wholesale design changes?” The adoption-centric researcher must know which is being attempted—and which is needed.

Second, the issue of specialization versus generality needs frequently be considered for tool design. Specialized tools may be more fit for certain tasks but require specific learning (user adaptation) and may not “survive” changes in tasks. Task specificity is a common argument for or against various programming languages. An advantage of generalized tool capabilities is that once users learn them they can apply them in many situations. The drawback is that the general capabilities might work less well than the specialized versions, or users may need to do more work, or to customize them. In terms of adoption-centric design, the researcher should likely be encouraged to recognize specialized and generalized capabilities in both tools and users and take advantage of both when opportunities present themselves. For example, in certain work domains, programmers may be specialized to be highly familiar with spreadsheets. This specialized expertise might be exploited by implementing the innovation as an extension to a spreadsheet program. But also note that a spreadsheet itself is general in that it can be applied to many different tasks (compare, for example, a tool that performs fixed calculations).

Third, it may be helpful to distinguish two different classes of adaptations to existing tools, or aspects thereof. The first is by simple design mutation or accretion. For example, adding a call-graph visualization view to a toolset might be termed simple accretion, whereas changing the way error messages are displayed might be considered mutation. The second main class of adaptation type is by exaptation. Tool based exaptation might be said to occur if new uses are made for existing specialized functionality. For example, in Mackay’s study [11], mail filtering functionality was used to implement smart filing of messages. In the realm of software development, Bellamy [1] noted that Smalltalk developers would use a cross-referencer as a way of locating semantically-related code. The developers would “tag” class methods as belonging to an application by inserting references to a dummy class. The cross-referencing was therefore not being used to trace down real calls, but to approximate a mechanism for clustering conceptually-related methods from multiple classes.

The adoption-centric researcher will want to be aware of whether changes are being made by mutation, accretion, or exaptation. One reason for wanting to know this, clearly, is that the adaptations made to tools are likely to induce similar types of adaptations to the users’ knowledge of how to use the tools. Tool mutation implies that the user must adapt by modifying their skills and mental models for using the affected features. Accretion, on the other hand, is likely to allow simple knowledge accretion by the user. Exaptation is relevant to tool researchers because users may already be skilled in using the tool feature that is being exapted for a different purpose, or they may be able to exapt an existing feature or technique for use in conjunction with the new innovation.

3. Distributed cognition & legacy user systems

I am a legacy user. So, in all likelihood, are you and everyone else. My favorite editors are Emacs and vi. This fact might be viewed with considerable disdain by combatnats on both sides of the long-running “vi versus Emacs Editor Wars”. I use both editors practically every day for writing papers, programs, email, and numerous other activities. Many other and newer editors exist—certainly many specifically tailored for programming. Some of these, perhaps, are even superior to both of Emacs or vi (at least for some tasks and in some ways), although I may never truly know it. Myself and my computing environment in combination form a legacy user system.

I use the term “legacy user” in the way a software maintainer would expect: a legacy user is analogous to a legacy software system in SE. This term is intentionally selected. Cognitive science regularly views human minds as computer systems. Learning (i.e., user adaptation) serves to program and maintain the cognitive system.

The term “legacy user system” is no accident either. The cognitive science field of distributed cognition (DC) treats cognition as a computational process distributed between humans and tools (see Hutchins [9], Zhang et al [17]). Thus users in combinations with tools are seen to form DC systems. From this point of view, external artifacts are seen to represent knowledge or cognitive states (goals, intentions, etc.), and both users and computers are seen to process such external knowledge and cognitive states. For instance, Flor et al. [3] analyzed programmer pairs from the DC point of view. In their analysis, they likened code scavenging to case-based knowledge use: when code is scavenged, it is copied with appropriate modifications, which is an analogue of schematic abstraction and instantiation. Only instead of occurring “in the head”, it occurs in a text editor.

Legacy user systems are also computational systems: legacy computational systems. Legacy systems are not necessarily poorly maintained systems. Instead, they are identified by other characteristics: they are typically (1) considered “mission critical” for the organization using them, (2) not implemented using the most up-to-date technologies, although for various reasons it is desirable to bring them into compliance, and (3) poorly documented and understood. These are all characteristics of legacy users systems; the term is apt.
1. The DC system as a whole is critical for effective work. Clearly the user’s own mind is mission critical, but just as clearly their normal environments are critical (or else adoption would not be a problem—they would be able to effectively use whatever environment is in front of them).

2. Updates to the legacy DC system is frequently desired and, in the case of adoption-centric research, assumed necessary.

3. The DC systems are almost entirely undocumented. As Hollan et. al [8] point out, the roles that artifacts play in cognition are often difficult to recognize. Careful field studies are therefore frequently needed in order to reverse engineer and redocument legacy DC systems in preparation for reengineering. It is well known that humans generally are unable to articulate how it is they think and act, and they certainly do not come with cognitive design documentation.

The main value in bringing DC theory into the present discussion is that it identifies aspects of legacy user systems which are important for effective distributed cognition.

More specifically, users rely on their external environment to provide cognitive support, i.e., to assist or help them in their cognition [16]. This support is partially attributable to the makeup of the tools. For instance most web browsers maintain link visitation history mechanisms, and will display the visitation status of links by rendering non-visited links in a different colour. Those features can support users by acting as external memory: users no longer need to remember where they have been. In other cases the support can be said to be “built up” in the environment through the various adaptations and customizations they make. For instance, the collection and organization of bookmarks is a lasting external memory that users often depend upon. Another example, already mentioned above, is the tagging of methods which was observed by Bellamy. These tags are needed if the programmer is to use the code location tools they are accustomed to. Over time, user and environmental adaptations generate a DC system in which the tools and their features support cognition, and in which the users have the skills, knowledge, and preferences for utilizing them effectively. Users are reluctant to adopt new technologies because doing requires new adaptation (learning), and may destroy the cognitive support built up in their environments, or make it less efficiently usable.

This analysis is helpful because it delves a little deeper into the barriers to adoption. Existing theories of adoption are compatible with this basic analysis (at least, the parts dealing with the adoption factors associated with individuals). For example the so-called “diffusion of innovation” theories [13] posit that individual evaluations of “usefulness”, “compatibility” and “ease of use” greatly influence decisions to adopt. But what, precisely, is “usefulness” and “compatibility” and how can it be identified in tools? The answer I am working towards is a partial one, but it is a step in the right direction. Usefulness is a function of the cognitive support provided, and “compatibility” should mean, in part, the retention of built-up cognitive support. To make innovations more adoption-centric, therefore, one needs to reverse engineer and redocument existing legacy DC systems, and then build tools that can reengineer them in ways that retain and build cognitive support.

4. Framework application

The overall aim of the present framework is to help in reengineering existing legacy user systems. Below is a brief outline as to how this might happen in the future. The basic method is to first use the DC ideas to either guess or empirically determine the cognitive infrastructure (i.e., adaptations) users have built up in themselves and their environments. Currently we base this on an inventory of cognitive support possibilities derived from a feature analysis of the environments. Then opportunities are examined for adapting existing features in ways suitable for introducing the new technologies. This general idea is explored below.

Eclipse and clone detection

At the Software Research Laboratory one of our projects is to investigate techniques for detecting software clones, copyright violations, and plagiarism. Software clones are sections of code that are very similar. These commonly occur because of code “scavenging” in which code is copied and then modified to suit local needs. Copyright and plagiarism cases involve finding and verifying the fact that code or design aspects were copied from one code base to another. In each case, code similarities of various types need to be detected and investigated.

Our research is taking an adoption-centric approach to developing and inserting suitable technologies into practices of SE and copyright litigation. This will result in separate tools for software engineers and for legal analysts, but we are planning and developing both sets of innovations on top of three main existing technologies: Eclipse, Microsoft Office tools, and Microsoft Windows. These platforms are suitable starting points as our anticipated user base is expected to be familiar with them. In particular, in legal cases the users are expected to use Office tools such as Word, Excel, and PowerPoint in the generation of legal documents and presentations. We expect synergy in our work on both clone detection and copyright violation.

Our research strategy has identified three technological additions that are intended to implement three activities.

---

1Eclipse, Office, and Windows are registered trademarks.
These additions address activities typical in reverse engineering [15]. First, data must be gathered on where code similarities occur. For this we wish to introduce various automated and semi-automated code comparison technologies. Second, similar items must be classified into clone or non-clone (or copy or non-copy), and then grouped or aggregated into function-relevant clusters. For example, when reengineering a software system the engineer may wish to cluster related clones together so that new modules can be generated by abstracting related and duplicated functionality into a set of related methods. In copyright litigation contexts, the clustering might pertain to collecting together different types of copyright violations (e.g., code copying versus design copying). Third, exploration, visualization, and evaluation must be performed. For instance, the overall distribution of clones across sub-project boundaries may need to be known by project managers. Likewise, lawyers will want to see visualizations and analyses of the instances and extent of copying. We are working on novel visualizations for code comparison and system visualizations. We wish to add various automated measurements.

In order to continue forward we need to be able to analyze Eclipse, Office, and Windows so that our innovations can be well matched to these technologies, and can be inserted in a manner that eases barriers to adoption. The remainder of this section describes an approach we are considering for evaluating tools for adaptation possibilities and cognitive support roles. The work is ongoing and preliminary, but the overview below gives a flavour of the type of analyses we are considering. The overview may give others ideas as to how to improve the analysis, and to apply it to their own adoption-centric SE research.

A cursory inventory of Eclipse features yielded a list suitable for determining adaptation possibilities. A subset of this inventory appears in Table 1. This list of features were then examined to see what adaptation mechanisms were provided by Eclipse. These were categorized using the adaptation taxonomy; examples are listed in Table 1. The column "reuse" indicates an instance where a generic feature might be used for new purposes. The entries in these columns indicate ideas about how the adaptations might be made (e.g., adding a new command to the Task View mutates it). The inventory and classification generation took about an hour to collect, although we refined this list and its categorizations after various discussions. It is unclear at this time how helpful this exercise has been, although obviously some similar type of analysis (perhaps a more informal and haphazard one) would need to be performed if one is to build tool extensions. It may be worth noting, however, that the columns of Table 1 may be helpful in identifying adaptations that are less disruptive to existing cognitive support.

The features in the list were then examined in light of various theories of cognitive support [16]. The aim was to help understand their potential roles in supporting developer cognition. Although this is hardly a substitute for studies of real users (users may not actually use the support, or may have many other types of built-up support not knowable through armchair analyses), it seems to be a prudent first analytic step. The next analytic step is to consider how we might best implement our planned innovations on top of this infrastructure. In this step we expect the theories and models of cognitive support to be helpful, although we have little to report at this point. Nonetheless a flavour of the analysis can be relayed.

We know that current technological limitations make it impossible to automatically and accurately detect all software clones within a system. Thus the user must cooperate with the tools in order to jointly determine which potential clones—i.e., “clone candidates”—should be considered true clones. The classic way of doing this is to have one or more clone detectors generate a list of clone candidates that the user steps through and classifies as clone or non-clone (or copy vs. non-copy in copyright tools). It seems clear that the generic Task View functionality can be adapted: the clone detector would generate a clone candidate list in the task list (an accretion of functionality), and the user would need to step through the task list and examine the candidates, deleting ones that are non-clones. This would, in fact, require a mutation (in particular, a specialization) of the task view functionality since the potential clones are clone pairs and the Task View behaviour would have to be modified so that it browsed to the two clone locations when the user double-clicks on the clone candidate.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Reuse</th>
<th>Mutate</th>
<th>Accrete</th>
<th>Exapt</th>
</tr>
</thead>
<tbody>
<tr>
<td>perspectives</td>
<td>customizable/sharable views and visible actions</td>
<td>new projects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>wizards</td>
<td>steps users through common tasks</td>
<td>new tasks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLE integ.</td>
<td>editors, views, and toolbar objects can be embedded</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task View</td>
<td>users can edit and step through task (i.e., to do) list</td>
<td></td>
<td></td>
<td></td>
<td>auto generate</td>
</tr>
<tr>
<td>Search View</td>
<td>multiple search types, results filtering, sorting</td>
<td></td>
<td></td>
<td>new type</td>
<td></td>
</tr>
<tr>
<td>Compare View</td>
<td>two files can be compared side by side</td>
<td></td>
<td>new cmnd</td>
<td>new views</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>search metadata</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Inventory of some Eclipse features and some adaptation possibilities
The DC support point of view notes that this functionality is an example of distributed planning and plan following [16]. What the clone detector is doing is generating a plan for checking the results, which the user (more or less) follows to make those checks. The Task View functions as an external memory for the plan, and for where one is in following the plan. Reusing the Task View effectively leverages existing cognitive support. Once this is realized, opportunities for improving distributed plan following can be explored. For instance, the above envisioned extension forces the user to make a series of decisions about clones. It is likely that ordinary users will not be able to decisively classify clone candidates in the first pass. Said in other words, they will likely have uncertainty in their decisions. It makes sense to try to add support for uncertain knowledge management by allowing the uncertainty to be externalized [10]. Otherwise the engineer will need to remember the uncertain clone pairs in order to return to them, if necessary.

Various designs can be entertained for implementing the uncertain knowledge management support. Table 1 provides clues as to which ones might affect adoptability. For instance, the Task View might be mutated in order to encode the uncertainty in the classification. It might be preferable, however, to create a more specialized version of the Task View. Since there are already several specializations of the Task View (the Compare and Search views are both specialized task steppers), it may be preferable to add an entirely and obviously new view (that is, by accret ing similar functionality) that allows clone candidates to be classified with varying degrees of uncertainty. Although we are nowhere near being able to decide what implementation is best, the vocabulary of cognitive support and adaptation taxonomy appears to be helpful in understanding design options and then reasoning about their potential adoptability implications.

5. Summary

In order to achieve the goals of adoption-centric SE research, one must have an idea of what factors affect adoptability and what changes can or should be made to existing environments in order to introduce innovations. The direction presented here is to examine the cognitive support present in target tool environments and look for appropriate support to preserve, leverage, or add. Although progress has at times seemed glacial, the cognitive aspects of adoption resistance appear critical, and my personal feeling is that there is no choice but to continue the difficult and long-term work necessary to understand and address the role of cognitive support in tools and how various adaptations to them affect adoption.
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ABSTRACT
The success of a software-development project depends on the technical competence of the development team, the quality of the tools it uses, and the project-management decisions it makes during the software lifecycle. New requirements, tight delivery schedules and developer turnaround present the team with challenges that need to be addressed with informed development-plan modifications. Project-management skills are especially difficult to teach. When working on a substantially complex project, students often become too involved with coding to recognize the need for proper tools usage and project management; and when they do, they frequently lack the necessary information to make a good decision, because, more often than not, they do not have a complete overview of their progress.

In this paper, we describe a lightweight environment for supporting, monitoring and analyzing activities related to software development. This environment integrates a set of tools, including CVS, newsgroups, code analysis and personal-process tools, and uses a browser-accessible Wiki-based user interface as a front end to all the underlying tools. We have just deployed this environment in the context of an undergraduate software-engineering course. We believe that the familiar lightweight user interface will encourage students to use the integrated tools and will improve their overall learning experience, especially in the project-management area. At the same time, it will enable the instructors to monitor the team-development progress and to provide relevant and constructive feedback.

1. MOTIVATION AND BACKGROUND
In addition to the technical competence of the development team, the success of a software-development project also depends on the quality of the tools the team uses, and the project-management decisions it makes during the software lifecycle. New requirements, tight delivery schedules and team-member changes present challenges that need to be addressed with informed development-plan modifications. Such project-management skills are especially difficult to teach. When working on a substantially complex project, students often become too involved with coding to recognize the need for proper tools usage and project management; and when they do, they frequently lack the necessary information to make a good decision, because, more often than not, they do not have a complete overview of their progress.

In our WikiDev project, we have been working on developing a lightweight environment integrating a set of basic functionalities for supporting developers, working in small teams, to monitor and reflect upon their process and the code they develop. The specific context is that of supporting student teams in undergraduate project-based software-engineering courses, and enabling instructors to monitor team collaboration, to evaluate work products and to provide salient and timely advice to the teams. Our vision behind WikiDev is to encourage and support reflection in student software-development teams. Our experience has been that a team with a competent project leader, with a solid understanding of the overall project objectives and tasks, is more likely to deal with unforeseen setbacks and complete the development on time. We believe that even teams without such a leader can be equally successful, assuming that the team members take a reflective stance towards their task plan and are always aware of their progress status. Given an accurate task schedule and information representative of the team’s actual progress, each individual team member can notice deviations and adjust.

The first important issue we had to address in designing WikiDev was what information to provide to the development team. Such information should be useful for evaluating project progress and supporting project-management decision making. Furthermore, it should be based on data provided by readily available and preferably routinely used tools. At the same time, it should be somehow “richer” than what would be available to the team if they simply used these underlying tools. In principle, the more primary data is available, the more information could potentially be inferred about the project. On the other hand, explicit data collection, when it is not directly useful to the software-development process can be perceived as a burden by the developers; this is especially true with students who do not...
necessarily appreciate the need for record keeping for project-management purposes.

We decided that WikiDev should capitalize on CVS, the Concurrent Versioning System, one of the most basic tools frequently used by software teams, even novice ones such as undergraduate computing-science students. As a code repository, CVS already contains multiple versions of the project code that can be analyzed quantitatively, to infer different software metrics, and qualitatively, to extract a model of its high-level design. CVS also maintains a historical log of the team members’ activities on the repository. As such, it can be mined to extract information about the collaboration behavior of the team members.

Another regularly used tool for communication within and across teams is the newsgroups. Focused newsgroups, with questions and answers related to a particular technology and/or problem, are a valuable resource for a community of developers and can also be mined to better understand the nature of the difficulties that these developers face.

Another equally important issue was whether or not to develop WikiDev as an extension of a specific IDE. On one hand, it has to be closely integrated to the core development activities, so that it is not perceived as “additional work”. It also has to be easy to learn and lightweight to adopt, otherwise it will not be usable in the context of a course term project. We decided against adopting a specific IDE. We have noticed that many students already use their preferred IDE and establishing a single common one would be a challenge. Furthermore, learning an IDE may involve a learning curve that cannot always be accommodated within a course term. Instead, WikiDev adopts Wiki as a lightweight front-end integrating a set of other tools. A Wiki does not support programming per se, and is independent of any programming language and design methodology. Instead, it is a simple web-based whiteboard tool, widely used by communities who wish to communicate information of common interest. Its underlying metaphor is “shareable HTML pages, immediately publishable on the web”. This is a quite simple idea and even students who are not already familiar with the concept can easily understand and use the Wiki. In the context of WikiDev, the Wiki simply provides a simple and uniform user interface for accessing the underlying tools and for displaying the collected data and the information inferred from these tools.

The rest of this paper is organized as follows. Section 2 gives a detailed description of the WikiDev architecture and elaborates on its individual components. Section 3 briefly describes the envisioned usage scenarios of WikiDev. Section 4 discusses several related efforts. Finally, section 5 summarizes our work and outlines our plans for the future.

2. ARCHITECTURE OF OUR ENVIRONMENT

Figure 1 diagrammatically depicts the WikiDev component architecture. The browser-accessible Wiki provides the standard user interface for the team developers. All other tools, CVS and the newsgroup among them, are embedded as plug-ins to the Wiki. The data produced by the integrated tools are stored in a...
shared database. A set of analysis tools, not directly usable by the teams, have access to the database to analyze the original data and produce additional information of interest that is subsequently delivered to the team through the Wiki.

In the rest of this section, we describe the individual tools integrated in WikiDev and the data they contribute to the WikiDev repository.

**Wiki:** Wiki is in Ward’s original description “the simplest online database that could possibly work” [2]. It is a whiteboard-like communication mechanism and provides “open editing”. Furthermore, the php-Wiki we adopted for WikiDev is extendible in that it supports the integration of other applications as plugins; control widgets integrated in the browser-accessible user interface can be programmed to invoke other applications. These two capabilities enable a flexible combination of structured interaction, with the plugged-in applications, and unstructured interaction, through the whiteboard.

In WikiDev, each development team has its own area for their project, where all types of related information can be posted, such as meetings agendas and minutes. At the same time various plugins enable the team to invoke functionalities of several other tools, described in the rest of this section, and to view their project-related information produced by the analysis of their project-related data.

**CVS:** The Concurrent Versioning System [4] (CVS) uses a hierarchical structure to record multiple versions of source code modules. It enables backtracking, i.e., reverting to earlier versions, when the development has introduced undesired features. It also detects conflicts, when multiple developers modify the same module, and supports the merging of changes when such collisions occur. WikiDev includes as a plugin a browser of the team’s CVS repository. Through the repository browser, developers can browse through their code and even use the Wiki search capabilities to search for specific identifiers.

In addition, WikiDev integrates, as a plugin, a browser of the team’s CVS repository. CVS keeps a detailed history of its usage, including who performed what operation, when, from where, on which file, from which directory. Based on this data, a lot of valuable information about the team’s collaboration can be inferred. For example, it can be inferred whether there are key team members modifying many files, or whether there is a specific file that has been modified by many developers. Statistics, such as the average time lapsing between file modifications, or the average time between a developer’s accesses of CVS, or the frequency of conflicts, can also be computed.

We have been encouraging, and even requiring, the use of CVS in our software-engineering courses. Unfortunately, our experience has been that many teams do not use the tool properly. Some use it only in a perfunctory manner to meet course requirements: they simply check their deliverable code in CVS. Yet others exchange code modules among themselves through email and have a single designated person check mature versions into the repository. We believe that, by analyzing their usage of CVS and regularly presenting this information to the team through the WikiDev, they will be more motivated to adopt proper CVS-usage practices.

**Newsgroups:** Our students use newsgroups extensively, mostly to ask development-related questions that the instructor team and their peers answer. Because of the high message traffic however, some questions get asked repeatedly.

In the context of WikiDev, we plan to integrate the course-related newsgroups so that postings get immediately added to the repository, from where they can be accessed through the Wiki fuzzy-search functionality.

**PSP forms:** According to our experience, the developers’ expectations of their progress deviates, quit often, substantially from their actual project status. Teams may lag behind the schedule from the early stages but only detect it after several weeks. WikiDev integrates a set of forms implementing a simplified PSP [7] instrument to help students obtain a more realistic understanding of their effectiveness.

A full implementation of the entire set of PSP forms is unrealistic in the context of an undergraduate software-engineering course. Instead, we chose to implement a simple defect-recording log associated with the CVS repository, so that students can attach “defect annotations” on code modules of the CVS repository. In addition, a set of developer-specific plugins can be used to keep track of time spent on the project and code-size estimates, and a set of project-specific plugins can track project-plan summaries and improvement proposals.

Based on this information, students could first notice deviations of the actual from the planned status and adjust their development.

**Analysis components**

The data contributed to the WikiDev repository by the above components, including code modules, CVS history, newsgroup postings, and PSP data, is the subject of further analysis by the WikiDev “analysis components”.

**Code and Code-evolution Metrics:** We have loosely integrated JMetric [6] in WikiDev to quantitatively assess the quality of the project modules. The reports generated by the tool, including the code metrics and their corresponding “advisable” value ranges, are stored in the WikiDev repository and can be viewed as specially structured Wiki pages. In this manner the team can easily notice “illegal” metrics values and may try to improve on the quality of the offending modules.
Figure 2: Some WikiDev screenshots.
Furthermore, WikiDev aims at analyzing the coding process itself, by qualifying the nature of change between two subsequent versions of a module in the CVS repository. Focusing on the “modification” operations in the CVS history, the code-evolution analysis plugin compares the original module with the modified one. There are several possible means of comparison and we are currently working on implementing several of them; the simplest is to use the Unix diff on the two versions, where more complex ones may involve the comparison of abstractions of the code such as the Abstract Syntax Trees (AST) [3], or the system dependence graphs (SDG) [1], or the XMI class diagrams. The comparison of different views may provide insights on whether the modified version is a refactored version of the original, or an extension of its functionality, or possibly a debugged version.

**Statistical analysis:** Finally, WikiDev will also integrate statistical analysis tools to mine interesting patterns in all the above data, such as association rules and sequential patterns [8]. Association rules can uncover information such as “which members usually work at the same time period” for example, where sequential pattern mining might discover that “file A modifications are always preceded by modifications to file B”.

This type of analysis may also be employed to correlated patterns in the code-development process and objective assessments of the team’s performance, such as grades. Such correlation would shed some light on what behaviors tend to result in successful performance and what not.

### 3. FUNCTIONALITIES OF THE WIKIDEV ENVIRONMENT

Figure 2 shows the various pages of the WikiDev corresponding to its various functionality plugins. Some WikiDev pages are accessible to the class as a whole and some are accessible to the developers of a particular team.

Team members access a root page for their team-specific WikiDev area (see page (a) in Figure 2). Off this central page are also indexed various unstructured pages that the team may have constructed to maintain information relevant to the project. Furthermore, the “UserTasks” plugin embedded in this page shows to the currently logged in developer his or her tasks.

When a student accesses CVS, this action is recorded by the CVS repository and a notification event is sent to WikiDev. The WikiDev parses the CVS-operation history information and records it its own repository. It also parses the CVS repository structure and generates a page corresponding to each code module in CVS (see page (b) in Figure 2). This page includes a listing of the code module, its revision history in CVS, its associated defect records, and other possible comments from the developers on the module. The defect record of each module is constructed through a special-purpose WikiDev plugin: when a developer faces a problem with a module, he can retrieve the module page in the WikiDev and, using the defect-annotation plugin, he can add a defect record to the module, specifying the nature of the problem, its urgency and who should address it. This defect annotation becomes part of the module WikiDev page. Later, the developer who fixes the defect will check the corrected module in CVS and will edit the defect record to reflect the fact that it has been corrected. Note that both the defect record and the annotations do not affect the module in CVS, only its corresponding WikiDev representation. Through these corresponding pages, developers can use the WikiDev search functions to browse through their code, and look for specific code identifiers or annotations. If they are interested in a particular file, its modification history and the nature of its evolution, developers can focus on the file-specific page.

A user-centric page provides each developer with an overview of their own development contributions (see page (c) in Figure 2). This page shows the history of tasks for a specific developer including any current tasks. Essentially this page is produced by the “UserTasks” plugin – which is also embedded in the Homepage - expanded to show the user’s entire history.

If a developer has a question or wants to exchange some ideas with his/her peers, he may post a message to the course newsgroups. Instructors, TAs and other students may respond.

### 4. RESULTS AND FUTURE WORK

In the context of our software-engineering courses, WikiDev is intended as a lightweight “portal” for integrating a set of basic tools that our student developers use and for providing value-added information based on analysis of the collected data. Our objective is to provide sufficient added value on top of the underlying tools so that students are motivated to use them appropriately and frequently, without actually imposing any additional learning curve on them, except from what is required to learn the underlying tools. In some sense, we plan to provide a flexible, extendible “poor man’s” IDE.

Of course there are several IDEs that may provide similar and other additional functionalities. To our knowledge none of the available IDEs offer the analysis capabilities we are currently building in WikiDev. We anticipate that the analysis enabled by WikiDev will support the students in their projects and, also, will provide valuable insight to the instructors about how the student teams work. Such insights will, in turn, guide the instructors’ feedback to the students and improve their learning experience.

Our initial experimentation with the WikiDev analysis tools has produced some interesting and promising results. The graphs shown in Figure 3 were produced by analyzing the CVS usage behavior of two teams\(^1\). The two graphs in the lower part of the Figure, (c) and (d), show the number of CVS operations.

---

\(^1\) These graphs were produced by examining the CVS history data of teams before the deployment of WikiDev.
performed by the members of teams A and B during project development. The operation-dense periods are both located in the second half period. However, groupB has a big operation gap from November 6 to November 18; they have hardly accessed CVS between these two dates. All members in groupA used CVS regularly and made almost equal contributions (assuming we can judge that by the number of modifications they did to the CVS repository), but groupB only committed files just before the due date. Moreover, student114 performed much fewer CVS operations than the other members of team B; on the other hand, all members of team A seem to have used the CVS with a similar frequency.

More detailed information can be obtained by examining the operation type diagrams, shown in graphs (a) and (b). These two graphs depict the numbers of the various types of CVS operations performed by the team members. The operation types are:

- A: file addition to CVS
- C: merge is necessary between two checked-in versions, but collisions were detected
- F: a module is released
- G: merge is necessary between two checked-in versions, and is successful
- M: file modification
- O: file checkout
- R: file removal
- W: working copy of a file is deleted during update

As evidenced by the number of actual file modifications, the workload of the groupA members is fairly similar and is above the average value for all the students and also higher than that of groupB. Besides, the collision frequency of groupB is higher than average. Based on these graphs we can draw a conclusion that the work habits of groupB are not as good as those of groupA.

WikiDev is deployed for the first time this term and we will soon have the first comprehensive set of data to report on its effectiveness. Furthermore, we are currently re-implementing WikiDev in the context of Eclipse [5], which seems to be widely adopted and is positioned to become the IDE of choice for java developers. We plan to comparative evaluate the two tools, in order to better understand the advantages and disadvantages of adopting an IDE.

5. ACKNOWLEDGMENTS
The authors wish to thank Curtis Schofield for his great development work on WikiDev, and the anonymous reviewers for their insightful feedback. This work was supported by NSERC through a CSER3 grant.

6. REFERENCES
Figure 3: Views on the collaboration process of two teams
Adopting GILD:
An Integrated Learning and Development Environment for Programming

Margaret-Anne Storey¹, Mary Sanseverino, Daniel German, Daniela Damian,
Adrian Damian, Jeff Michaud, Adam Murray, Rob Lintern, James Chisan
Department of Computer Science
University of Victoria

Marin Litoiu
Center for Advanced Studies,
Toronto, IBM

Derek Rayside
Program Analysis Group
Laboratory of Computer Science, MIT

Abstract

This position paper presents GILD – an integrated learning and development environment for programming. The objective of the GILD project is to provide facilities for teaching and learning Java that are tightly integrated with a fully featured, mature and widely adopted development environment. GILD is being designed as a plug-in for Eclipse and takes full advantage of the Eclipse Java development tools. It will also include collaborative support as well as more sophisticated methods for teaching and learning the first principles of a programming language. In this paper we identify the technical and pedagogical aspects that we think will contribute to its adoption by both teachers and students, while discussing the challenges and barriers that we may face.

1. Introduction

Teaching students how to program can be a challenging task. Unfortunately, there are few tools that provide pedagogical support for learning and teaching programming. Fully featured integrated development environments (IDEs) overwhelm novice programmers and do not have all of the features needed to support teaching. The programming pedagogical tools that do exist (such as BlueJ [15] and DrJava [14]) have not seen widespread acceptance. We suspect this is because they tend to offer a minimal or reduced feature set and thus are limited in how long they remain useful to the student programmers. They also lack features that are commonly available in collaborative desktop environments, such as simultaneous document browsing/editing, instant messaging, Web forums etc. Such features are often used in other disciplines to enhance learning.

Currently teachers usually make use of several tools when creating materials for a programming course. They may use an IDE to prepare program samples, a presentation tool to present materials in class, a drawing tool to create pictures, a Web-publishing tool to post course materials, and e-mail to communicate with their students. This leads to a scattering of course materials and related information that is difficult to update and share. Moreover, the current approach of using e-mail for providing programming help outside class time is very tedious and quickly breaks down – for example, students often ask questions about code that the instructor can’t see. There exist some tools, such as Blackboard (www.blackboard.com) and WebCT (www.webct.com), that provide a Web portal to the material of a course, but unfortunately these tools are not tailored to teaching and learning programming.

In our experiences, we have found that students will learn programming concepts more quickly if they read, write and test lots of example programs. Unfortunately, instructors rarely have enough resources to provide feedback on numerous programming exercises. Automatic marking techniques are commonly deployed but they are typically custom solutions that are difficult to reuse or extend. Good teaching practices also recommend providing in-class interactive exercises – but with traditional pen and paper media it is impossible to give feedback to every student solution in large classes.

We believe there is a need for an integrated learning and development environment that will expand in usefulness as the programmer’s ability and need for training increases. We have begun to develop such an environment to help novices through intermediate programmers learn Java. The GILD (Groupware-enabled Integrated Learning and Development) environment is being built on top of an existing and well-accepted IDE (integrated development environment) within Eclipse [3].

¹ Contact e-mail: mstorey@uvic.ca; Website for this project: http://gild.cs.uvic.ca
Eclipse is an open-source platform for the creation of highly integrated tools [16].

Our environment will make use of the powerful infrastructure and large number of plug-ins that are provided by Eclipse and the Eclipse community. We are also using other tools and borrowing concepts from Web-based learning tools and collaborative desktop technologies to enhance learning in both co-located and distributed settings. By building on top of a widely adopted and powerful integrated learning environment, while paying careful attention to pedagogical requirements, we believe the GILD environment could be widely adopted for teaching and learning programming.

The rest of the paper is organized as followed. In the next section we detail the adoption goals of our project, in particular emphasizing both technical aspects of the GILD environment as well as the pedagogical requirements that need to be met to ensure adoption. In Section 3, we discuss how we expect both students and instructors will adopt this tool and the expected benefits such a tool can provide. In Section 4 we discuss the adoption challenges that we face with both instructors and students, and from the educational institution’s perspective. Finally Section 5 concludes this brief paper and summarizes our current and future work.

2. Research Goals

There are many issues concerning the adoption of a learning environment for programming. There are two sets of users for this environment – teachers and students. We conjecture that for both groups to adopt the environment, it needs to be inexpensive, easy to install, easy to use, and fit in with their existing tools and legacy course information. But more importantly, the tool needs to provide some gains with respect to the pedagogical needs of both groups. In this section, we first discuss some of the technical aspects of GILD and then explore the pedagogical objectives for both teachers and students and how they can be supported by the technical solutions we suggested.

2.1 Technical aspects

2.1.1 Implement GILD as a plug-in for Eclipse

The Eclipse environment and its Java development tools are already seeing widespread adoption. This rapid adoption was anticipated due to Eclipse’s open source nature and its extensible architecture. Consequently we decided to build the GILD environment on top of the Eclipse Java Development Tools and Eclipse infrastructure. Moreover we will leverage third party plug-ins that can bring additional benefits to the users of the GILD environment. For example, there are plug-ins to support the automatic generation of UML diagrams (for example, the SlimeUML tool [1]). Generation of UML diagrams can help instructors explain code examples, or can be used by students during code explorations or to show their designs in course assignments. Other plug-ins of interest facilitate pair programming [2] and provide information on code quality [21].

The environment we build will also be available as an open source framework that is extensible (that is, we will create GILD specific extensible points).

2.1.2 Integrate features from existing tools

From our own experiences as teachers and those of our colleagues, we are acutely aware that instructors struggle with integrating and synchronizing information from many different tools. Tool switching and synchronization problems are common to instructors of most fields, and hence the recent rise in popularity of Web-based learning tools [18]. Web-based learning tools provide an integrated environment for preparing and managing course materials. Although such an environment may seem to offer trivial improvements over using a selection of tools, the biggest advantage they offer is that of organizing course materials for both the instructors and students. Note that a key criterion for an effective teacher is to be organized [20].

Moreover, students should be able to use one learning environment for both software development and course material access.

Unfortunately, Web-based learning tools do not help as much as one would initially hope when teaching or taking a programming course. They are not tightly integrated with the development environments that are the cornerstone tool for both instructors and students in a programming course. To address this problem, we propose that key features from a Web-based course management environment should be tightly integrated with a software development environment (as opposed to the alternative approach of creating some programming support and adding that to a Web-based learning tool).

We propose that the User Assistance plug-in for Eclipse be used for authoring, integrating, storing, organizing and presenting Web-based materials. Such materials should be tightly coupled with the programming examples in the Java development tool repository. We are also exploring how collaborative support (currently being added to Eclipse for other projects) can be leveraged in the GILD environment.

The integrated approach we advocate would reduce the need for both students and teachers to be constantly switching between tools when interacting with a course.
2.1.3 Provide a customizable environment for learning and teaching

One size definitely does not fit all when it comes to teaching and learning programming. All instructors and students will have very different needs when using such an environment. Instructors have very different styles of teaching, and may choose to use only a subset of the features offered. The features they use in their course will also depend on the level of the course being taught.

We have noticed that even students in a first year programming course tend to be at very different skill levels and consequently the more advanced students will choose not to use the simple tools that are often advocated at universities, as they are too limited. For example, at the University of Victoria, the TextPad tool [17] is recommended in first year, as it is very simple and easy to learn for novice programmers. However, such a tool is clearly very limited and will be rejected by the more savvy students.

The instructor and the students have to be able to configure the environment so that it is suitable for the varied levels of the students. Eclipse offers many advanced features, such as “code assist” and refactoring, which may be overwhelming for novice programmers but desirable for the more advanced student. Customization of the features in the Eclipse JDT can be achieved in part through the use of its UI features (natures, perspectives and views), thus meeting the diverse needs of instructors and students while supporting changing needs over time for both groups.

2.2 Pedagogical objectives

2.2.1 Novice programmers should read, write and test lots of code

It is generally accepted that novice programmers should have lots of experience reading, writing and testing programs in order to learn. Unfortunately current teaching tools tend to place the students (and indeed the instructors) outside the domain of the development environment and instead trap them in a Web browser or in a presentation tool.

The GILD environment should instead position students and teachers within the development environment providing easy access to relevant executable program examples and other course materials.

We are using the existing version control systems in Eclipse (such as CVS) for storing examples and exercises selected by the instructor. Students will be able to check code and assignments in and out using these facilities. We will also integrate facilities to allow automatic deployment, submission and marking of assignments.

Such facilities will enable students to do more programming (which is the best way to learn how to program).

Over time, a library of code examples, course notes and tutorials can be created by leveraging and extending the features of the version control repositories and the help system in Eclipse.

2.2.2 Present syntactically and semantically correct code to students

Many novice programmers struggle when learning the basics of a new programming language. Their knowledge is very fragile, and seemingly innocent mistakes in an instructor’s snippet of code, can cause students much grief. These mistakes are common when the program examples and code snippets are taken outside the development environment. By keeping such examples grounded within a development environment, the instructors can more easily correct syntactic mistakes as they occur in real time. Eclipse provides ‘eager parsing’ and ‘code assist’ features that can also be used to help the students learn from their own mistakes and may promote more exploration on the part of the students. We are also exploring these facilities to see if they lend themselves to customization. This would allow instructors to tailor messages to emphasize topics of relevance.

2.2.3 Assign Interactive Exercises in the classroom

Many universities have wired classrooms or laboratories where each student sits at an individual computer in a networked environment. In such an environment, a tool should provide support for the instructors and students to write, annotate and run code in real time—passing control from one to another as required. In addition, students should be able to submit answers that can be marked automatically and direct questions to the class for discussion as they arise.

We are also exploring how these objectives can be met through existing Eclipse plug-ins that support pair programming such as SanGam [2] and the collaborative support that is being added to Eclipse.

2.2.4 Provide support for Communication and Just-in-time Training

Web-based learning tools are in part also popular because of the collaborative support they provide. Communication mechanisms such as forums, instant messaging and e-mail are used frequently. Such facilities take student interaction beyond the classroom and enhance the learning experiences of the students. Students can learn from and help one another when such facilities
are available. Without these, many students express isolation in a university environment and have only the instructor to approach when they have problems with course material. Moreover, interactions with instructors can be limited to either office hours or to e-mails, which tend not to be very expressive.

We advocate that the students should be able to interact with the instructors and other students both in real-time and asynchronously by asking questions and receiving replies that are positioned within the context of their code. When the students and instructor are not colocated but are working synchronously, collaborative support features such as simultaneous code editing and instant messaging will move the interactions between the student and instructor out of the e-mail world and back into the development world where these interactions should take place (see www.groove.net for an example of such a general-purpose collaborative environment).

As the instructor receives questions about tricky parts of the assignment, he or she can insert links to related code examples and other hints that will provide “just-in-time” training for the more complex exercises. Furthermore, pair-programming techniques have been used successfully in many introductory programming courses [19]. Simultaneous code editing combined with instant messaging will enable students and the instructor to collaboratively author code and improve their learning experiences.

Eclipse already has some infrastructure that we believe will be useful for helping us provide this support--such as extensible markers and decorators.

### 3. GILD’s Adoption

There are many reasons that lead us to believe that GILD will be adopted. We list these reasons from four perspectives -- that of instructors, students, post-secondary institutions, and the Eclipse community -- while recognizing that these claims have yet to be validated.

#### 3.1 Instructor Perspective:

**Repository of course content.** Using GILD we hope to achieve a closer integration of course materials (notes, pictures, animations, etc) with executable program examples. Typically, course content that one finds on the Web, or borrows from colleagues, is incomplete or lacks documentation. In particular, standalone programs are not often explicitly tied to course material or learning objectives and it takes a professor contemplating reuse of the material much time to figure out if the material matches their needs. By integrating such programs more closely with course material (linked by learning objectives) we hope to lead to more reusable content and programs. The reuse of lecture materials is very attractive to individual instructors and department administrations.

**Fewer tools required when teaching.** Such an environment could alleviate the need for switching and synchronization of materials between tools and hence lead to more adoption.

#### 3.2 Student Perspective:

**Popularity of Eclipse.** Eclipse is already widely used in industry. Students will likely see the value of learning it, as they can apply their knowledge later when their education is finished.

**Free.** Students have very limited resources so cost will have a big impact on whether they adopt a tool or not. Gild will be free when used for academic purposes.

**Collaborative support.** Many students feel isolated from other students and indeed from the professor in a course. We conjecture that collaborative support would lead to more adoption of this approach.

**Interactive learning support.** Learning how to program is a very dynamic activity. As instructors of these courses, we have noted that the students that write lots of code and actively engage with the material do much better than students who take a more passive approach. Unfortunately, our current tools support the passive approach rather than a dynamic environment for code exploration and experiences. We believe students will embrace the opportunities to do more programming if they are presented to them in an easy to access manner.

#### 3.3 Post-Secondary Institution Perspective:

**Platform independence.** GILD will run on any platform in which Eclipse runs. This includes Microsoft® Windows®, Mac OS, and various flavours of UNIX®. Moreover, GILD will co-exist with other applications on these machines, as students, faculty and staff use them for many purposes.

**Free.** GILD, and all subsequent updates, will be free to post-secondary institutions. These institutions are under constant budget constraints, so even a small fee could be a break point. As well, licensing issues can be easily dealt with. Students will also be able to use GILD free of charge on their own machines.

**Easy to deploy and maintain.** Typically, post-secondary institutions have limited system personnel and teaching assistance resources. At University of Victoria, we currently use TextPad because it is easy to deploy and maintain. It is also easy to train teaching assistants and computer consultants on. However, TextPad is limited in that it is neither a learning nor a teaching environment.
Our goal is to make GILD a tool that is easy to deploy and maintain, easy to learn and use, and actively supports various learning and teaching strategies.

3.4 Eclipse Community Perspective:

- **Community oriented.** We will build on top of other research and expect other research groups may wish to build on top of our work. We also expect several communities to flourish around GILD’s repository. Instructors and students will be able to share their content and their experiences using GILD.

- **Open source.** By making GILD open source we expect two main outcomes. First, it will be free for anybody to use. Second, other projects can reuse GILD or part of it in order to provide functionality or products beyond the original goals of the project.

- **Extensible.** Our objective is to create an architecture that permits the customization of GILD to specific environments, for example, teaching C/C++.

4. Adoption Challenges

As in many areas of technologically influenced change, the adoption challenges for GILD are classic. They include the following: infrastructural capability, staffing and training issues, and, perhaps most importantly, attitudinal differences in the potential adopter community.

**Infrastructural capability:** in the post-secondary education community, a committee often determines changes in technological infrastructure for teaching. Good teaching/learning rationales have to be provided to these committees before any technology that “pushes the infrastructure envelope” is adopted. Typically, those responsible for day-to-day teaching infrastructure are the first to recognize the benefits of such upgrades, and are often looking for “good causes” to support their requests. Of course, any infrastructural change must be manageable for the target institutions. Moreover, most post-secondary institutions have commitments, both formal and informal, to supporting widely varying technologies within the same infrastructure. Technologies that need to “take over” existing infrastructure are often not successful in this milieu. GILD should balance as small an infrastructural change footprint as possible while providing exceptional teaching and learning possibilities.

**Staffing/training issues:** The typical post-secondary computer help desk is a hive of activity – especially when assignments are due. Staff are usually run off their feet. Therefore, to be readily adopted, new technology must be robust enough to run without much intervention by skilled staff. However, in GILD’s case, we do want users to ask questions, but about content, not operation. Therefore, front-line staff have to be trained to use GILD and be kept up-to-date on the types of questions to expect from users. Moreover, GILD will need to be easy to install and run on users’ home machines. We could anticipate that some demands may be reduced on teaching assistance staff, as it will be easier for students to help one another 24/7. As instructors, we have noted a big decrease in student questions when we provide facilities to support their interactions outside the classroom.

**Attitudinal differences:** In most post-secondary institutions, the resources used to teach a given course are very much influenced by the preferences of the individual instructor. Any new learning and teaching technology would have to easily interface with the majority of the resources already used by the instructor. Failure to do so would be a major barrier to adoption. Certainly many instructors want to improve their teaching methods, but almost every instructor has already spent a great deal of time preparing and testing material. The GILD system must be able to integrate this legacy material and provide instructors with new ways of using and building on it.

**Other challenges:** We have yet to discover what other challenges and barriers to adoption there remain with respect to the Gild tool. We look forward to feedback at the Adoption Centric Software Engineering workshop on people’s opinions and insights about our proposed work. For a tool to be adopted, it must fill a need and provide advantages that outweigh the disadvantages from adopting such a tool. Do the needs we identified resonate with others in software engineering? Does it seem likely that we can overcome the challenges and reduce the potential adoption barriers we identified? And are there other significant challenges that we may face that we have not yet considered?

5. Conclusions

GILD is an integrated learning and development environment for programming. Our goals for this environment are to improve the experiences of students’ learning and professors’ teaching Java programming. Besides the more general adoption challenges, GILD faces challenges of providing gains with respect to the pedagogical needs of both students and teachers. In this paper we described a project in which we intend to overcome these adoption challenges by making use of the powerful infrastructure and large number of plug-ins available in Eclipse, as well as by thoroughly researching the pedagogical needs that such an environment provides.

Our project is in its early stages, where our challenges include the rigorous definition of the technological as well as pedagogical needs of the intended GILD users. We are embarked on a big effort to collect requirements about how an integrated learning and development environment can be used for teaching programming. We will consider scenarios of how such a tool could be used...
and document these. We are currently striving to provide technical solutions to the identified needs, as well as creating a research environment in which the adoption barriers are well-understood and addressed through proven research methods. The user requirements will be defined through iterative prototyping with intended categories of students and teachers, while the environment will be user tested following its development. We also intend to address adoption by organizing workshops and training with GILD and observe its use in classrooms for continued improvement and removal of adoption barriers.

Developed through well-identified research methods, we expect the GILD project to provide a powerful tool to convey our research practices to other disciplines and to advance research in our community. It will foster continued collaborations within the Eclipse community as well as among researchers in the area of adoption-centric software engineering.

References


Trademarks

IBM is a registered trademark of International Business Machines Corporation in the United States, other countries, or both.
Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both.
Microsoft and Windows are registered trademarks of Microsoft Corporation in the United States, other countries, or both.
UNIX is a registered trademark of The Open Group in the United States and other countries. Other company, product, or service names may be trademarks or service marks of others.
An Authoring Framework for Live Documents: Collaborative Writing with Infinite Persistent Annotated Change Tracking (ImPACT)

Adam Murray
University of Ottawa
amurray@site.uottawa.ca

Jeff Michaud
University of Victoria
jmichaud@uvic.ca

Timothy C. Lethbridge
University of Ottawa
tcl@site.uottawa.ca

Abstract
Live Documents make information manipulation and retrieval interactive and collaborative for readers. However, there is little support for authoring of such documents. In this paper, we lay the groundwork for an authoring framework, and provide a feature set derived from social aspects of conversation. Collaborative Writing with Infinite Persistent Annotated Change Tracking (ImPACT) allows and support many features for authoring of live documents including but not limited to transparent version control management, concurrent authoring, and advanced visualizations. These features should be adoptable since they can be built into programs such as word processors that users are familiar with.

1. Introduction
Why are conversations great? They are dynamic and fluid; participants’ ideas grow, evolve, and flow from one topic to another. Documents, on the other hand, are not like that. We believe incorporating the interactivity and creativity that occurs in conversations into live documents lays the groundwork for an authoring framework. We suggest that a feature set that includes collaborative writing support and infinite persistent annotated change tracking are the best way to achieve this.

In this paper, we propose the foundation for an authoring framework for live documents, as deemed necessary in [8]. Since live documents are aimed to achieve a high level of awareness and interactivity, it seems natural to choose a highly interactive medium that is infused with awareness to provide guidance for our framework. We also believe that incorporating aspects of conversation will help promote the use of live documents.

We take the opportunity to reflect on the origins of documents and conversations in the social context of the real world, and to bring this knowledge into the digital context of live documents. In particular, we note that a document’s persistence is fundamental to its ability to acutely convey information. We also note that conversations have differing strengths rooted in their dynamic and interactive natures. Wanting the dynamic nature of conversations with the persistence quality of documents leads us to establishing the features we believe necessary for an authoring framework for live documents: enhanced collaborative authoring support and Infinite Persistent Annotated Change Tracking (ImPACT).

The remainder of this paper is structured as follows. In Section 2, we provide the theoretical groundwork for our authoring framework by exploring and contrasting elements of documents, live documents, social translucence and conversations. In Section 3, we introduce the essential feature set and requirements for both collaborative writing and ImPACT while noting the effects to the current live documents theory. And finally, Section 4 provides our conclusions and future work.

2. Theoretical Groundwork: From Documents to Conversations

2.1. Documents
Documents have a history almost as long as the history of the human race. In this time they have taken many forms, most recently in a digital manner. Documents are an instrument for human communication. They are typically used as a platform for mutual understanding or consensus of meaning. A document is created for specific purposes, audiences, and uses.

A document comprises three essential types of information: data (the essence of the document, the content and the meaning), format (appearance), and structure (the parts of the document and the relationships between them). Structure and format contribute to absorbing the essence of a document.

Documents are typically persistent, enabling them to be easily shared, searched, copied, reused, etc. The notion of persistence is central to our authoring framework. We argue that a document’s evolution history must be persistent in order to support multiple parties collaborating in authoring a document.

2.2. Live Documents
A live document aims to improve on conventional document’s ability to convey information to its readers. Mockus, Hibino, and Graves describe live documents as interactive documents with embedded, contextual information visualization components [5]. Their approach involves extending web pages using simple visualization components in order to facilitate collaboration among project members.

Weber et al. [8] greatly expand on the work described above. The main idea of keeping documentation “in sync” is discussed, and reinforced with a set of requirements for live documents. In particular, they introduce the notion of a live document sensing its context, and adapting its contents to the recognized environment. The following are Weber et al.’s requirements; a live document must:

R1: Have a state
R2: Manage state automatically
R3: Support reuse
R4: Adapt intelligently to the presentation
R5: Adapt intelligently to the reader
R6: Support advanced visualization
R7: Support contextual search and navigation
R8: Support scripting

These requirements focus upon elements to enrich the reader’s experience. A noted gap in the live document research is the need for an authoring framework [8], which we aim to initiate with this work. Weber et al. suggest that the framework should allow users to use traditional authoring tools while at the same time allow meaningful interactions with live documents.

2.3. Social Translucence

An authoring framework for live documents is not complete without supporting multiple authors; as such, we believe leveraging technology to incorporate social aspects of conversation that can improve how authors interact essential. Enabling multiple authors to participate in the process of writing a document is a topic within the research area of computer supported collaborative work. Theories and tools in this domain have been developed to enable co-located and remotely located users to effectively collaborate [1][2][6]. Visualization techniques are used to make each participant aware of each other’s presence and each other’s actions. Conflict management protocols and access control are put into place to handle problems and to facilitate cooperation.

To ensure that a collaborative environment enables interactions possible in face-to-face social situations, the following attributes must be achieved with the visualizations, protocols:

- Awareness of other participants
- Awareness of the constraints of the chosen protocols and controls.
- Accountability of participants for their actions.

The combination of the enhanced awareness and the accountability requirement has been described and labeled “social translucence” by Erickson and Kellogg in [3]. To adapt their work to our goal of making collaborative document writing socially transparent, a tailored approach to awareness is appropriate.

We believe that awareness should be addressed in three different areas: awareness of presence, awareness of actions, and awareness of mood/attitude.

- **Presence**: Whether the mode of collaboration is asynchronous or synchronous, participants should be made aware of when and where in the document the other participants are (or have been) interacting.
- **Actions**: Document editing events and others (such as which references were consulted) can be made accessible and visualized as needed.
- **Mood/Attitude**: A format is needed to convey the feedback normally found in facial and body gestures. A symbolic representation is likely best. We propose the use of something similar to “emoticons” [7] so that authors can quickly and efficiently convey their moods and attitudes towards segments of the document. We suggest a colouring mechanism, similar to applying a font, with meanings such as:
  - I {mildly / strongly} {agree / disagree} with this
  - I think this is {well / poorly} expressed
  - This is a {key / critical / unimportant} point

When we use the term ‘colouring’, however, we do not necessarily mean that actual colours should be used to indicate mood and attitude; other user interface coding schemes could also be used.

2.4. Conversations

Social translucence suggests incorporating social aspects of the real world, such as elements of conversations, into a digital context, such as our authoring framework. Thus, in this section we continue our theoretical groundwork with an examination of interesting aspects of conversation. Conversations have many relevant parallels with documents.

First, the primary (and essential) purpose of a conversation is similar to that of a document: “It is through conversation that we create, develop, validate, and share knowledge.” [3, p. 67]. Many of our first skills as children are taught with the aid of conversation, including the skills of reading and writing.

Second, conversations, like documents, can be highly structured. The structure of a conversation varies according to the number of participants, the pattern of participation (such as the degree of synchrony), the duration of the discussions and the number of discussions or topics covered [3].

Conversations, however, have some differences from documents that can make them a superior format for exchanging knowledge. Firstly, all aspects of conversation are directly affected by social factors placed upon the participants. For instance, some people are inclined to be polite and not dominate a long conversation and allow other participants to speak.

The second advantage conversation has over documents is that their process is dynamic. As a conversation proceeds, the participants are continuously interpreting the dialog, verifying that they have been understood, and offering new contributions where they feel it is appropriate [8].

Another benefit conversation has is that it produces continuous feedback on what has been shared between the participants. Often this takes the form of verbal responses. However, in situations where the participants are collocated facial expressions and body language are also forms (voluntary or involuntary) of feedback. Our idea of extended emoticons, discussed in the last section, can help to provide this feedback.

It is important to note, however, that document persistence, as discussed in Section 2.1, is an advantage over conversations. Conversations usually only remain in
the memories of the participants and typically the process of retelling factual information learned in conversation is prone to mistakes and errors.

2.5. Conversational Live Documents

For our authoring framework to allow live documents to adapt intelligently to the writer, it must integrate the strengths of documents and conversations, as discussed in the previous sub-sections. Doing so will allow live documents to inherit some of the benefits obtained when knowledge is exchanged through conversation. At the time of authoring, operations such as brainstorming, composition, and editing can all benefit from conversation.

Live documents can also realize a set of benefits by applying the concept of persistence to conversation. This will take the form of a history of the document that will detail how it has evolved from its inception to its current state. Being able to discover how an idea (or paragraph, or title, or diagram) evolved has the potential to provide a richer understanding of the live document.

The question that now becomes apparent is how can live documents inherit the advantages of conversation while still realizing the benefits of persistence? We believe the former can be achieved by making the process of editing live documents socially translucent and the latter by ensuring a system of universal access and infinite persistent annotated change tracking. We discuss these essential features for our framework in the next section.

3. Collaborative Writing with Infinite Persistent Annotated Change Tracking (ImPACT)

In our framework a live document must adapt intelligently to, and facilitate collaboration among, its authors. The live document maintains and uses knowledge about the authors and their interactions both with each other and with the document. Similar conversational interactions of this type are present in a Wiki [9]; however, our work contributes further as we envision truly concurrent collaboration and advanced visualization, among other features, nested in middleware, such as Microsoft Word.

In this section, we expand on the theoretical groundwork described in Section 2 and state the essential features of collaborative writing and ImPACT for our authoring framework. Some of the features we feel ImPACT allows or support include: Transparent Version Control Management, State-based Document Traversal, Document Variants (Branching), Powerful Search Capabilities, Undo Across Sessions, Concurrent Authoring, and Advanced Visualization. Use of our framework for authoring live documents has the potential to enrich how live documents fulfill the existing requirements outlined by Weber et al. in [8]; hence, where pertinent, we note how features relate to the requirements we summarized in section 2.2.

3.1 ImPACT

In many simple document-editing environments, saving or closing a document removes all history of changes. Modern word processors, such as Microsoft Word, however, allow the time-stamped tracking of both changes and annotations (comments) contributed by multiple authors. However, if one author wants to ‘accept’ or approve the changes of another, he or she can only do so by removing the record of those changes. Keeping a complete history even after changes are accepted allows much more flexibility for everyone interacting with the evolving document; little research has been performed on this concept, which we call Infinite Persistent Annotated Change Tracking (ImPACT). This notion opens up the possibility for much additional functionality, which we discuss in the following sub-sections.

3.2 Transparent Version Control Management

Enabling collaborative writing by utilizing a version control management system is a topic that has been previously explored. In [1], Byon et al. have established that a version control system, which records changes in documents at a fine granularity, is the most beneficial. We believe supporting the finest level of granularity is important, though hierarchical decomposition of granular levels is also useful for a reader. For example, a user can review changes by character, by sentence, by section, and so on. The version control management system must not burden the users; hence, we propose a transparent version control system. We imagine authors working on personal documents with their collective modifications being stored at a master source. We explore the notion of branching further in the next section.

3.3 State-based Document Traversal

Each time a document is changed, we say it enters a new state. State-based document traversal would allow two capabilities: 1) Switching an artifact to a different state, which may be a previous one, or one reached by a different path of state transitions (e.g. omitting a particular set of earlier changes). 2) Interacting with the history of events (state transitions), including annotations (e.g. comments) applied to particular events, document elements or to the events or states themselves. Furthermore, replaying some path through the document’s state space, e.g. to better understand the reasons certain changes were made is another interesting feature to be examined.

3.4 Document Variants (Branching)

In addition to working with copies of a master document, authors could have the option of working with their own document variants distinct from the master (or mainline) branch. A variant represents a distinct set of
states, and a distinct path through those states; the set of variants, plus the mainline, form a tree or lattice. Variants allow for multiple writing strategies such as incorporating versions of a document with rationales, or multiple ways of expressing different concepts. Authors can edit any of the branches and merge sub-trees from each (i.e. turning the tree of editing states into a lattice).

3.5 Powerful Search Capabilities

The environment we envision would permit sophisticated searches through the document content as well as through all the meta-information such as knowledge of authors and their actions, annotations, state space, version branching, etc. Semi-automatic cross-referencing document elements and events to other relevant artifacts (such as emails or meeting notes) is another useful idea (an idea explored in [4]). This feature extends the notion of R7 (contextual search and navigation).

3.6 Undo Across Sessions

Undo simply involves rewinding in a stack-popping fashion from a current state, back through a path to an earlier state. The notion of persistent change tracking is much more powerful since instead of merely providing a stack, it provides random access to changes. However, stack-based functions are still extremely useful as a special case.

3.7 Concurrent Authoring

Other authors/readers should be able to see the evolution of the changes in real time, but may choose not to (although constant awareness of who is making changes should be provided). Chat facilities could be used to help coordinate efforts and quickly discuss issues between authors. These conversations can also be recorded and incorporated into the document’s history.

3.8 Advanced Visualization

Tools could display a visualization based upon historical attributes such as which sections of the document are new, old, and/or changed most often. Also, patterns of interaction within the document can be displayed, and automatically analysed; these patterns are akin to conversational patterns.

Document readers could display an overview of the state space (as an FSM, perhaps simplified), or the conversation sequence (perhaps showing annotations only with a highly abstract view of the rest of the document). In either case, readers or authors could access parts and/or states of the document by clicking on elements. Also, in such overviews, the recentness of changes should be visible, in addition to the sections currently being worked on. Advanced visualizations directly correspond to R6 from section 2.2.

4. Conclusions

Live documents present an innovative way for presenting information, and supporting collaborative work for knowledge workers. We contribute to previous research with an authoring framework for live documents supporting features such as collaborative writing and Infinite Persistent Annotated Change Tracking. We believe this area of research is highly pertinent, and requires detailed study. We also believe that live documents with the features we have described should be readily adopted by users since we propose merely enhancing and merging widely used technologies found in today’s word processors, chat programs, etc.
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Abstract

Eclipse is a popular open-source software development workbench, and is suitable for the integration of experimental research tools. It includes a state-of-the-art plug-in technology, and so it can be considered as a platform for reusable components, or composition environment. We evaluate the Eclipse platform from this point of view, and discuss strengths and weaknesses of its plug-in technology.

1. Introduction

The Eclipse Platform [1,5] is an open-source workbench for the integration of software development tools. Because of its extensibility and its industrial-quality user interface, Eclipse has been used as a framework for software engineering research projects [4,7]. Its advanced plug-in technology allows the concurrent deployment of a large number of independently developed components; this makes Eclipse a composition environment for development tools. In previous work, we have surveyed composition environments, including software architecture environments and visual programming environments [6]. In this work, we will evaluate how Eclipse compares when it is considered as a composition environment, and we will give recommendations as to how the platform could be improved in this respect.

Eclipse consists out of a core platform, and numerous plug-ins. The standard configuration of the Eclipse workbench is, indeed, mostly realized as collection of plug-ins. Each plug-in has a file system directory of its own, in which its code and a manifest file are located. The manifest is an XML file that provides information about the plug-in. When the Eclipse platform is started up, all the plug-in manifests are read, and the associated plug-ins are hooked up with the system. For example, a plug-in might define an additional toolbar button, and after the manifest has been read, this toolbar button will be created. However, the code of the plug-in is not loaded and executed until the button is actually pressed. The Eclipse Equinox project [3] is concerned with exploring new plug-in technologies for Eclipse; however, it is still in the early planning stages.

Web directories list over 200 existing Eclipse plug-ins in varying stages of completion [2]; many of these are experimental in nature. While most plug-ins are integrated with other plug-ins only through the common user interface provided by the platform and through the underlying file system, tighter integration among plug-ins is possible. The integration technologies provided by Eclipse are in no way restricted to user interface integration.

2. Strengths of Eclipse

Multi-level architectures. Most plug-in systems only provide for one level of plug-ins: components can be plugged into the framework, but there is no generic way to allow plug-ins to be extended by plug-ins of their own. In Eclipse, though, much of the environment itself is realized in the form of plug-ins to the Eclipse core platform; and many other plug-ins are secondary to those primary plug-ins. Any plug-in can define extension points that other plug-ins can connect to. As a consequences, tool architectures can have many levels.

Explicit ports. Each plug-in can define any number of extension points, to which other plug-ins can connect themselves. Extension points are specified in the manifest file of a plug-in. They function as specifications of optional requirements of a component, or requirement ports. The client (i.e., the component defining the extension point) declares that it can support any extension that adheres to a given interface. By making extension points explicit, it is easy to see where and how components may be plugged into a system.

Self-description. Eclipse manifest files provide description of plug-ins. The information given is partly redundant to the information in the code, and partly extends it. Redundant information is given for performance optimization; it allows the platform to be aware of the essential
properties of a plug-in before it has loaded its Java classes. Non-redundant information includes the definition of extension points as requirement ports, version numbers, and user interface information.

Containers to encapsulate components. Eclipse puts effort into effectively encapsulating plug-ins from each other. A plug-in can access another plug-in only if it is declared as “required” in its manifest. To make this possible, each Eclipse plug-in has a Java class loader of its own; this class loader can verify whether an attempted access to another class is legal according to the manifest. The class loaders thus realize a container concept – each component runs in a container of its own that regulates communication with other components. In this way, Eclipse manages to avoid unintended or undocumented dependencies between plug-ins.

3. Weaknesses of Eclipse

Strict requirements are not possible. All Eclipse plug-ins are optional: they can extend the functionality of existing components, but are never required. It may be desirable, however, to strictly require the presence of certain components. For example, a word processing component may require a language library that includes functions such as hyphenation and spell-checking, which depend on the natural language employed. A word processor without such a component does not make much sense; on the other hand, it should be possible to replace this component independently from the rest of the word processor. In this case, the plug-in does not constitute an optional extension of the system, but a required component that has multiple, alternative implementations. Eclipse does not support such required components.

No explicit connectors. The Eclipse plug-in architecture is based on the assumption that each plug-in extends specific extension points in specific components. It is not possible to have alternative implementations of the same functionality, since every component that provides a certain functionality (i.e., connecting to a given extension point) will be hooked up to the system. Architectural connectors can be used to mediate between components. With explicit connectors, it would be possible to have two plug-ins provide alternative functionalities, and use only one of them. As an example, a word processor might have two alternative text layout components: one that is fast and imprecise, and one that is slow and precise. It makes no sense to use both layout components at the same time; instead, one should be chosen over the other. A connector between the word processor component and one of the two possible layout components would encapsulate the selection.

Other benefits of connectors are known from the literature. For example, connectors can be used to adapt components that are not exactly compatible to each other. An adaptation is a property of the relationship between two components, and not a property of either one, and thus it should not be encoded in either of the components, but in a connector.

Whether strict requirements and connectors should in fact be added to the Eclipse platform is a question of the priorities of its users. On the negative side, both of these features would add some conceptual overhead. However, we believe that they could be added to the existing platform in a comparatively non-intrusive manner, and without breaking the backwards-compatibility of existing plug-ins. These features would greatly add to the architectural expressiveness of the platform, and would enable it to be used with more diverse configurations of components.

4. Conclusions

The Eclipse Platform is a state-of-the-art plug-in system for the domain of software development tools. It goes beyond most plug-in frameworks in incorporating component-based technologies such as ports, run-time containers, and self-description. This makes it a perfect candidate for integration of experimental tools, such as those typically developed at research institutions.

Additional advantages of Eclipse as a platform for research prototypes are its extensible user interface and the fact that its source code is open. User interface design is often not a focus in the development of experimental tools; thus, such tools can benefit greatly from the easily extensible, industrial-quality graphical user interface of Eclipse. Open source code has many advantages to researchers; among the most important ones are modifiability of the product, increased trust in its correctness, and the assurance that the product will not suddenly disappear from the marketplace.

We have pointed out the strengths and weaknesses of Eclipse as a composition environment. While we believe that its strengths make Eclipse a beneficial addition to most software engineering research projects, extending the Eclipse platform in the ways suggested may make it even more powerful.
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Abstract

In this position paper we investigate the challenges that arise when selecting multiple COTS. We analyse the matching between customers requirements and COTS packages and propose an approach to identify possible mismatches. In particular, a range of conflicts can arise from these mismatches. Therefore, effective conflict management strategies are needed to support the selection of COTS packages. Finally, we present a research agenda to address problems of multiple COTS selection.

1. Introduction

Integrating COTS (Commercial-Off-The-Shelf) packages instead of developing systems from scratch is a promising approach to improve the state of the practice in software engineering [4]. When buying COTS products, customers can take the advantage of acquiring products that have been tested many times by other users with consequent improvement in software quality [16]. Moreover, the system productivity can be increased, as these packages are currently available in the marketplace. According to [6], the selection of one package usually depends on other packages to be selected in order to support a complete functionality. We argue that integrating multiple COTS involves many challenges and risks. In particular, a number of dependencies and conflicts can occur among the packages as well as among the package capabilities and the customer requirements. It is also very likely that selected packages have to interoperate with bespoke systems, which involves extra constraints over the selection process.

In previous works [2][1] we have developed a goal driven approach to manage conflicts that can occur between a single package and users requirements. We have showed that COTS selection demands some form of inexact matching between features and requirements, for example: there may be requirements not satisfied by any available package, requirements satisfied by some joint packages, requirements partially satisfied, features not initially requested but that can be helpful, irrelevant features or even unwanted features. Moreover, there may be cases where critical requirements cannot be entirely satisfied without considerable product adaptation and others where these requirements must be compromised to accept products limitations. In this context, it is necessary to engage in an extensive process of requirements negotiation [14] in which the requirements of the organization are balanced against the capabilities of the package.

In this paper we investigate the problems that may arise when selecting multiple COTS packages. In these situations, we have to cope with the situation where several products from different vendors are being evaluated to satisfy distinct and specific functionalities. In addition, we have to ensure interoperability and compatibility between them. Our main hypothesis is that in order to successfully develop COTS-based systems, conflicts have to be properly managed. We envisage an approach where developers can identify conflicts, analyse it, explore potential resolutions and examine the associated risks of proposed resolutions.

The remainder of this paper is structured as follows. In section 2, we describe a mail server selection example based on [5] to motivate the discussions presented herein. Section 3 describes some relevant aspects of COTS evaluation. In Section 4, we describe our proposal to support the matching process. Section 5 describes the conflict management. Finally, Section 6 discusses some open issues.

2. A Case Study

Organizations need messaging solutions that enable their employees to maximize collaboration and communication efficiency. There are a number of packages available in the market that support an integrated messaging environment with functionalities such as:

- Messaging-based applications, such as workflow and information tracking;
- Real-time collaboration so that virtual teams can meet and work together across geographic and organizational boundaries;
- Different options of mail clients from a single server giving users more flexibility.

Note that, in order to keep competitive advantages, large vendors usually provide mail packages with quite similar functionalities. Therefore, selecting the “best” mail package requires a careful assessment of features that help differentiating candidate products.

In the following sections, we explore the evaluation of mail server packages and how they satisfy a set of requirements. We have chosen the two leading packages, Microsoft Exchange 2000 [12] and Lotus Notes/Domino 5 [11] to evaluate. In particular, the former is primarily a messaging system that includes improved application development capability, while the latter is mainly an application development environment that includes robust messaging capability. Therefore, if the main organization goal is to develop custom collaboration applications, Notes/Domino might be favored. Note, however, that as side effect the use of that package is more pervasive in the organization than Exchange.

3. Evaluating Packages

The first task of any software development is specifying users requirements. However, there are some fundamental differences between the traditional requirements engineering process and the COTS-based one. When defining requirements for COTS-based systems, the requirements specification does not need to be complete. Instead, initial incomplete requirements can be progressively refined and detailed as soon as products are identified. High-level needs are identified using typical elicitation techniques, such as interviews and use cases. In our goal-driven approach, these needs are called goals that represent requirements in a higher level of abstraction (Lamsweerde [10] gives a complete discussion about goal-driven requirements engineering). From these goals, possible COTS candidates can be identified in the marketplace. In our case study, we consider the following goals that the mail server package should satisfy:

M1. Ensure and communicate message delivery.
M2. Ensure fast message delivery.
M3. Support development of collaborative applications.
M4. Support protection against external attacks.
M5. Provide installation and administrative facilities.

The evaluation of each package is performed based on well how they satisfy the stated goals. Note that goals have degrees of satisfaction instead of a one-to-one basis (i.e. satisfied or not). Consider, for example, that one mail server partially supports the goal M1 “ensure and communicate message delivery”, allowing users to configure number of delivery retries, but not providing message delivery notification which is also a desirable attribute to fully achieve the stated goal. Therefore, it is necessary to perform a complex matching between goals and COTS packages.

4. Matching Process

In our approach, the matching between goals and COTS consists of a compliance-checking mechanism, as we have to evaluate whether goals are sufficiently achieved in terms of features. We have proposed a set of matching patterns to classify the matching in a more formal way (see [1] for a full discussion).

- **Fulfill** – The matching is complete as the feature fully satisfies the requested goal.
- **Differ** – This situation is the most complex and probably the most common case. There is a partial mapping between goals and features. However, the feature does not fully satisfy the goal.
- **Fail** – This situation occurs when packages provide extra features not requested by customers.
- **Extend** – In this case the evaluated products cannot satisfy a specific goal.
- **Unknown** – Available information is insufficient to classify the matching.

Note that the matching proposed here does not necessarily correspond to the veracity of products capabilities and limitations. We have invented a matching scenario to explain some important aspects of how conflicts can arise from mismatches. Table 1 shows a hypothetic matching between mail server packages and goals. In particular, mismatches can arise from situations with patterns differ, fail and extend. However, mismatching situations do not necessarily originate a real conflict as some potentially conflicting situations can be accepted without major consequences. The challenging task is then to separate simple conflicts from major ones that can compromise the success of the final system.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Matching between goals and features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exchange 2000</td>
</tr>
<tr>
<td>M1</td>
<td>Fulfill</td>
</tr>
<tr>
<td>M2</td>
<td>Differ</td>
</tr>
<tr>
<td>M3</td>
<td>Differ</td>
</tr>
<tr>
<td>M4</td>
<td>Fail</td>
</tr>
<tr>
<td>M5</td>
<td>Differ</td>
</tr>
</tbody>
</table>

In order to properly deal with mismatches, we propose a desirability attribute to be attached to each goal, representing the importance of a particular goal to be satisfied. Therefore, evaluators can make well-justified decisions based on the desirability of goals. We
propose a five level desirability: <5-very high, 4-high, 3-medium, 2-low, 1-very low>. Suppose, for example, that goal M4 has desirability 5. During the evaluation process, we identified that M4 is refined into anti-virus and anti-spam facilities. However, according to Table 1 both messaging packages fail supporting that requirement. This is a typical case where a potential conflict can arise. Another mismatch that can lead to conflicts occur due to the fact that Lotus/Domino, which is so far the preferred package, fail in supporting M5. As Exchange does not fully satisfy M5, evaluators should explore alternatives to overcome that limitation. In the next Section we analyse these potential conflicts and investigate how possible resolutions can be originated.

5. Conflict Management

The conflict management involves the following processes: understanding the nature of conflicts; analysing the causes of conflicts and other involved factors; and finally, exploring potential resolutions that might be a compromise among these concerns. These resolutions are generated from the combination of interacting and interdependent issues.

In order to tackle the conflicts identified due to the fact that requirements M4 and M5 that are not properly satisfied by mail server packages, we propose the following scenario that comprises the selection of the mail server together with anti-virus, anti-spam and administrative tools as a way to fully achieve those requirements (see Figure 1).

![Fig1](https://via.placeholder.com/150)

**Figure 1. Mail Server Integrated System**

We argue that when evaluating several COTS, the core package should shape the selection of the peripheral ones. Therefore, the mail servers will influence the selection of the other tools. Note that such tools are usually compatible with a specific mail server package or run under a particular platform. Therefore, when evaluating one package, developers have to take into account if other tools are well suited or not.

The evaluation of the peripheral tools should also start with the definition of goals, for the Anti-virus tool, the goals include:

- V1. Detect and disinfect viruses incoming and outgoing massages.
- V2. Support Continuous update for new virus to be detected.
- V3. Allow multiple scheduled jobs to be configured for automatic virus scanning.

The defined goals have to be assessed against the anti-virus features so that we can verify whether these goals are met or not. Similarly, we have to identify the goals to conduct the evaluation of the anti-spam and administrative packages. We have found in the market some tools that cover anti-virus and anti-spam functionalities that might be also considered as selection choices. In fact, the integrated system will reflect the combination of products that best meets customers requirements. On the other hand, evaluators have to judge if it is feasible acquiring all the peripheral packages that means extra costs and integration efforts or accepting mail servers limitations. Therefore, it is necessary to perform a continuous negotiation process.

When selecting multiple COTS, package features have to be matched against the goals for that particular package, which we have illustrated some examples of conflicts that may arise in case of mismatches. Moreover, we have also to take into account the conflicts that may arise during the integration of COTS packages, where issues like interdependencies between packages should be examined. Figure 2 illustrates these interactions, which is the starting point for examining a number of open questions.

6. Discussion

The problems examined in the previous sections represent a significant challenge for software engineers. More precisely the following points might be addressed.

- **Interoperability** – One of the key issues in multiple COTS-based systems is that packages have to interoperate. Some integration elements can be use with the purpose of effectively interconnecting COTS packages. In particular, wrappers may be used for adapting COTS; these are pieces of code
custom built in order to isolate the unwanted functionalities of the COTS package from other components of the system. Glue code can also be used in order to coordinate packages interactions [8].

- **Interdependency** — It is very likely to find interdependencies between COTS packages. For instance, there may be cases where a package requires a particular architecture to run properly; other cases where one package requires other specific package to achieve the desired capabilities or that one package does not work together with some packages. Franch [6] highlights the importance of characterizing dependencies among COTS components that can affect the behavior of the architectural design. We are currently working on how the selection of a specific package configuration (i.e. set of packages interconnected) influences the satisfaction of overall requirements. One potential technique to apply is visualization to explicit display interactions between COTS packages.

- **Decision-Making** — COTS selection requires a careful decision-making of multiple criteria. In particular, selecting the optimal individual package does not imply the optimal joint selection. The successful selection should reflect a balancing between what is wanted and what is possible to meet. Moreover, users have to be prepared to accept commitments. A number of quantitative decision-making methods have been used to support the selection of COTS, like the AHP [15] that has been widely applied. However, the main drawback of such techniques is that they assume a predefined and fixed set of requirements as evaluation criteria. On the other hand, we believe that a more qualitative approach is needed, in which requirements are evaluated in terms of levels of satisfaction rather than a Boolean basis. To achieve that, we have proposed a goal-based framework [1] to support the decision-making of selecting a single COTS, further work is required to investigate the multiple COTS decision-making. We have also investigated the use of heuristics similar to the ones proposed in [9], to support the resolution of conflicts.

- **Evolution** — COTS packages are continuously changing to keep competitive advantages. Therefore, evolution is an unavoidable characteristic of such systems and must be considered as an intrinsic part of the development process. In fact, it is not ensured that new versions of packages will be compatible with other packages previously integrated. Moreover, replacing an unsuitable package can result in several inconsistencies and extra expenses to redesign the system. To cope with that problem, we need some risk analysis techniques to predict the impact of how a future package substitution can affect the other integrated packages.

- **Uncertainty** — Because of the uncertain nature of COTS features, the evaluation of some quality attributes can be difficult to be measured at the time packages are being evaluated, for example the level
of interoperability between the package and other system might only be known after the product has been integrated. Besides that, some vendors can hide functions as a way to warrant their intellectual property, what makes the understanding of packages capabilities a complicated task to be performed. We aim at investigating how artificial intelligence techniques like Bayesian Networks could be applied to deal with uncertain information of COTS packages.

**Architectural Constraints** – Last but not least, the selection of COTS packages requires simultaneous tradeoffs among potentially conflicting issues: COTS packages, customers requirements and architectural constraints [13] (see Figure 3). Multiple COTS integration usually brings several inconsistent architectures frameworks that have to be represented within a single system. This problem has been identified as architectural mismatches. Garlan [7] has identified four categories of mismatches between conflicting architectural components, they are assumptions about: the nature of the components, the nature of the connectors, the global architectural structure, and the construction process. These architectural mismatches have been identified as a fundamental obstacle to COTS-based development.

**Acknowledgements.** We would like to give special thanks to Xavier Franch and Juan Carvallo for the valuable discussions about the mail server case study. This work is partially supported by CAPES grant – Brazil.
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Abstract

abaXX Technology produces component-based platform products that help in the construction of Web-based systems, in particular process portals, using Java2 Enterprise Edition (J2EE) technology. Most parts of these products are API-based and hence require support by appropriate construction tools. Much support is available in leading J2EE IDEs, but some specialized tools have to be provided in addition. Since the products are platform-independent, the tools should work in many different IDEs, too.

This position paper shortly describes the issues encountered in designing one of these tools in such a way that it is portable to both Eclipse 2.0 and IntelliJ IDEA 3.0 (and possibly others as well).

1. The starting point: Web UI Framework, Vanilla Portal, PortalBuilder

This section describes the context of the parts.xml editor tool discussed in the paper. However, most of the issues can be understood even if you skip this section.

The Web UI Framework is one of abaXX’ J2EE component products. It consists of the base framework (similar to Jakarta Struts [2]) for implementing a Model-View-Controller design style, a powerful tag library, a Parts framework for hierarchically modular UI construction and configuration, and the corresponding runtime system.

The Parts framework defines the notion of Part, a fragment of a UI dialog page having its own view, controller, and model. Parts appear to be somewhat similar to Portlets, but in fact they are much more lightweight, can be arbitrarily nested by using containers (CompositePart) with dynamically controlled layout, and can have their look-and-feel be centrally modified by Decorators.

The UI structure of a portal is defined in a file called parts.xml; see an excerpt in Figure 6.

Along with the Web UI Framework we ship the Vanilla Portal, an basic portal frame containing a few generic reusable Parts and predefining the directory structure, naming conventions etc., thus making setting up a new portal development project quick and easy.

On top of the Vanilla Portal comes the third major element, the PortalBuilder: an application for interactively modifying a live portal on the Parts level. The whole portal (see Figure 1) is switched into ‘edit mode’ (see Figure 2) and then Parts can be introduced, removed, moved, and (re)configured. One can even introduce new (not yet implemented) Parts, will immediately get to see a dummy representation, and can then add actual views and controllers incrementally. During all of these activities, the full functionality of the portal proper is always visible and available for use.

2. The tool and the integration goals

During the implementation phase of a Part (writing the view JSP, controller class, and model bean), one would not normally want to work with the PortalBuilder, but rather with an IDE. Nevertheless, some of the functionality of the PortalBuilder is relevant then, too – namely, entering, reviewing, and modifying parts.xml parameters for the given Part, its parent Part (container), and children Parts, if any.

For simplifying this task, we offer a specialized tool, the parts.xml editor (see Figure 4) that allows for generating and editing these entries and that ensures their syntactic and semantic integrity. For maximum benefit, the parts.xml editor needs to be integrated into the IDE.

The following integration between parts.xml editor and IDE would be nice:

(1) User starts the editor from within the IDE.
(2) Editor recognizes which parts.xml is relevant and where to find it; editor loads and saves it.
(3) Editor understands where to find any resource mentioned in the parts.xml (JSP, controller class, model class, decorator, layout, etc.); can make the IDE load and show/edit any of these.
(4) Editor can create lists of candidate resources in any of the various categories from (3) and offer them in selection lists.
(5) Editor makes semantic checks of internal consistency of Parts descriptions. (Note that this does not really require integration.)

(6) Editor makes semantic checks of consistency between Part description and the resources mentioned therein, such as (in increasing order of complexity): JSP exists, controller class exists, controller class is indeed a controller class, all events declared in Part description are fired somewhere, etc.

So far, we have implemented (1), (2), (3), (5), and some of (4), but only basic elements of (6).

3. Integration issues

We have currently implemented the parts.xml editor for three different contexts:
- The IntelliJ IDEA 3.0 IDE ([4], see Figure 3)
- The Eclipse 2.0 IDE ([3], see Figure 4)
- The abaXX Workflow Modeler 3.2 tool (see Figure 5)

The Workflow Modeler is an editor that manipulates process descriptions for the abaXX Workflow Engine, a process execution component that integrates process control logic, calls to business logic, and GUI page flow.

3.1. GUI issues

The GUIs of different IDEs are neither technically nor conceptually identical (or sufficiently similar).

For example, the parts.xml editor tool is programmed in Java Swing (Java Foundation Classes), which is fine for IntelliJ IDEA, because Swing is both its native technical GUI platform as well as its standard look and feel. The same is true for the Workflow Modeler.

For Eclipse, however, Swing is foreign: Eclipse, although also based on Java, is built using a special, native GUI library. While the look-and-feel issues arising out of this can be overcome, at least for a tool as simple as the parts.xml editor, the technical integration becomes a problem: The parts.xml editor cannot easily be shown as a fully integrated subwindow of an Eclipse session, but appears as a separate window on top.

For more advanced tools, these problems will become worse.

3.2. Semantic integration issues

The repository structure and services of different IDEs are very different.

With respect to the integration wish list from Section 2, this means that all functions that require advanced access to the IDEs fact base are difficult to design in a portable fashion. They essentially have to be re-done for each new IDE.

For example, while the file-based integration functions such as most of (3) and simplified versions of (4) can be ported reasonably well, the advanced parts of (6) dig so deep into the IDEs internal model of Java programs that their design will invariably be very different for different IDEs. In some cases (IDEA may be one of them) it may even be impossible to provide this integration, because too little of the respective functionality of the IDE is documented and exposed to the tool developer.

3.3. Conceptual issues

Underlying all of the above technicalities is a much more fundamental problem. Different IDEs approach their problem in conceptually different ways.

For instance, while IntelliJ IDEA follows mostly a rather pragmatic approach, working in a file-level, text-based manner wherever possible, other tools that are more inclined towards a Modeling/CASE Tool kind of approach will not just have different technical mechanisms inside, but will require an add-on tool to have a totally different form and approach in order to get a good conceptual fit. In the case of the parts.xml editor this could mean for instance to have visual representation (and direct manipulation) of the inheritance relationships and event relationships between parts, rather than just a parts tree and attribute table.

4. Conclusion

Integrating a development tool tightly and adequately into more than one kind of IDE is a difficult task. The standardization that would be required for making this task easier is not currently in place, neither on a technical level (APIs, GUI look, basic GUI feel), nor, much more importantly, on a conceptual level (repository structure, service architecture, overall presentation and operation styles).

5. References

Figure 1: A small portal with 5 Parts: banner, menubar, empty menu, login, and a mini-application.

Figure 2: The same portal in PortalBuilder mode. The PartsBrowser shows some of the portal’s Parts hierarchy.
Figure 3: The parts.xml editor tool window within the IntelliJ IDEA IDE.

Figure 4: The parts.xml editor in its Eclipse version (where it is a separate window)
Figure 5: The parts.xml editor as a plugin to the abaXX Workflow Modeler.

<desk name="Examples">
  <theme>
    <styles>
      .portal-content, .menubar a.selected { background-color: #ccccce; }
      .portal-banner { color: #aaaaff; }
    </styles>
  </theme>
  <content layout="tabbed-switch" visual="abaxx.web.parts.CompositePart">
    <part name="deskedit" omit="true" />
    <part name="AddressList" controller="abaxx.web.aspects.test.AddressController" model="Test.AddressList" url="/WEB-INF/classes/abaxx/web/aspects/test/AddressList.jsp" decorator="caption">
      <event name="pick" target="DisplayAddress" />
      <event name="new" target="EditAddress\&\&create" type="redirect" />
      <event name="delete" />
      <event name="reset" />
    </part>
    <part name="DisplayAddress" controller="abaxx.web.aspects.test.AddressController" model="Test.Address" url="/WEB-INF/classes/abaxx/web/aspects/test/DisplayAddress.jsp" decorator="caption">
      <event name="edit" target="EditAddress" />
      <event name="back" target="AddressList" flags="populate, validate" />
    </part>
  </content>
</desk>

Figure 6: Excerpt from the parts.xml file
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Abstract
Attempts to achieve widespread use of software verification tools have been notably unsuccessful. Even “straightforward”, classic, and potentially effective verification tools such as lint-like tools face limits on their acceptance. These limits are imposed by the expertise required for applying the tools and interpreting the results, the high false positive rate of many verification tools, and the need to integrate the tools into development environments. The barriers are even greater for more complex advanced technologies such as model checking.

Web-hosted services for advanced verification technologies may mitigate these problems by centralizing tool expertise.

The possible benefits of this approach include eliminating the need for software developer expertise in tool application and results filtering, and improving integration with other development tools.

1. Introduction
Software engineering tool developers face numerous obstacles in getting their tools adopted. Some of these obstacles are listed in the Call for Papers for this Workshop. Others include the cost of the infrastructure for maintaining and applying the tools, and the difficulty of interpreting and filtering the results. Integration with other tools pose additional barriers. The approaches suggested in the CFP represent ways to address these problems.

Our focus in this paper is on adoption of verification tools, specifically, program analysis and simulation tools such as static analyzers and model checkers. These tools are likely to require significant expertise in their use, for reasons that we discuss in the next section. In addition, these tools generally require a greater effort to integrate than “front end” tools such as design tools and compilers. Therefore, for verification tools, a more radical approach may be needed to ensure adoption.

---

1 The research on model checking described in this report was performed at NASA Ames Research Center’s Automated Software Engineering group and is funded by NASA’s Engineering for Complex Systems program. The experience reported regarding other technologies and tools is based on the authors’ professional experience developing and applying them in a variety of organizations.
Hosted application service providers may provide an effective way, in appropriate markets, to dramatically lower these acceptance barriers.

2. The problem

The Intelligent Software Engineering Tools team at NASA Ames Research Center (ARC) develops advanced verification tools based on source code model checking technology[1], an ongoing research area in the Automated Software Engineering group at ARC. Our target languages are Java, C and C++. This position paper is based in part on our current work and in part on our previous experience at NASA and elsewhere building or applying a variety of commercial verification tools. These tools include PolySpace[2], Flexelint[3], and Y2K defect detection/remediation tools as well as research prototypes such as Java PathFinder[1] and ESC/Java[4]. Effective use of many of these tools faces similar problems.

In our experience, specialized expertise is required for effective use and adoption of verification tools. Integration issues also impede adoption.

2.1 Kinds of knowledge required for effective use of verification tools

Effective use of verification tools includes detection of real defects; a low false-positive rate; the ability to triage reported defects; and a high confidence level in the results. Effective use of model checking tools requires a mental model of their operation to interpret the output, tune the model checker’s operation, and identify the root cause of defects that it reports. This knowledge is largely application-independent.

In addition to a mental model of tool operation, effective use for our target languages, C, C++ and Java, may require expert knowledge of the semantics of language operators in order to evaluate a defect report. In our experience, C/C++ programmers may not have the level of understanding of language semantics necessary to interpret tool output. As is the case with tool expertise, this knowledge is application-independent.

Effective use of verification tools may also require application-specific knowledge. Static analyzers may be unable to conclude that an operation may produce an exception, because the range of possible values of variables cannot be derived from the source code. This knowledge is often provided in the form of formal specifications or design information.

All of these considerations are prior to root cause analysis, which imposes further demands on the user, if the defect reports are to be actionable. Once the defect is well-understood, confirmed as real, with high confidence, then application-specific knowledge may be important in the remediation task.

Our experience with defect detection tools based on static analysis suggests that some of these problem exist even for lint-like tools, which have been available for 20+ years. These tools have such a high false positive rate that programmers are reluctant to apply them: they cannot filter the output efficiently, nor are they motivated to spend time on what they view as “busy work”.

2.2 Integration of verification tools

Effective use of verification tools also requires that the tools be well-integrated into the development environment. Static analysis tools can, in principle, be run at compile or build time. Thus they hold forth the promise of early defect detection if they are well integrated into the development process.

Verification tools generally require a greater effort to integrate than “front end” tools such as design tools and compilers, since the verification tools must report defects in a way that supports in-the-loop evaluation and remediation or other action.

Tools that have a high false positive rate, if they are to be integrated at all, require a well-defined filtering process —some combination of automated post-processing and human filtering. Our experience is that developing an efficient filtering process requires extensive experience with the tool and its use in a particular development environment; the distillation of this experience must be retained as enterprise knowledge in a training system because of the high turnover rate of reviewer personnel.

Advanced verification tools themselves are likely to be “niche market” tools, since their range of applicability is limited, and hence the resources available for integration and maintenance will be limited compared to, for example, the resources available for integrating and maintaining a new compiler.

3. Hosted Verification Services

We have argued that effective use of verification tools requires three kinds of knowledge: a mental model of the tool’s operation; knowledge of the semantics of the target language; and application-specific knowledge. To the degree that the first two kinds of knowledge dominate, it makes sense to centralize that expertise and even to hide it from users. One way to do this is to provide web-hosted verification services.

Usage scenario. In one scenario for hosted verification services, a developer checks her successfully-compiled source files into the host server’s configuration management system (CMS). The nightly build is run on the development team’s network, which accesses the files
from the host’s CMS. The build transcript is written to the
CMS server. Following the build, a configuration analysis
tool, which is resident on a server at the hosting service,
analyzes the build transcript to determine what files need
to be analyzed and how (what compiler and compilation
options were used, etc.) Some of the options specific to
the verifier have been preset by the service provider’s tool
experts based on prior customer input about the
application or about the current build. These options may
include decisions about what defects are of interest to the
customer, how much explanation of the defects is to be
provided, and the highest priority modules for
verification.

The verification tools use the configuration analysis
data to initialize the verification options. Then they
proceed to analyze the application. Tool operation is
monitored by the service provider and human
interventions are made as necessary—for example, to
make tradeoffs between runtime and completeness of the
analysis, or to focus on specific execution paths. The
verification tools may need to be run repeatedly, with
different settings, to obtain the desired results.
Verification output is then filtered by an automated
filtering system and may be presented to human reviewers
for final filtering. The human-filtered output is directed to
other facilities that are provided at the hosting site, such as
an issue tracking system and test case generator. Ideally
the data are available to the user when she logs on in the
morning.

Commercial models. The model for this scenario is
not far from existing commercial application service
providers (ASPs) of software development tools and
services.

For example, DevX and Merant provide hosted issue
management tools and services. VA Software and
Collabnet provide tools and services for hosted
configuration management and collaborative develop-
ment. SoftGear focuses on testing. Other organizations
provide source code inspection services. The degree of
user access to the “tools”, and what capabilities are
provided by ASPs, varies. In some cases the user directly
accesses a tool (such as a configuration management
system) using a browser interface, and the services include
maintenance of the tools and the platform. In other cases
the user may simply make submissions (for example, an
application to be tested) and later accesses a database for
the results—the ASP provides a service based on a
combination of tools and human expertise.

Lessons from Y2K verification. Our experience with
the Y2K problem suggests the effectiveness of a service-
based approach to verification. Solving the Y2K problem
for Cobol required extensive program analysis, as well as
the ability to understand specific Y2K errors and
remediate them systematically. This was beyond the
capability of most Cobol programmers, particularly given
the time constraints and the massive volume of source
code to be examined. Advanced program analysis tools
based on alias analysis and program slicing largely
automated the analysis, but required a good mental model
on the part of the user in order to tune their operation and
interpret the results. Our experience was that training
Cobol programmers in the required concepts, such as
parsing, alias analysis, reaching definitions, evidence and
confidence levels, built-in heuristics, and remediation
strategies was broadly ineffective. Intensive process and
tool training in a “factory” enabled a high throughput
whether the goal was independent verification or error
detection and remediation.

Application-specific knowledge was largely
unnecessary: the most important consideration was
obtaining a complete, consistent set of source and copy
books (include files).

4. Success and Risk Factors

We are not advocating hosted verification as a
panacea. We have already indicated the basic precondition
for hosted verification services—dominance of the
importance of tool knowledge over application
knowledge, or the superior ability of the tool to acquire
application knowledge. Specific additional factors within
NASA enhance the prospects for hosted verification
services there. There are risks also, both within NASA
and in a broader context.

Intellectual property & security issues. Commer-
cially, intellectual property issues coupled with security
concerns produce a reluctance in some markets to allow
source code offsite. This consideration is largely absent
within NASA; there are security issues (such as ITAR) but
these are addressable through existing procedures. And, as
we discuss below, NASA already has an internal software
verification facility.

Need for verification. In addition, there is a recog-
nition within NASA that software complexity, particularly
for autonomous vehicles, is increasing rapidly, and that
advanced software V&V are enabling technologies for
autonomous space exploration. NASA ARC has for years
been conducting research in software V&V as well as
other approaches for reducing defects in autonomous
applications. ARC does research and some tool
development; it does not provide verification services.

However, NASA does have an organization dedicated
to V&V, the Independent Verification and Validation

---

2 More accurately, Y2K defect analysis and remediation
required *extensive* application knowledge, but this *never*
favored the application expert: the toolset *became* the
application expert in the course of analyzing the
application.
Support for software development process improvement. There is also an increasing recognition within NASA that detailed data and metrics should be collected on high-assurance software engineering projects. A hosted development environment, with specialized V&V tools, provides a platform for obtaining such data and evaluating the effectiveness of the development process, including the individual V&V tools. It offers the possibility of obtaining fine-grained enough data on individual V&V tools that NASA can model the return on investment of each tool when used at various points in the development lifecycle and feed this data into risk assessment tools such as [6].

Integration with other tools. The same environment that hosts V&V services should also host other development tools—at the very least, CMS and issue tracking tools. This does not completely address the integration issues mentioned earlier, since builds and testing, for example, are usually not conducted in the hosting environment, and there is a wide range of development environments. However, hosting CMS and issue tracking may provide a synergistic environment—the CMS can provide a complete, consistent configuration for verification; and verification output can be directed to the issue tracking system and possibly the test environment. An integration risk is that there is a large range of development environments, and it may be difficult to integrate closely with the build process.

Turn-around time. Integration into the development environment also suggests that the verification results are available quickly enough to be actionable before the next build. Human intervention in the verification process, which we have argued is necessary to apply verification tools and filter the results, may preclude a rapid enough response—for example, when builds are done on a daily basis. One strategy for mitigating this risk is to provide several levels of verification, where the “deeper” (and more time-consuming) verification levels are reserved for high-assurance applications that are more tolerant of turn-around time. Another strategy is to optimize the verification insertion points in the customer’s development cycle—for example, with respect to milestones such as start of integration testing, certification, alpha and beta release, etc. Incremental verification should also improve turnaround time.

One of our research goals is to determine the right lifecycle insertion points for verification tools, especially when several verification and validation tools are used together.

Incremental verification. A related risk is inability to support “incremental” verification on successive builds. The human effort required for verification should be approximately proportional to the amount of “new” code. Certainly this is the customer’s perception. A combination of engineering and research may be needed to address this for large applications with frequent builds.

5. Conclusion

We need to understand how the verification tools we are developing at ARC can overcome barriers to deployment within NASA, and how they are best integrated into the development process.  

Web-hosted verification services may provide an opportunity for verification technology to gain acceptance in NASA and elsewhere. One of the barriers to the use of verification tools is the expertise required to apply them effectively, which dominates the application expertise required on the part of the user. Benefits of web-hosted verification services may also include better integration into the development lifecycle; better integration with other software development tools; and the ability to obtain fine-grained performance data for evaluating the effectiveness of particular tools in various contexts.

Risks include difficulty of providing application-specific knowledge to assist the tool; inability of the hosting site to model the application development site; inadequate turn-around time; and the inability to support incremental verification of large applications. In the commercial environment, intellectual property and security concerns may limit acceptance.
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Abstract

An integrated software development environment is considered that supports processes of feasibility analysis, requirements engineering, and design, for selected application domains such as user interface development for consumer products. We improve adoption of the environment in three ways. First, we improve the environment’s user interface by adding common COTS products such as office suites or imaging packages using common middleware. Next we provide feedback to users’ decisions which is referring to past experience on similar projects. Finally, we simplify the underlying software models by assuming that the target software is developed incrementally with frequent delivery steps - so that simple local approximations are possible. The environment’s user interface is simpler and more intuitive, and understandability of the produced artifacts improved. The tools can use straightforward software representations with commonsense operations on them. To assure that such a setting is valid and to minimize wrong developer decisions caused by oversimplified modes of interaction with the tools we additionally introduce mechanisms for monitoring validity of developers’ decisions. A typical developer’s reaction to the warning messages would be selecting an alternative requirement or design decision, or decreasing the incremental delivery step for the software process.

Keywords: Software tool extensions, COTS, tool adoption, end-user participative development, incremental delivery.1

1. Introduction

A new practice is adopted by a group (e.g., an organizational unit) or an individual when it is routinely used, e.g., for the business purpose. On the commitment curve [2] adoption and institutionalization is preceded by contact, awareness, understanding, and trial use. All these stages can be facilitated by a transparent, commonsense access to the practice implemented with simple software tool extensions to commonly used products. Such a solution can be shared by many stakeholders participating in the practice maturation - the entire process from initial idea to the widespread, self-optimized use. This is particularly important as most technology developers do not explicitly define their stakeholders, much less obtain their commitment. The approach is likely to support the facilitator factors of adoption [3], such as prior positive experience, incremental change, and clear need. On the other hand the approach is likely to neutralize inhibitors such as high cost, psychological hurdles, and extensive training.

An integrated software development environment (IDE) is considered that supports processes of feasibility analysis, requirements engineering, and design, for selected application domains such as user interface (UI) development for consumer products. We improve adoption of the environment in three ways. First, we improve the environment’s user interface by adding common COTS products such as office suites or imaging packages using common middleware. Next we provide feedback to users’ decisions which is referring to past experience on similar projects. Finally, we simplify the underlying software models by assuming that the target software is developed incrementally with frequent delivery steps - so that simple local approximations are possible. The environment’s user interface is simpler and more intuitive, and understandability of the produced artifacts improved. The tools can use straightforward software representations with commonsense operations on them. To assure that such a setting is valid and to minimize wrong developer decisions caused by oversimplified modes of interaction with the tools we additionally introduce mechanisms for monitoring validity of developers’ decisions. A typical developer’s reaction to the warning messages would be selecting an alternative requirement or design decision, or decreasing the incremental delivery step for the software process.

---

1 This is an extended and changed version of the paper presented at the Workshop on Adoption-Centric Software Engineering ACSE’2003.
The above research resulted from the following practical situation. A company A provided for company B the first version of a specialized IDE, oriented toward component-oriented embedded UI software engineering for consumer products. Introduction of the system in B took longer than expected and it didn’t reach the expected level of use. It was then decided that in parallel with the work on Version 2, a Release 1B would be developed addressing specially the adoption issue from the technical side. Interviews were conducted with current and potential users, which resulted in a set of proposed solutions:

1. Address major important user groups first
2. Address major important practices and issues first:
   - Simplify the developer’s tasks addressed: Convert the overall development process into a product line-type of development [5], and consider first the application engineering only that performs assembly from available components
   - Focus on application quality and cost
3. Introduce more intuitive user interaction with the tools
   - Intuitive interaction in nominal situations, including evaluating user decisions and explaining development state transitions
   - Guidance in exceptional situations, including evaluations of user decisions and explaining the reasons for entering an exception
4. Exploit common end-user COTS software with familiar user interfaces
5. Provide references to other uses of same software components. Make references to experience data about previous or other similar systems and components
6. Use analogies on how similar tasks are performed in non-software domains
   - Component assembly for various consumer product lines.

These recommendations were selectively integrated into the Release 1B development plan with the characteristics described above. Release 1B had schedule of several months, and resources negotiable and design agreed with Version 2. Results to be later refined within Version 2. To create adequate user feedback, this was an end-user delivery, not a prototype. The incremental technology used was mostly COTS software for faster and less expensive deployment. It included an office suite and smart virtual modeling COTS software as well as databases, EJB server, etc. components.

Generally Release 1B can be characterized as follows:

- End-user participative
- Incremental delivery of software
- Emphasizing the role of nonfunctional requirements
- Including developer decision validity monitoring based on various measures of tolerances, uncertainties, risks, etc., of requirements and technology (components)
- An opportunistic approach, not necessarily globally optimal
- It is estimated that the tool can provide valuable information to stakeholders and support their decisions in early requirements engineering stages.

For larger delivery steps the validity monitoring system may indicate uncertainty or risk evaluations at unacceptable level, and possibly return a warning of invalid results, or may indicate no solution at all. The transparent, common-sense management of nonfunctional attributes (properties) facilitates adequate user responses, e.g., regarding selection of an alternative requirements or design decision (e.g., another component), or decreasing the incremental delivery step.

2. An example tool

Multi-stakeholder distributed systems are characterized with personalized and time-dependent views of stakeholder requirements. In such systems validation becomes problematic because individual stakeholders tend to be only aware of their local operation. The proposed tool is intended to support multi-stakeholder-participative requirements engineering. End-user understandability of local goal statements is as important as the precision of global validation of the specifications.

The example tool extends a web browser and uses a number of common middleware technologies (for instance, COM to support user interface implementation and EJB on the server side with component repositories). It addresses configuring new versions and variants of an existing product for new stakeholders. The requirements process makes use of a conventional function-and-attribute approach. Various usability engineering techniques are used [6, 7]. It is assumed that the differences between the stakeholders’ system requirements are small or the products are developed incrementally with small incremental steps. A procedure is introduced for controlling the extent of “delivery deltas” between the stakeholders or the successive deliveries. The build process is component-oriented. Reuse of previously applied components - locally or for other stakeholders and systems - is preferred. A dedicated
requirements support is used to produce a mapping between the requirements space, where the difference measure is defined, and the implementation space where the components are integrated. A sample screenshot from the tool is demonstrated in Figure 1.

The system allows for integrating software and non-software components according to the assumed property model. Where applicable, the visual models are functional, that is, they can react with predefined behaviors of user interaction. An advanced version of property management involves product-oriented decision support including product assessment, comparison, and delivery planning.

The approach is based on the following assumptions:

- New requirements specifications are based on existing, evaluated implementations for the same or different stakeholders\(^2\). Stakeholder feedback is an integral part of the evaluations. References to pre-existing implementations are the starting point for requirements validation. Successful validation requires that the difference between new specification and the referenced implementations (the delivery delta) is kept small.

\(^2\) For creating the initial implementation a similar method may be used for incremental system development rather than creating a new stakeholder variant.

A requirement specification support tool controls that difference.

- Specifications are structured to facilitate goal setting, references to previous results, evaluations, and delivery delta planning and monitoring.

The method is generally suitable for:

- Medium (days to weeks) and longer scale (months and more) ephemeral requirements. The applicability depends on the component binding practice
- Incremental requirements engineering for evolutionary systems development
- Product family development (both domain and application engineering)
- Volatile requirements
- Technology changes.

The tool’s decision process is outlined in Figure 2. The requirements specifications consist of behavioral, qualitative functions and nonfunctional quantitative attributes representing system qualities and resources. The attributes must be measurable, with a defined measurement unit, the test conditions, etc. A set of target values indicates goal preferences and boundaries. The functions and attributes include references to existing implementations to support requirements validation. If the attribute references do not use same measurement definitions they must provide for appropriate measurement conversions. They also have to include respective nominal and boundary values.

Figure 1. A property manager for incremental delivery of a multi-stakeholder system (handset skin graphics courtesy of Cybelius Software Oy).

Figure 2. The tool’s decision process.
To justify the target attribute values, sets of benchmarks are provided based on comprehensive classes of references. Qualifiers such as stakeholder category, deployment time, location, authority, legal constraints, etc., provide for additional information. The above function-and-attribute approach to requirements and component specification is not new; it has been used in a number of recommendations regarding scenarios, architecture evaluation [1], etc. The innovative element of this work is the delivery delta control mechanism, which is used to assure validity of new specifications.

3. Validation of the approach (informal)

The users interviewed after Release 1B indicated that the solutions provided a critical necessary contribution to facilitating tools adoption. Two aspects were emphasized in particular: Using the experience data in decision validation and the familiar and user friendly interface utilizing an office suite, and the virtual modeling COTS software.

The results of Release 1B were then refined on the main project with expectation that the adoption of Version 2, incorporating Release 1B, would be improved considerably. At the time of writing this paper the final results were not yet known.

4. Problems and solutions

There are three classes of problems encountered in implementing the method:

- Delivery delta minimization
- Delivery re-composition
- Multiple stakeholder coordination.

In principle, the method as proposed is only valid if the delivery deltas are sufficiently small. Any major deviation from available implementations must be specially investigated, which entails introduction of costly prototype benchmarks. A delivery delta minimization procedure is used to assure that the deltas remain valid at acceptable cost. Various performance criteria may be used. In general the result is not globally optimal. In practice this corresponds to such deployment policies as “smallest useful deliverable” (“smallest” in terms of delivery deltas). Appropriate feasible sets of candidate alternatives are derived the interval specifications of targets and benchmarks for requirements and technology (components) with tolerances, uncertainties, and risks.

It is likely that the two last problems can only be efficiently solved if we have a satisfactory solution for the first one. Delivery re-composition determines the structure, functions and attributes of the new delivery, rebuilt from available components according to the changed specification with delivery deltas. The proposed approach is based on a set of predefined attribute aggregation models. The models are selected when providing attribute definitions. The approach is end-user participative, opportunistic, and not necessarily globally optimal. It is estimated that it can provide valuable information to stakeholders in early stages of requirements engineering. For larger deltas the user may get uncertainty evaluations at unacceptable level, and possibly a warning of invalid results, or no solution at all. Critically important are stakeholder-oriented representations of the delivery step control, re-composition, and stakeholder consensus search. Feature graphs are proposed with emphasis on user-friendly representation of attributes. There may be function- and attribute-oriented feature graphs. An automated conversion between the two is considered.

5. Conclusion

The paper outlines selected intermediate results of the work in progress. The final conclusions will be published separately [4]. The results confirm that in selected cases of simple software tool extensions it is possible to provide a satisfactory commonsense interface facilitating adoption of software engineering practices. We presented one such example, with these characteristics:

- End-user participative
- Incremental delivery of software
- Emphasizing the role of nonfunctional requirements
- Including developer decision validity monitoring based on various measures of tolerances, uncertainties, risks, etc., of requirements and technology (components)
- An opportunistic approach, not necessarily globally optimal
- It is estimated that the tool can provide valuable information to stakeholders and support their decisions in early requirements engineering stages.
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Abstract

Tool adoption is a major issue in software engineering. In the last decades many ideas and tools have been developed by academics but only a few have had a direct impact on software industry. This paper describes the major issues in tool adoption and presents some technological approaches to cope with these issues. The focus is then on adoption-in-the-large. The results of a ten-years collaboration between the LSR laboratory and Dassault Systèmes are presented. Dassault Systèmes is one of the major software companies in Europe. Two scenarios in tool adoption are described. The first one describes the successful adoption of a configuration management tool, the second one describes adoption issues related with a reverse architecting tool.

1. Introduction

Industry often says “no thanks” to software engineering (SE) research, in particular when tools are proposed [1]. Technology maturation and adoption is known to be a very long process [2][3]. Nevertheless; it is still disappointing to see that while many SE tools are developed, their adoption in software industry is quite an exception. In fact, while researchers concentrate on designing and building tools, industry is looking for solutions. Even when a tool is very close to a solution, it is actually very hard to get this tool used in industry. The “last mile” [4] is a very difficult step in the technology transfer process. It is indeed a crucial one.

To cope with this problem, a new research trend called adoption centric software engineering (ACSE) aims to address the adoption issue in the first place. Successes and failures in software engineering adoption should be studied. Innovative ways to ease adoption must be found.

This paper describes a case study led over the last decade in a very large software company. It describes tool adoption successes and failures in the context of a collaboration between the LSR-IMAG research laboratory and the Dassault Systèmes (DS) company. DS is one of the largest software editors in Europe. This paper shows how the size of the company can lead to specific problems that are unlikely to occur in small or medium-size companies.

The paper is structured as following. Section 2 describes the main issues in tool adoption. Section 3 presents different ways to cope with technical issues in tool integration. Section 4 shortly describes the main characteristics of Dassault Systèmes which constitutes the context of the case study. Section 5 describes a positive scenario in which a configuration management tool is adopted. Section 6 describes problems related to the adoption of an architecting tool. A discussion is provided in Section 7 and finally Section 8 concludes the paper.

2. Issues in software engineering tool adoption

Over the last decades, Software Engineering (SE) research has produced many methods and tools. To evaluate the actual impact of this body of research on software industry, a large study called IMPACT is being held at the international level. This study shows that the topic of tool adoption is quite complex.

Even when SE tools are quite close to solutions and are based on well-defined concepts, there are still important barriers to their actual adoption. Many factors should be taken into account:

• **Scalability issues.** Very often, a large number of unexpected problems are discovered when applying good tools at a large scale. This includes not only the size of the software but also the size of the company. While a tool could perfectly suit the needs of a single user, its use by hundreds of software developers may unveil new issues.

• **Usability issues.** Many software engineering tools focus on functionality, not on usability. However the user interface plays a very important role. Software engineers are under time pressure. They will not use a tool if they can’t get easily the result they need from the tool.

• **Tool integration issues.** It is unlikely for a tool to be adopted if it is not tightly integrated with the tools already in use. Data, control and interface integration are required.
• **Process integration issues.** A very good tool will not be adopted if it does not fit well in the development process of the company. This is especially true in companies with well defined and strict software processes.

• **Customization issues.** Large companies often define their own set of concepts and rules. Customization could be of paramount importance at the company level. A systematic way to use tools over the whole company should be enforced. In some situations customization is also a desired property at the end-user level.

• **Deployment issues.** In a very large company deploying a tool could be a real issue, especially since different teams may use different platforms, different tools, etc.

• **Administration issues.** Once installed, some complex tools require a great amount of administration. This could include tasks such as backups, error recovery, creation of new users, new projects, etc. The amount of work and the skills required could be a serious barrier to the adoption of complex tools.

• **Evolution and continuity issues.** Just like any other software, a SE tool has to evolve to meet the company evolving requirements. A company will not invest time and money in a tool if not convinced that the tool will be maintained and enhanced for years. Universities are hardly convincing on that aspect.

• **Training issues.** The introduction of any new tool implies a learning process. Except for very simple tools, learning new concepts and advanced features requires a full training program. This is a very serious issue in large companies since learning represents a temporary loss of productivity with uncertain return on investment.

• **Strategical issues.** At the level of the company, many factors could also hamper the adoption of a particular tool. This might occur for instance to avoid dependencies towards a particular organisation or tool vendor, licensing problems, or any other political issues.

Introducing a new tool in a company represents indeed a risk. In many cases, it is actually quite difficult to get effective managers and software engineers involvement.

### 3. Tool integration

Many issues listed above are intimately linked to the organisation and the strategy of the company. Researchers should avoid trying to address directly these issues because it is very unlikely for them to have the appropriated skills and knowledge. It is extremely hard for a researcher to have an impact on the company major decisions.

To have an actual impact, ACSE research should therefore concentrate on those parts that can be controlled in a research environment. It is therefore better to focus on technology rather than strategy.

#### 3.1. Integration to existing tool sets

One way to ease the adoption of a tool is to integrate it into the set of tools already used in the company. Currently they are at least 4 main groups of tools used in almost any company producing software:

- **Web-based and communication tools.** Web browsers and mailers are everywhere. They are used by every actor in the company. They play a very important role since all communications rely on these tools.

- **Integrated Development Environments (IDE).** These tools are now widely accepted among the developer community. They are primary tools for most software engineers.

- **Office Tool Suite.** Software engineers and managers share in common the use of text editors like Word, FrameMaker or WordPerfect. They also use tools like PowerPoint. Documents are exchanged using standard formats such as HTML, Postscript, PDF, etc. Managers deal with metrics and other indicators using spreadsheets and bar chart generators.

- **Modelling Tools.** Tools supporting analysis and design are becoming increasingly popular. This is in part due to the success of the UML standard in software industry. There are now numerous UML workbenches such as Rose, Objecteering, Together, etc. These environments support not only the drawing of models, but they also integrate code generators, documentation generators, metrics, and many other tools. Modeling environments still have to be adopted at large but there is no doubt that there is an increasing interest in UML and its associated tools.

Users are more likely to adopt a tool that works in the same environment they use on a daily basis. This means that SE tools should be integrated to the existing set of tools.

#### 3.2. Integration Levels

To be effective, different kinds of integration [5] should be supported between SE tools and existing tools:

- **Data integration.** Data consumed and produced by SE tools should be shared with other tools. For instance, the result of a metric or profiling tool should be easily exportable to a spreadsheet for further manipulations. It should also be very easy to insert an architectural view into an existing document, to publish it on the web or to send it via email for further annotations.
• **Control integration.** It should be possible to call a tool from another one. For instance, it should be possible to call the functions of a metric tool from an IDE, and to display the result through a visualisation tool.

• **User-interface integration.** All tools should be accessible from a consistent user-interface with a common look and feel. The popularity of today IDEs is in part due to the fact that many programming tasks can be performed easily through a unique user interface.

Work on tool integration is far from new. The different kinds of integration were identified in the 80’s. Interoperability techniques such as RPC and Corba take their roots from then. In the 80’s and 90’s a large amount of effort was dedicated to Computer Assisted Software Engineering (CASE).

In particular, many research projects focused on syntax-directed environments. In such environments syntax-based descriptions played a central role in supporting both data integration and control integration. These environments have not been adopted widely, though many concepts and techniques they have been introduced, form the basis of modern IDEs. It is interesting to note that many techniques initially developed in the CASE field have been successfully applied to other domains. This includes for example office suites which present nowadays many of the desirable features of CASE tools such as mulitple synchronized views . In fact, one of the mistakes in the CASE vision might have been to believe that the CASE market was large enough per se to support the development and adoption of a rather immature technology.

### 3.3. Approaches to SE tool integration

It appears now clearly that the market is driven by web technologies, office suites, and to a lesser extent by IDEs and UML modelling tools. New and innovative SE tools must be integrated into these existing suites. The other way around is very unlikely.

The move from Field [6] to Desert [7] is representative of this shift. Field is one of the precursors of CASE environments with its strong emphasis on control integration. Desert, its successor, seeks to integrate programming facilities into the FrameMaker text editor. More recently a few attempts have been made to use PowerPoint as a design tool. These approaches provide good illustrations of Adoption Centric Software Engineering.

Integrating new tools in a proprietary toolset could be far from obvious. Fortunately, a lot of improvements have been made over the last years, making the integration of SE tools possible. This results from efforts made both by tool vendors and by standardization bodies.

• **Standard exchange formats.** Different de-facto standards are widely used to exchange documents such as RTF, MIF, HTML or PDF. The XML standard will clearly have a major impact on data integration. Specialized formats such as GXL [8] could be useful to improve interoperability between research tools dealing with graphs. Nevertheless, there is currently no indicator that it will be adopted by software industry.

• **Standard schemes:** Specifying a file format is not enough to ensure data integration. It is also necessary to specify the schema or the meta model used to represent data. Fortunately these concepts are well supported by current technologies such as XML and the OMG’ Model Driven Architecture (MDA) [9][10]. For instance MDA provides XMI to represent and exchange UML models and meta models. It also includes some standard meta models for different application domains including the Software Process Engineering Metamodel (SPEM) and the Common Warehouse Metamodels (CWM).

• **Standard APIs.** Using standard exchange formats and standard schemes enables data integration but not control integration. One way to cope with this issue is the publication of APIs and in some case the standardization of the APIs. Most of the tools described in Section 3.1 provide APIs and include a “developer kit”. The MDA approach is based on the MOF standard [11] which describes how to generate a standard API for each particular meta model.

• **Scripting languages.** Using APIs can be quite complex. Scripting languages and macros offer a much cheaper alternative for customization and automation of common tasks. Nowadays, almost all commercial environments include some sort of scripting capabilities, although most of the time the scripting languages they provide are proprietary. For instance office tool suites typically include extensions of the Basic language. UML workbenches like Rose or Objecteering include proprietary scripting languages that support the manipulation of UML models and the addition of new features.

• **Plugin and component technologies.** Most environments also support the concept of “plugin”, which enables the addition of new features in predefined points of extension. More generally, a large amount of research is devoted to component technologies including for instance Microsoft’ COM, Sun JavaBeans and Enterprise Java Beans, Corba CCM, Microsoft .NET, etc. While these technologies are not specifically oriented towards the development of SE tools, component technologies will certainly play an increasing role in the future. It is interesting to
notice that the COM component model was originally designed in the context of an office tool suite to enable the inclusion of “live documents” in other documents (e.g. the inclusion of a spreadsheet in a word processor document). These kind of technologies obviously present a strong interest to embed software engineering tools or views in other documents. With respect to the MDA approach, a new research trend tries to define the notion of MDA components.

- **Standard infrastructures.** While component technologies enable the integration and assembly of new tools, they do not ensure per se a strong consistency between the applications being built. For instance good user-interface integration is not possible without some standard rules. Fortunately, the emergence of very open infrastructures such as Eclipse [13] can cope with these issues.

As pointed out before, tool integration has been a primary objective of CASE research. In the 80's and 90's the problem was to integrate together SE tools like editors, debuggers, profilers, etc. This objective has been met, but mostly in situations in which the tools are built by a single tool vendor, or by a small set of tool vendors with very close partnerships.

In the context of ACSE, the problem has changed: it seems now necessary to be able to integrate an arbitrary SE tool to the suites already used in a given company. Fortunately, the generalization of the technologies described above leads to new opportunities. In fact, for each set of tools described in Section 3.1, (web-based tools, office tools, IDEs and modeling tools), efforts have been undertaken to improve their openness. Web-based and office tools are increasingly based on XML technologies, Eclipse could have a strong impact on IDEs, MDA could help the interoperability between modelling tools. One important approach in ACSE is then to use these emerging standards in order to facilitate the adoption of SE tools.

### 3.4. Summary

There are many barriers to tool adoption and the “last mile” is always a difficult step. Some issues are due to the organisation and strategy of the company itself and should not be addressed directly by researchers. Others approaches are related to the technology used. A major trend in ACSE is to use industrial standards as a basis for the development of innovative SE tools. Though promising this approach will not solve all the problems. The following case study shows that SE tool adoption is a real challenge, especially in large software companies in which there is a real shift from adoption-in-the-small to adoption-in-the-large.

### 4. Case study in a large software company

In the 80’s a Software Configuration Management (SCM) tool called Adele was developed by our team at the University of Grenoble. This tool was very generic and it included many innovative ideas. Adele was adopted by different companies including Matra and Sextant. The expertise gained with industrial partners has resulted in a long and thight collaboration between the LSR-IMAG laboratory and Dassault Systèmes [14][16]. While the first part of the collaboration has been dedicated to configuration management, the second part has been devoted to software architecture. The rest of this paper uses the whole collaboration as a case study to summarize our experience in SE tool adoption over the last decade.

#### 4.1. The Dassault Systèmes (DS) company

Dassault Systèmes (DS) is one of the largest software editors in Europe. DS is also the world leader on CAD/CAM with more than 19 000 clients and 180 000 seats. DS constitutes a very interesting context for a case study because of the size of the company, and the architecture of its software.

The company is indeed very large: 1000 engineers are working simultaneously on the same software product. CATIA is one of the main software products with more than 5 MLOC. The requirements on CATIA software architecture are also very strong, especially since many customers around the world contribute to the development of the CATIA product line. CATIA is sold to companies that have an important know-how in their respective domains. Boeing, for example, is a specialist in plane construction and owns many software tools and rules. DS customers must be capable of adapting CATIA, integrating their own functions into existing DS applications. These extensions constitute a significant part of the software. Boeing alone is said to have developed more lines for CATIA adaptation and extension than DS for CATIA itself.

Actually DS and its partners constitute a large virtual software factory in which thousands of software engineers collaborate to the development and the evolution of a very complex software product line. From the software engineering perspective this implies very strong needs both in configuration management and in software architecture.

The collaboration between the Adele team and DS has been centred around these two themes. Section 5 describes the process leading to the adoption of the Adele SCM tool, while Section 6 describes the difficulties we met in deploying the OMVT, archetecting tool.

But let us first review how tools are usually introduced in DS since it may be representative of a typical organisation for adoption-in-the-large.
4.2. Tooling support in large software companies

In small companies tool adoption issues are mostly related to individual software engineers adopting individual tools. This could be referred as adoption-in-the-small. This contrast with tool adoption-in-the-large that takes place in very large companies and that requires a much more complex organisation. This is various reasons for that:

- The collaboration between hundreds of software engineers is possible only if the company has a rather well defined process, the tools playing an important part in that process.
- Scalability issues could be so huge that only few tools in the market, if any, fit the company needs. Tool evaluation is indeed a very important issue.
- Large companies often have specific needs related with their process and their culture. Customizing existing tools could be a complex yet essential task. Developing new tools is sometimes necessary.
- Many issues that can be solved rather easily in the context of small companies, can lead to very complex problems in large companies. This includes for instance deployment on hundreds of machines, learning programs over thousands of developers, administration of hundreds of projects and thousands of user accounts, etc.

Obviously programmers must not be in charge of managing SE tools: they must concentrate on their jobs, that is developing software. In large software company this usually leads to the existence of a Tool Support Team (TST). The TST is in charge of all activities related with tool support including tool evaluation, customization, integration, deployment, administration, learning, support, etc. Most of the time, this team is in charge to evaluate commercial tools. In some occasions some TSTs develop tools internally.

In such a context tool adoption is not only restricted to end-user adoption (that is adoption by software engineers). A tool will be adopted only if it meets the needs of three kind of actors:

- **Managers.** They define the strategy of the company at various levels. Without their agreement a tool will not be included in the company toolset. Researchers have to convince them of the actual benefits that the tool is supposed to bring. And this should not be in technical terms but it terms of actual benefits.

- **TST members.** They deal with all technical aspects of tools. Most of the time, failures in tool adoption will happen at that level, because this team is in charge of evaluating the tool. Scalability issues, deployment issues, integration issues, etc. will be discovered here. Researchers must collaborate closely with the TST during the tool adoption phase.

- **Software engineers.** Ultimately software engineers are those who use the tool. Some usability issue could appear at this level because software engineers may have different habits in performing their development activities. The pressure on them to use a given tool could be important or not. Typically a company will oblige all software engineers to use a critical tool such as a configuration management tool. It will be much less strict on second-class tool like a browser for instance.

This organisation makes tool adoption even more difficult. Researchers should face tool adoption by managers, TSTs and end-users. They should cooperate therefore with many different actors in the company, and this at different point in times. This could be quite difficult, especially since researchers are usually neither aware of the precise organisation of the company not of the exact role of each person they meet. In each situation, the discourse should be adapted to the concerns of the interlocutor.

The situation is even more complex in an organisation such as Dassault Systèmes, because of the various partners constituting the virtual software factory. A tool used in the company, could be later included in the development kit delivered with the product sold. For instance, the Adele tool, after being adopted by DS, was include in the CATIA toolset and delivered to customers such as Boeing. The next sections describe two scenarios of tool adoption in the context of Dassault Système.

5. A successful story in configuration management

All adoptions of the Adele SCM tool [15] started at the initiative of the company. This was also the case of DS. This company really needed a configuration management system to manage the parallel development of CATIA by hundreds of software engineers. Actually, before the first contact with our team, DS first asked other users of Adele what they thought of the product and the support. They checked many other informations, technical ones but also, if not essentially, non technical ones. Such precautions are natural and common. An SCM tool is a critical tool, involving a large training, with deep influence on the software process, and even in the software structure. Any failure of the tool can have dramatic consequences for the company, ranging from few hours of unavailability, to loss of sources, or delivery of inconsistent products. The investment is heavy, the choice risky. Evolution and continuity of the tool are of paramount importance in this context. Any large company needs to be convinced the product will live for long. It was improbable a tiny academic team could satisfy these requirements.
DS took the risk to rely on a research team. Actually, this is mainly because they had to. On one side, their analysis showed Adele was the only system capable to satisfy their requirements, mostly because of its flexibility and its capability to adapt to their very unusual process and characteristics. Solving the customization issue was indeed considered as one of the major issues. On the other side DS had to select an SCM tool. The evaluation of existing tools showed that commercial tools were not well-suited to fit their uncommon size and requirements. During the evaluation period DS crashed almost all evaluated tools. Scalability issues in existing commercial tools was therefore another argument to invest on Adele.

Having a tool they could tailor to their needs, and having a team capable of making it evolve in their direction was a very strong point. It is surprising to consider that we were the only ones (apart from the other tool vendors) who tried to discourage them to use Adele, arguing that it was not designed for such a huge software and large software team.

Indeed, the first full scale test of the tool was almost a disaster; efficiency being well below requirements. Scalability was also a major concern. In this first phase the tool was also clearly rejected by software engineers because they were feeling that the tool was not helping them in their work. Usability was also a major issue. A number of problems had to be fixed in a panic mode, because the tool was already used at large. Then, major parts of the tool were redesigned and reimplemented to cope with scalability and usability issues. This was done quite quickly and efficiently. This ability to make the tool evolve was probably the main factor that convinced the managers to continue the experience. The product was under control and the relation between the TST and the research team was good.

The situation thus improved, to reach an acceptable level in which the acceptance by end-users was relatively good. In parallel, different customizations were experimented by the TST. The tool proved to be flexible enough to provide solutions for all new requirements. One of the main features of Adele is that it included an event-based system that enabled to attach a trigger and a reaction to any arbitrary event raised during the software process. The final version of the parametrized system was used for years. It included about 10 000 triggers describing the complete development process of the whole company. It is probably the world’s largest trigger-based industrial application.

A new version of the system was later developed from scratch by the TST. The goal was to retain the exact same features, but with an order of magnitude in size of software to be supported, and in efficiency. Of course that new version has no flexibility nor genericity at all, but it meets all other requirements.

### 6. A missed opportunity in software architecture

The collaboration continued after this successful story in configuration management. In the mid 90’s, Dassault Systèmes decided to move its products from Fortran to an object oriented design with C++. This huge redevelopment effort succeeded at the beginning of 1999 with a commercial release of CATIA V5. CATIA is made of approximately 50 000 C++ classes and more than 8 000 components.

In order to develop this complex product line, DS decided to create its own framework. The OM component model is a fundamental part of this infrastructure. This component model is similar to Microsoft’s COM but includes more powerful constructs.

Just like other component technologies, the OM is quite difficult to understand and to teach. Using the OM requires experienced and skillful engineers. It introduces new conceptual entities programmers are unfamiliar with (e.g. OM components, bases, extensions, delegations, etc.). Moreover these concepts are described using low-level mechanisms like C++ entities, naming conventions, macros in source code, specific implementation patterns, etc. An additional issue is due to the lack of centralized description for these concepts. Due to concurrent development within the virtual software factory, information about a single OM entity is often spread among a large set of different files, that may come from different companies. Though the introduction of the OM component technology was a major step towards the definition of the CATIA product line, managing this complexity quickly became a difficult task.

The collaboration between Adele-DS concentrated therefore on software architecture. The initial goal of was to review which recent advances in software architecture were applicable in the context of DS. A survey of existing ADLs was conducted to see if one of them could be adopted to describe the architecture of CATIA. None of the existing ADLs appeared to be satisfactory [20].

First of all, there were serious customization issues. Some concepts like the OM inheritance between OM components could not be described in the existing ADLs. Handling all the specificity of the OM was an essential requirement. In fact, most ADLs introduce high level concepts such as connectors, but this concept for instance was not perceived as being useful within the company.

It also appeared that the primary objectives of many ADLs did not fit the requirements of DS. Many ADLs focus on the verification or simulation of interaction protocols between components. Though this is an important topic this approach does no scale up and describing the behaviour of all components was not considered as feasible.
Finally ADLs are tailored to fit in a forward engineering process, but they usually do not take into account existing software. It makes no sense in a large company to maintain an architectural description if the link to source code is not maintained. In fact DS, just like almost every other company, is essentially code-centric. Moving the an architecture-centric approach was not even considered since it would require a major risk with an absolutely unclear return on investment.

To cope with this problem, we defined an architectural notation for the OM concepts, but took a reverse engineering approach. The architecture had to be extracted from the code, not the other way around. This process had to be fairly automatic to show immediate benefits. We developed a specific tool called OMVT [22] to explore CATIA at the architectural level. This tool offers different architectural views and analysis features with a custom graphical syntax. A special emphasis was put on the scalability and usability of this tool, providing for instance a clean and easy to use interface.

Various demonstrations were performed to show the tool to different actors in the company. DS software engineers were very positive: for the first time they were “seeing” the CATIA architecture. Comments were very encouraging: “it is very promising for a controlled definition of components”; ”it provides both global and detailed views … not available today without cumbersome browsing of many files …” [21]. Although the OMVT tool is close to DS’ requirements and has positive assessments, it is still not adopted in the company. The "last mile” is indeed a difficult step.

7. Discussion

Two different scenarii have been described: the successful adoption of Adele configuration management tool, and the issues in deploying the OMVT in the company. Actually, a closer look on these examples reveals that there are at least two main categories of tools: critical tools and non-critical tools. This characteristic obviously has an impact on its adoption by the company.

7.1. Adoption of critical tools

SCM tools are critical for large companies like DS. Adele was adopted because solving SCM issues was urgently needed and because no other tools with similar features were available on the market. In fact the adoption process was quite long. The TST ultimately implemented a specialized version of the tool from scratch.

The size at DS clearly plays a very important role. Almost all tools, including popular and effective commercial tools, suffer from serious issues when applied at large at DS. DS has to tailor existing tools to their needs. This often implies special partnerships with tool vendors. These partnerships are fundamental in the adoption of a given tool.

In fact, if a tool is critical for a company, the company will deploy considerable energy in getting the tool and customizing it. If the company is large enough, developing an in-house tool is sometimes considered. One of the main qualities of Adele were its genericity and flexibility. They enabled DS to define and implement their own development process. The integration with existing tools in the company was not considered a primary issue because the TST could handle these problems. In fact, existing tools were integrated into the ADELE environment, which reflects the fact that SCM tools are always critical ones in large companies.

7.2. Adoption of non critical tools

Tools that do not have a direct and immediate impact on source code are usually not considered as critical ones. They are plenty of ways to avoid using a tool in a company.

Reverse engineering and architectural tools might fall in the “non critical tool” category (except when a major reengineering effort is needed, but this is not common).

It should be recognized for instance that, CATIA development and evolution is very successful even though DS does not have a clear vision of the full architecture of CATIA, at least in the ADL sense of the term. Communication among highly skilled teams reveals itself to be very effective in practice. Though the OMVT could represent a helpful tool, until now it has not been adopted.

Although it is quite difficult to determine which are the most important barriers to adoption of OMVT, it is clear that it is not currently a priority in the strategy of the company. Let us review however which technical issues should have received more attention in an ACSE perspective:

- **Deployment issues.** Deploying a tool at DS is clearly complex. Though the OMVT tool is quite simple to install on one computer, more attention should have been dedicated to automatic deployment. Another alternative would have been to integrate the OMVT in the intranet of the company since this solution would not require any kind of installation on client machines. This kind of solution is widely used at DS for other tools. The intranet is quite rich in terms of SE data.

- **Integration issues.** Communication is of paramount importance at DS. Providing architectural views of CATIA as live documents would have also greatly helped in the diffusion of the architectural notation and the corresponding concepts. An architectural view that cannot be annotated and shared among various
software engineers is not really useful in practice. Similarly an important aspect would have been to integrate the OMVT as a plugin in the DS toolset.

- **Customization issues.** Demonstrations and interviews among various actors of the company revealed very different needs. Many enhancements and customizations were required. We implemented 22 view points of software architecture, but though the tool is based on a clean object-oriented framework, adding and customizing new features still required significant development efforts. The ease of customization would have been a strong point, especially since just like in the case of Adele, the needs of the company are not clearly identified.

- **Evolution and continuity issues.** The evolution of CATIA V5 infrastructure is continuous. To continue to be useful, the OMVT should have been capable of evolving accordingly. In fact new architectural concepts are sometimes introduced while some others are removed. For instance, some interviews revealed a strong interest in taking into account the concepts of the “Feature Modeller,” that is additional layer built later on top of the OM.

Actually, one of the major problem we have faced is that we haven’t been able to achieve major TST involvement. No TST engineer has been assigned to the deployment, administration, support and evolution of the OMVT. Such involvement is a prerequisite for the adoption of a tool. Once again, since such kind of tools is not considered as being critical, their use is not considered as a top priority.

8. Conclusion

Adoption Centric Software Engineering addresses a very important issue in software engineering: how to cope with the fact that research produces many tools but that, most of the time, these tools are not adopted by the software industry. A large list of issues in tool adoption can be established. Some barriers are related to the organization and strategy of the company. Others are related to technological aspects.

Researchers should not expect to change the way companies are making business. Research provides tools while industry is looking for solutions to support their strategies. This constitutes indeed a very big gap.

Research should rather concentrate on concrete and technological aspects, especially since an actual impact is possible there. Tool integration is an important issue. It is however not clear if it always constitutes the most important barrier to tool adoption. Much ACSE research focuses on this issue and relies on the use of industry standards to improve the chance of adoption. This is a promising way, but this approach should not be considered in isolation.

In fact, the case study described in this paper reveals that the size of a company plays an important role in tool adoption. Adoption-in-the-small and adoption-in-the-large are quite different. End user, that is software engineers, are the natural targets in small companies. They will decide if the tool is worth it or not. In a large company, the tool adoption process is much more different. At least three different parties have to be convinced: the managers, the tool support team, and the software engineers. Even if the software engineers would not adopt naturally a tool, tool adoption could be decided at the managing level and implemented by the tool support team. The distinction between critical tools and non critical ones is important. If a tool is considered as critical, a large company will spend a vast amount of energy in deploying it in the whole company. In a company like DS, it is illusory to believe that a research prototype will be adopted as is. A close collaboration with the tool support team is a key to success.

Our experience also suggests that to be adopted in a large company a research tool should be generic and should support a high level of customization, at least in the initial phase. Actually a rewarding collaboration schema with a tool support team would be to help them to define their own requirements by using a generic tool. If the company is large enough and the results of the experiments are convincing enough, the company might implement later a specific tool using a full engineering power. Industrial strength tools and research tools do not play in the same category.

Our current research includes the design of GSEE [23][24], a **Generic Software Exploration Environment.** This is a meta-model-driven environment. It enables a very fast integration of various kind of data sources and tools as well as the interactive definition of new architectural views.

Our work in component-based software engineering is also applied in this context. One of our goals is to build a component-based framework that enable the TST to build interactively they own environments by assembling and customizing very generic components. We do not refer here to component programming, but on the contrary to component assembly. The first approach still requires programming skills and a non trivial development effort. By contrast, component assembly refers to the interactive assembly and customization of existing components via an assembly tool. This tool could provide significant help to support these tasks by using for instance wizard-style dialogs and very interactive prototyping.

We believe that this kind of tool could considerably improve the relationships between research teams and the tool support teams. Research team would bring the generic framework, the tool support team would bring their knowledge about the company. The ultimate goal is to help large software companies to assemble their own SE tool suited to their specific needs.
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Abstract

It takes a lot of effort to go from the conceptual design for a new software engineering technique to its implementation and industrial adoption. Many such efforts fail and some for all the wrong reasons, e.g., good concept but awkward/immature user interface. Modern software engineering methods are oftentimes visual in nature. Developing mature “bread & butter” functionality for such tools requires significant effort in addition to the actual conceptual advancement the inventor wants to make. As a consequence, this bread & butter functionality is oftentimes immature or awkward to use in research tool prototypes. Unfortunately, such problems can seriously impede industrial adoption of a new technique. We propose a software development approach that leverages widely-used, shrink-wrapped office tools by building visual tools on top of them. We believe that tool implementations that follow this approach have many desirable features from the user and adoption point of view. The approach is explored with a case study that develops microSynergy—a graphical development environment for the rapid construction of distributed embedded microcontroller software—on top of Microsoft Visio.

1. Introduction

Potential reasons why some promising new software engineering tools remain lab orphans are, for example, users’ unfamiliarity, difficult installation, non-intuitive user interface, unfavorable learning curve, and poor interoperability with existing development tools and practices.

Tools that are based on visual approaches pose additional adoption challenges. Examples of visual tools are (domain-specific) visual languages in the programming domain and graph-based exploration and editing tools in the reverse engineering domain.

Visual approaches often force developers to abandon parts of their existing tool infrastructure in addition to learning new paradigms. Understandably, developers are reluctant to adopt a new visual tool (whose impact they cannot yet assess) if it means that they have to abandon their familiar productivity tools. Furthermore, advanced graphical editing lacks universal paradigms which means that knowledge gained from one tool cannot readily transferred to another one [1].

While a visual approach can result in a more intuitive user interaction, the oftentimes idiosyncratic GUIs of research tools pose a significant adoption challenge. How can visual tools offer GUIs that are familiar to users? We propose a software development approach that leverages widely-used, shrink-wrapped office tools by building visual tools on top of them. Office tools such as Microsoft Visio and PowerPoint already offer general functionality that is expected of visual languages. For example, visual elements can be created and deleted; manipulated; connected; copied and pasted; and saved and loaded. Developers are already intimately familiar with this functionality because they use them on a daily basis to produce pictures for documentation and presentations. Both Visio and PowerPoint are highly programmable and customizable. Thus, domain-specific behavior (e.g., the particular look of visual elements and how they are allowed to interact) can be crafted on top of the existing, general functionality.

We illustrate our proposed approach with a case study of a visual tool in the embedded micro-controllers domain, called microSynergy, which we are currently implementing on top of Microsoft Visio.

Section 2 briefly describes microSynergy in general and its requirements. Section 3 discusses our preliminary experiences of implementing microSynergy with Visio. Section 4 closes with some conclusions.

2. microSynergy

microSynergy [3] is a graphical development environment for the rapid construction of distributed embedded micro-controller software. In industry, such applications are often developed from scratch and implemented using low-level programming languages like assembler or C. The software is often tightly coupled with specific hardware architectures, allowing little reuse and hindering interoperability.
This results in applications that are often only maintainable by programming experts who have an understanding of both the target hardware and the application domain.

microSynergy allows to visually specify the interaction logic for communication among multiple micro-controllers with the Specification and Description Language (SDL) [6]. Being developed by the International Telecommunications Union (ITU), SDL initially was intended to serve as a specification language for telecommunication systems. Today, it is increasingly adopted for other application areas. It has a standardized graphical representation with entities such as blocks, processes, procedures, signal and type declarations, inputs, outputs, conditions, variables, states, and transitions. A major advantage of SDL over alternative specification languages such as, for instance, the Unified Modeling Language (UML), is its formally defined and unambiguous semantics of each entity.

Research in microSynergy has been carried out in tight collaboration with Intec Automation Inc., a company in the area of embedded systems [2]. One of the research goals identified by Intec was the development of a tool that

- smoothly integrates into their current tool infrastructure and work processes.
- offers a steep learning curve thus optimizing training costs and raising productivity.

These issues are closely related to tool adoption. A tool that does not integrate well into an existing infrastructure and process is less likely to be adopted. The same holds if the tool requires a significant up-front investment from the user.

Users of microSynergy are, for example, engineers that have no knowledge of general-purpose programming languages. However, these engineers are often familiar with the SDL formalism. Therefore, we chose a visual modeling paradigm based on SDL. microSynergy’s visual programming approach has the benefit that engineers manipulate graphical SDL objects with which they are already familiar. Since engineers operate in their familiar domain, we can expect the work product to be more easily understood and maintained in comparison to other (textual) representations that lack closeness to the problem domain.

3. Visio microSynergy

We analyzed office tools with regard to their suitability in providing a development environment for microSynergy interface with desirable usability features. We just started our implementation with Visio and report on preliminary results. Figure 1 shows a screenshot.

We decided to choose Microsoft Visio 2002 [7] because it is highly customizable and offers a robust user interface to build upon. Furthermore, it has a large user base and is commonly found in industry. In fact, our industrial partner, Intec, is using Visio.

Visio can be easily customized for different domains as nicely illustrated by the applications that Visio already offers: Web maps to visualize the components of Web sites, ER diagrams to model databases, electrical engineering diagrams for industrial control systems etc.

A customized application for a specific domain can, for example, offer

- customized stencils that contain the visual elements of the domain.
- additional toolbars, accelerators and menus.
- additional menu entries in a visual element’s context menu.
- custom menu entries for visual elements.
- windows that contain hierarchical views (“model explorer”) and domain-specific error messages.
- help features as an extension to the Visio help systems.

Visio exposes a VisualBasic API to access and analyze a document. All GUI elements (e.g., window, page, shape, and selection objects) are represented in the Visio object model [8]. Thus, it should be possible to seamlessly integrate domain-specific functionality on top of Visio.

Visio promotes tool adoption by leveraging:

a familiar GUI: The user interacts with a familiar environment and paradigm. Application knowledge has been typically built up by the user over years. Since the user is already familiar with the standard functionality, he can concentrate on learning new functionality (incrementally).

tool interoperability: Other office tools such as Word, PowerPoint, and Excel interoperate with Visio via cut-and-paste and (file-based) import/export facilities. For example, a SDL drawing in Visio can be easily imported in Word for documentation and PowerPoint for presentation purposes. Thus, users can be more productive in their daily work. Visio can output drawings, templates, and stencils in XML encoding. Thus, standard XML tools can be used to pre- and post-process a document.

customization and personalization: Office applications often have fine-grained customization features, especially for the graphical user interface. For example, GUI elements in Visio can be (interactively) repositioned and hidden.

---

1Learning curve researchers use steep to denote the desired behavior; this is opposite to the popular use of the term that views a steep learning curve as bad [4].
Figure 1. Screenshot of Visio microSynergy

tool support: Popular tools come with a large infrastructure that provides useful information to the user. For example, (online) publications discuss how to use a tool most effectively. Mailing lists and discussion forums help troubleshoot users’ problems.

Tools that have a small target audience—which is typically the case for research tools—especially lack in the above areas. Since these tools focus often on the “proof of concept” and have limited financial resources and manpower, their GUIs provide only rudimentary functionality and does not support sophisticated customization or scripting. Since the user base is small, few experienced users exists (sometimes these users are mostly the tool’s developers) that can offer help via mailing lists or newsgroups. Documentation is unprofessional, outdated, or non-existent.

3.1. Experiences

Visio keeps a group of graphical elements in a stencil (see “Shapes” window on the left in Figure 1). For SDL, we could reuse several SDL shapes (masters in Visio terminology) that were already part of Visio. We had to modify Visio’s SDL “Output” master (see “Heat off” and “Heat on” in Figure 1) because its orientation was wrong. We used the master editor to change the shape and the master icon editor to change the shapes appearance on the stencil. We reused the SDL “Process” master (see “Heater” in Figure 1) from another SDL editor [5].

We found that domain-specific (GUI) behavior can be conveniently implemented with VisualBasic scripting. It was helpful having had prior experience in scripting other Microsoft office tools; they share many concepts and code can often ported with no or minor modifications. Since a programmer can incrementally add and immediately afterwards test the code, it is natural to build the application with rapid prototyping. VisualBasic offers a full development environment (with editor and debugger) that is tightly integrated with Visio. Scripting languages are a common mechanism to provide extensibility in office tools. Thus, power-users can look “under the hood” of an implementa-
tion and modify it to better fit their needs.

An important customization feature in Visio are custom properties. They are essentially key/value pairs that can be used to associate data (e.g., strings, numbers, boolean values, and lists) with visual elements. Custom properties are automatically saved and loaded as part of a Visio document. Thus, in our case, no code for persistence had to be written and the user can use the standard save and load functionality.

4. Conclusions

We believe that idiosyncratic GUIs along with unfamiliar concepts and paradigms are the primary adoption challenges that have to be overcome for visual tools. Our main hypothesis is that users will more likely use visual tools that are integrated into an environment that they use daily and know intimately.

A promising approach to achieve this goal is building these tools as extensions of shrink-wrapped office applications. Shrink-wrapped applications such as Visio can provide strong support for generic editor functionality, but offer quite limited support otherwise. Scripting can be used quite effectively to rapidly implement (domain-specific) functionality on top.

As discussed, Visio microSynergy has many desirable features from the user and adoption point of view. Our experiences give a first indication that this development approach can indeed help tool adoption. However, formal studies with user experiments are needed to confirm this hypothesis.
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Abstract

A good software development process requires programs to adhere to well-defined programming standards. Strict and comprehensive conformance checking of a program leads to detection of potential errors and unsafe uses, early in the software development life cycle. This, in turn, leads to a reduction in time spent on testing and also contributes to the improved quality of the program. In this position paper we describe the tool Assent, built at Tata Research Development and Design Centre (TRDDC) Pune, India. Assent uses a powerful specification-driven mechanism to generate standards checking tools. Assent uses a static semantic analyzer which makes use of global data flow analysis to detect potentially dangerous constructs in software. We present a case study, on a legacy billing application for the telecom industry, to demonstrate benefits to the user. We also describe the challenges faced in adopting the tool in practice.

1. Introduction

Identifying defects early in the software development lifecycle is very important for any application and especially so for mission-critical systems. Failure to detect defects could lead to loss of revenue and possibly loss of life. There have been a number of instances in the past where systems have failed resulting in disasters like the: “Ariane-5 mishap” [1, 2], the “Space shuttle Columbia mishap in 1981” [3] and the “AT&T Service failure” [10, 11]. In most of these cases, the problems were attributed to software defects.

A good software development process would require programs to be written using a well-defined programming standard. Programming standards are usually equated to uniform naming conventions and coding style. Though these are important, good programming practices contribute more to reducing defects and ensuring better quality of the application system. There are other sets of rules, we would like to term as “semantic” rules, non-conformance to which can lead to program crashes. These would include rules like “do not use un-initialized variables” or “do not de-reference null pointers”. Programming standards should therefore comprise good programming practices, semantic rules, naming conventions and coding style.

Our experience in working with a large number of organizations across industry verticals like insurance, finance, banking, and telecommunications, among others, has been that there is usually a lack of well-documented programming standards. In most cases, programming standards may exist, but they may not be current. Even if we assume that standards are documented and available for use, how do we address the larger problem of finding skilled reviewers? How do we ensure completeness and consistency of review with respect to the laid down standards? It is manually impossible to apply each and every rule from the standard on every line of code!

In practice, people use their experience and look out for most commonly occurring defects. One of the problems with code review is that there is usually a lack of focus. Reviewers try to address too many things — functionality, performance, ensuring modularity and reusability and adherence to good programming practices.

An automated standards checking tool can therefore be of great value to programmers. It can not only ensure completeness and consistency with respect to the laid down standards, but also enable the reviewers to focus their review on other aspects.

The remainder of the paper is organized as follows. Section 2 provides a brief description of the automated standards checking tool developed by TRDDC, the research division of Tata Consultancy Services (TCS). Section 3 presents a case study on Assent and illustrates the results of using Assent. Section 4 lists the challenges faced while trying to get the tool adopted by developers. Finally, section 5 provides the conclusion of the paper.
2. Assent

Assent [5] is a tool that can automatically detect potentially dangerous constructs in software. Assent uses a powerful specification-driven mechanism to generate standards checking tools. Programming standard rules are defined as rules in a high level functional specification language. The specification is then automatically translated into a standards checking tool by the Assent framework. This ensures that a standards checking tool can be built quickly and at a far lower cost than by using conventional tool building techniques.

Program analysis, in particular, data-flow analysis [4, 8], has found many new and interesting applications in practically all aspects of software engineering over the last few years. Assent uses a static semantic analyzer which makes use of global data flow analysis [9]. Static analysis provides information on “reaching definitions”, “used variables propagation” and “alias analysis in the presence of pointers and parameter bindings” [7] which can help identify “def-use and use-def chains”, “use of uninitialized variables”, and “possible null pointer de-referencing”, among other things. The global data flow analysis technique provides Assent an ability to check programs for conformance to semantic rules.

We illustrate the specification language through the following examples:

Example 1: Syntactic rule. This rule doesn’t use any flow-based analysis:
RULE: There shall be no un-used variable (variable declared but not used) in the program
USES: crossRef() // crossRef , for a variable x, gives all usage points of x in the program
RULE_ENTITY: All variables
RULE_BODY:
let vars = entities(program, VARIABLE); // collect all the variables in the program
in { x <- vars | isEmpty(crossRef(x))}; // report all the variables whose usage set is empty.
END

Example 2: Rule using data flow analysis
RULE: ‘for’ loop counter should not be modified within body of for
USES: reaches() which implements “reaching definitions”;
RULE_ENTITY: All ‘for’ statements
RULE_BODY:
let for_incr = incrExpr (for_stmt); //take the increment expression in ‘for’.
incr_vars = usedVars(for_incr); // collect the used variables in the increment expression
Reaches = Filter (reaches(for_incr, true), incr_vars ) // get the reaching definitions at the incr. expression node. Filter to get the definitions for the identifiers used in increment expression
for_AST = entities (body(for_stmt), ASTNODE); // get all the statements (nodes) in the body of the ‘for’ statement
in isEmpty (for_AST . Reaches) // take the intersection of the two sets – for_AST and Reaches. If the set is not empty then the definition is in the body of the ‘for’.
END

The Assent tool can be integrated into a normal SDLC, making automatic standards checking an integral part of the development process. Assent has been successfully deployed in building standards checking tools for different standards, including MISRA-C [6] and Java standards.

The Assent framework of standards checking tools addresses a wide variety of programming standards and programming languages. Assent will automatically ensure that programs adhere to the defined standard. Benefits of using tools like Assent in review process are:
- Automated inspections
- Cutting down on code inspection time
- Defects are caught early in the life cycle
- Reduced cost of software development
- Improved quality of standards checking and hence better product

3. Case study

A module of 54K lines of C code, from a legacy billing application for the telecom industry, was chosen to demonstrate the capabilities of Assent. The aim was to evaluate the capabilities of a standards checking tool in improving productivity and delivering better quality systems.

Since the system was under maintenance, Assent was not expected to find any major problems. Surprisingly, Assent detected about 1411 possible violations. Of these, 39% of the violations were possible defects that could cause the application to crash, if a particular path in the program was executed. Non-adherence to certain good programming practices also led to incorrect functionality. The detection of such a large number of undetected fatal errors, from only a small section of the code that had been
in production for over 10 years, was a matter of grave concern. The effort to manually review 54KLOC of code would be over 1 person month. Since complete and consistent application of coding standards is an impossible task manually, the manual process would have been able to find only a subset of all the non-conformances. Using Assent, we were able to complete the task in 1.5 hours — a tremendous reduction in review time!

3.1. Results

The programs were checked for conformance to standards using Assent and the non-conformances were verified. 1411 non-conformances were detected by the tool. Out of the 25 rules defined for the standard, 11 rules were violated in the code. It took Assent 1.5 hours to check the conformance of the code to the given standards.

The 1411 non-conformances reported would not necessarily translate to an equivalent number of defects. As the programs were not executed, and therefore conditions not evaluated, a small number of the non-conformances detected would be false negatives.

Table 1 below depicts the non-conformances reported by Assent.

<table>
<thead>
<tr>
<th>Non-conformances reported by Assent</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defects that can cause programs to crash</td>
<td>39%</td>
</tr>
<tr>
<td>Structured Programming</td>
<td>30%</td>
</tr>
<tr>
<td>Good programming practices</td>
<td>19%</td>
</tr>
<tr>
<td>False Negatives</td>
<td>12%</td>
</tr>
</tbody>
</table>

3.1.1 Structured programming. Table 2 below depicts the non-conformances related to structured programming.

<table>
<thead>
<tr>
<th>Structured programming</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goto should not be used</td>
<td>54%</td>
</tr>
<tr>
<td>Null statements should be placed on a separate line</td>
<td>43%</td>
</tr>
<tr>
<td>Every switch should have a default case</td>
<td>3%</td>
</tr>
</tbody>
</table>

The rule “Null statements should be placed on a separate line” is useful in detecting unintentional statement terminators. Avoiding Goto in programs is a very well documented feature in programming.

3.1.2 Good programming practices. Table 3 below depicts the non-conformances related to good programming practices.

<table>
<thead>
<tr>
<th>Good programming practices</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identifier should not have the same name in different scopes</td>
<td>55%</td>
</tr>
<tr>
<td>If/While expression should not contain assignments</td>
<td>28%</td>
</tr>
<tr>
<td>For loop counter should not be modified within the body</td>
<td>9%</td>
</tr>
<tr>
<td>Every function should have a prototype visible at the call point</td>
<td>5%</td>
</tr>
<tr>
<td>Type mismatch</td>
<td>3%</td>
</tr>
</tbody>
</table>

Some of the rules violated in this category are:
- The ‘for’ loop counter should not be modified within the ‘for’ body, as it can lead to the for loop executing an incorrect number of times.
- Conditional statements should not have assignments. This may lead to confusion. In C, one of the most common errors is usage of ‘==' in an conditional statement instead of ‘==’.

3.1.3 Defects that cause programs to crash. Table 4 below depicts the defects in the code reported by Assent that can cause programs to crash.

<table>
<thead>
<tr>
<th>Fatal defects</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Possible null pointer dereference</td>
<td>41%</td>
</tr>
<tr>
<td>Use of uninitialized variables</td>
<td>35%</td>
</tr>
<tr>
<td>Possible null pointer dereference - False Negatives</td>
<td>24%</td>
</tr>
</tbody>
</table>

Some of the rules violated in this category are:
- Usage of un-initialized variables. If the value of variables that have not been initialized is undefined, then the use of incorrect values may lead to incorrect behavior or may cause programs to crash.
- The Null pointer should not be dereferenced. Pointers that have a null value when dereferenced cause the application to crash.

4. Challenges with large scale adoption

From the case study, it is evident that standards checking tools like Assent aid in improving productivity and delivering better quality systems. Tools ensure maximum coverage of the code and list the non-conformances with respect to the specified standards. To prevent critical applications from crashing, it is imperative that tools like Assent be integrated into a normal SDLC, making automatic standards checking an integral part of the development process.

One would assume that the next logical step would be for users to deploy it as a part of the process. We faced
the following practical problems when we tried to get the tool adopted.

- Large number of non-conformances reported by the tool: Developers are not prepared for the number of violations reported by a standards checking tool. The manual process can only detect a fraction of the possible defects in the code due to the inherent limitation of the process. Code reviewers and developers are used to these numbers and large number of non-conformances, though valid, turns them away from the tool. Large numbers of violations in the code are not taken very kindly by developers as it raises doubts about their abilities.

- Programming standards: The practice commonly followed while defining programming standards for any organization, is to collate from existing standards and form an all encompassing standard. This results in a number of rules unnecessarily being made a part of the standard. Since the programming standards are used as a guide and not put completely in practice, it does not impact the manual process, but results in a lot of noise, in terms of violations, in an automated process.

- Severity levels: This leads to another interesting observation. It is a practice to assign severity to each non-conformance. What may have been perceived as a major severity defect while defining the standard, may no longer be considered major after checking the code for conformance to the standard. Though this provides a good opportunity to revisit the standards and tune them, it is easier said than done and developers shy away from it.

- False negatives: Since the technique employed to perform standards checking is static, the results are conservative. As programs are not executed, governing conditions which ensure correct execution are not evaluated, resulting in a number of false negatives.

- Performance: Global data flow analysis is known to be slow, as it iterates over the program graphs. Developers expect a standards checking tool to perform in real time like a compiler and are not willing to wait for minutes or hours, as the case may be. For large programs, performance becomes an issue and though we recommend that the tool be run in either single file analysis mode or batch mode for an entire application, this is not acceptable to developers.

- How do I fix it?: It has been our experience that once the tool reports a non-conformance, developers do not have a clue as to what the violations mean and what should be done to fix them. The rationale behind defining a rule is not clear. We need to impart training on programming standards, before providing training on the tool itself.

- Integration into process: Standards checking tools should integrate seamlessly into the development process. The tools should either integrate into the visual environment, or into the make files, as the case may be. We found that in the case of our tool, users had to re-specify the include paths and defines. Until all the include paths and defines were given to the tool, it would not function. A numbers of developers gave up after initial failures.

- Language dialects: Although ANSI/ISO standards have been defined for C/C++, we have found to our dismay that most compilers differ in their implementation. They support extensions that are non-standard. In the case of C++, we have yet to come across a compiler that does not deviate in its interpretation of the standard, especially with respect to language features like templates. This is a tool builder’s nightmare, as all the dialects cannot possibly be supported.

- Modify/Customize rules: Developers perceive that they may need to modify the rules or add new rules over a period of time. It is not very easy for the developers to do so as the specification languages are either too complex or too simple, so that they end up writing a lot of code.

5. Conclusion

Adhering to good programming practices not only improves maintainability, but also improves the quality of the code by reducing the number of defects that get injected into the system. But, conforming to programming standards is not easy. Some of the problems discussed in the earlier section can be addressed to some extent by providing adequate training to developers. What are programming standards? Why are they needed? What is the rationale behind each rule? Answers to these should be highlighted in the training.

The need for automated standards checking tools exists and tools have failed to fulfill the potential. The tools need to also provide clues and hints to the developers and possibly auto correct as many non-conformances as possible. A channel to incorporate developer feedback to improve the standards should also be set up. Proliferation of standards checking tools would then be easier.
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Abstract
Security in all its forms plays an increasingly important role in many aspects of our lives. Given the importance of software applications to the modern information-driven economy, latent errors in popular commercial applications should no longer be considered mere annoyances, but as potentially serious security risks. Sample data from two recent case studies are used to illustrate the scale of the problem. This paper argues that techniques such as hostile data stream testing be adopted as standard practice by the software engineering community.

Keywords: security, testing, buffer overrun, best practice

1. Introduction

It is an unfortunate fact that many software developers fail to properly constrain the activities of input, output, storage, and computation [15][6]. It is also an unfortunate fact that software testers often fail to test for these failures, resulting in a plethora of security breaches initiated by buffer overruns. A search of the CERT/CC Web site [11] using terms such as “buffer”, “buffer overrun”, and “buffer overflow” yields an alarming number of hits (nearly 1,000 as of March 2003). Unfortunately, as shown in Figure 1, things don’t seem to be getting any better.

Buffer overruns are a major source of security breaches for users (and providers) of the Internet. A typical breach involves sending a carefully crafted overlong data string such that program control is appropriated and redirected to the data string itself. The data string is crafted to contain hostile code that performs undesirable actions such as, in the case of a computer virus, retransmitting the hostile data stream to other computers. Once hostile code has been executed, a large variety of insidious behaviors may take place.

One of the most dramatic instances of the havoc caused by buffer overrun happened in January 2003 [13]. Branded the “SQL Slammer” worm, it exploited known vulnerabilities in Microsoft SQL 2000 servers. It caused widespread outages on the Internet due to the extremely large amount of network traffic it created while it scanned for vulnerable hosts. Microsoft issued a patch for this problem in the summer of 2002, but many system administrators failed to apply it to their computers (including machines at Microsoft itself). Fortunately, there was no malicious payload associated with the SQL Slammer worm; if there had; the damage to the Internet worldwide could have been extremely significant.

The next section overviews a technique, called hostile data stream testing, that can be used to proactively identify buffer overflow errors in software. Section 3 offers some examples of the use of this technique on common applications. Section 4 discusses some recommendations on the adoption of testing techniques to expose security vulnerabilities. Finally, Section 5 summarizes the paper and outlines possible avenues for further work.

2. Hostile Data Stream Testing

A program storing data outside of the area reserved for that data creates a buffer overrun. Typically this involves storing a sequence of data greater in length than the storage area (buffer) reserved for that data. Storing data in an inappropriate place usually causes the software to enter states unanticipated by the developer and consequently the behavior of software after an arbitrary buffer overrun is unpredictable.

Steganography is the embedding of a hidden message within another message. In the context of data transmitted over the Internet, data included within that transmission that serves a purpose other than the original purpose of the data transmission is steganographic data. An example of this kind of data would be hostile code embedded in what would otherwise be informational (inactive) data.
This class of security failure can be avoided by the identification and elimination of the defective code that performs buffer overruns. Historically, buffer overruns have been located by manual examination of source code. Though manual or automated code inspection is a useful and (sometimes) effective way to locate buffer overrun coding defects [2][14], in today’s development environment of large, complex programs and libraries, the source code may not be available for review. Moreover, coding errors may be sufficiently subtle so as to elude even the most experienced programmer.

A black box testing method for identifying buffer overruns is described in [5]. This testing technique applies randomly deformed data streams to the application under test. This technique also provides a broader testing capability, however, and includes the ability to detect steganographic possibilities (places in data streams where information can be hidden without detection by the application processing that data stream).

Random data stream deformation is the process of taking a valid data stream and deforming that data stream in a manner such that the data stream is no longer valid. Three types of file deformation are used in the technique: lexical, syntactic, and semantic. Lexical deformations involve changing a valid lexical element to an invalid lexical element. An example of a lexical deformation is replacing a printable character with a non-printable character. In practice, the method is extended to include any character replacement.

Syntactic deformations involve changing valid syntactic elements to lexically correct but invalid syntactic elements. An example of a syntactic deformation is replacing a left parenthesis with a space character. (Previously, this definition was extended to include long string insertions. However, long string attacks now appear to be fourth technique for data stream deformation.)

Semantic deformations involve changing valid semantic elements to syntactically correct but semantically invalid elements. An example of a semantic deformation is changing the representation of a number to the representation of a different number that is invalid in that context.

A system for performing randomly malformed data stream testing system was recently developed at the Florida Institute of Technology. It is an automated solution to the buffer overrun detection problem that has been applied to commercial client application software. The next section discusses two case studies that apply this tool to widely used Internet applications.
3. Examples

To illustrate the pervasive nature of latent security bugs in common software applications, we present brief summaries of two case studies. The hostile data stream testing technique outlined in Section 2 was used in both cases. The number of errors identified using this method was somewhat surprising, since both applications under scrutiny have been widely deployed for a number of years.

3.1 Example 1

The first case study looked at a popular application for viewing Portable Document Files (PDF) [1]. This application is generally considered to be “trusted” software, coming as it does from a well-known company with a long and successful history. The PDF viewer is a ubiquitous application that runs on multiple platforms, and as such made an excellent choice for analysis.

The study applied 141,306 unique test cases. There were four recorded categories of failure, which were characterized as (1) application failure, (2) infinite loop, (3) failure-to-respond, and (4) steganographic. The tests revealed eleven distinct indications of buffer overrun, numerous program lock-ups, and four steganographic possibilities. Over all the test cases, there were 426 recorded cases of the first three types (which are severe application failures). Other than the uniqueness of the test cases, failure-to-respond failures were not classified to determine uniqueness of the failure.

In an infinite loop failure, the application is still running, but it is no longer possible to communicate with it. In contrast, failure-to-respond failures occur when the application is stalled and no longer responds to external stimulus. Both types are failures share characteristics that are similar to a denial-of-service attack on a network.

Steganographic failures seemed to be the result of the application performing incomplete parsing of the input data file. This leads to possible steganographical opportunities such as (1) comments, (2) “Document Property” objects, and (3) data after the “End of File” indicator (“%%EOF”).

These application failures can legitimately be considered to be security vulnerabilities.

3.2 Example 2

The second case study looked at a popular browser plug-in and standalone application for viewing animation on the Web. Like the first case study, this program is nearly ubiquitous; it enjoys the largest penetration of any browser plug-in. Therefore, any flaws identified in it would have considerable implication for a very large number of users.

There were over 650,000 test cases that were run against this application. Each test case took (on average) less than 10 seconds, resulting in about 75 machine-days of testing on a standard personal computer running Microsoft Windows 2000. From these tests, more than 30 distinct symptoms of buffer overrun were discovered. There were also several hundred failure-to-respond stalls, but they have not as yet been further classified except by gross symptom (requiring hardware reboot, 100% CPU utilization, etc.)

The analysis of the data from this case study is still in progress. Nevertheless, preliminary results suggest that there are a large number of latent bugs in the application. If even a fraction of these bugs can be exploited as security vulnerabilities, then the problem is quite severe indeed. (The term “exploited” seems to have a broad range of meanings, from simple denial of service because the application crashes or stalls, to the most severe that allows preemption of control of the processor with root user privileges.)

4. Recommendations

The current situation appears to be one where developers do not properly defend against buffer overflow attacks in their code, and where testers do not properly exercise the application to bring latent buffer overflow errors to the attention of the developers. In this context, we offer three recommendations that would begin to address this problem.

4.1 Improve the Quality of Software

This is not a glib statement. It has long been a goal of the software engineering community to improve the state-of-the-practice. However, many potential improvements have been discarded in favor of practices that shrink the time to market for commercial software applications – often at the expense of product quality. When the quality attribute in question is security, we do not feel that this is a valid tradeoff.

Security flaws in modern software systems should no longer be treated as mere annoyances, but as the high-level risks that they truly are. It is an old anecdote that consumers would never put up with the number of bugs found in personal computers (and the software that runs on them) in any other appliance or mainstream product. The software engineering community as a whole must be
held more accountable for the quality of the applications they produce.

There are known engineering techniques for defending against buffer overrun errors. In general, adopting a defensive programming style would go a long way to solving this problem. Unfortunately, such coding idioms are only suggestions; they must become the standard way of doing business. It must become a uniform requirement that software that processes data from external sources shall examine that data for validity prior to any other use. In addition, we must adopt more thorough testing techniques to catch these types of errors before the code goes into production.

4.2 Adopt Hostile Data Stream Testing

As software testing becomes ever more integrated with software development, close attention must be paid to testing for potential hostile attacks. The old paradigm, “Garbage In, Garbage Out” is not acceptable and produces software vulnerable to security attacks. We propose a new paradigm, “Garbage In, Apology Out.”

The testing technique outlined in Section 2 and described in [5] has proven to be a reliable way of detecting buffer overrun errors. Moreover, the two case studies outlined in Section 3 illustrate the great need for such testing – particularly in mature and commonly used applications. What remains to be done is for these techniques to be adopted by the community-at-large.

However, even if the techniques were adopted, the problem will not be solved until software vendors become more responsive to bug reports, particularly security-related bug reports that have the potential for causing so much harm.

4.3 Improve the Bug Reporting Mechanism

The security errors located in the two products outlined in Section 3 were reported to the respective vendors. In the first case study, the vendor completely ignored these reports. Due to the lack of response, the bug was then reported to the CERT/CC, who promised a 45-day response. This is in keeping with their stated policy [10]:

“Effective October 9, 2000, the CERT Coordination Center will follow a new policy with respect to the disclosure of vulnerability information. All vulnerabilities reported to the CERT/CC will be disclosed to the public 45 days after the initial report, regardless of the existence or availability of patches or workarounds from affected vendors. Extenuating circumstances, such as active exploitation, threats of an especially serious (or trivial) nature, or situations that require changes to an established standard may result in earlier or later disclosure. Disclosures made by the CERT/CC will include credit to the reporter unless otherwise requested by the reporter. We will apprise any affected vendors of our publication plans, and negotiate alternate publication schedules with the affected vendors when required.”

The PDF viewer problem was reported to CERT/CC on April 26, 2002. The buffer overrun reported in that disclosure is the one identified in [5] that allows storage of specified data in a specified location. As of the time of writing (March 2003), this defect still exists in the current release of that product.

In the second case study, the vendor did fix the critical problem, but did not publicly announce that the new release was in fact a security fix for several months. (Nor did they provide any credit to those who identified and reported the problem to them.)

Perhaps what is needed is an accepted protocol for reporting and fixing security vulnerabilities that would be adopted by vendors, security testers, and customers (such as the Federal Government). Ideally an independent body would enforce this protocol. For now we’d settle for it becoming the recommended best practice.

5. Summary

Latent security vulnerabilities pose a serious potential risk to all users. Sadly, such vulnerabilities seem omnipresent in typical application software. Given the widespread use of applications that suffer from these flaws, the implications for the user community as a whole are disheartening.

Fortunately, there are ways to combat the problem. The technique discussed in this paper, using hostile data stream testing, brings to the fore many of the hidden bugs in software that are due to buffer overrun errors. Since this testing technique is highly automated, it can be incorporated into today’s regular development processes with relatively little negative impact.

There are adoption challenges to be addressed before this type of testing becomes common practice. Certainly the typical technology transition issues inherent with any new tool should be properly managed [8] [12]. However, the risks of not adopting hostile data stream testing pose an even greater problem.

As this paper was “going to press”, an article appeared over the newswire concerning a newly discovered vulnerability in the widely used Sendmail
The flaw appears to be another instance of a buffer overrun problem that arises when the mail program parses an overly long header. This could allow an attacker to send a specially formatted email that could take control of the mail server and execute a malicious program. The bug has been present in the Sendmail code for 15 years, even though the code has been manually inspected many times by many different people.

The final irony is that the flaw appears in a Sendmail security function.
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