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Preface

In the last decades information modelling and knowledge bases have become hot topics not only in academic communities related to information systems and computer science but also in business areas where information technology is applied.

The 16th European-Japanese Conference on Information Modelling and Knowledge Bases EJC 2006 continues the series of events that originally started as a co-operation between Japan and Finland as far back as the late 1980’s. Later (1991) the geographical scope of these conferences expanded to cover all of Europe as well as countries outside Europe other than Japan.

The EJC conferences constitute a world-wide research forum for the exchange of scientific results and experiences achieved in computer science and other related disciplines using innovative methods and progressive approaches. In this way a platform has been established drawing together researches as well as practitioners dealing with information modelling and knowledge bases. Thus the main topics of the EJC conferences target the variety of themes in the domain of information modelling, conceptual analysis, design and specification of information systems, ontologies, software engineering, knowledge and process management, data and knowledge bases. We also aim at applying new progressive theories. To this end much attention is being paid also to theoretical disciplines including cognitive science, artificial intelligence, logic, linguistics and analytical philosophy.

In order to achieve the EJC targets, an international programme committee selected 13 full papers, 5 short papers, 2 position papers and 8 poster papers in the course of a rigorous reviewing process including 33 submissions. The selected papers cover many areas of information modelling, namely theory of concepts, database semantics, knowledge representation, software engineering, WWW information management, context-based information retrieval, ontological technology, image databases, temporal and spatial databases, document data management, process management, and many others.

The conference would not have been a success without the effort of many people and organizations.

In the Programme Committee, 27 reputable researchers devoted a good deal of effort to the review process in order to select the best papers and create the EJC 2006 programme. We are very grateful to them. Professors Yasushi Kiyoki and Hannu Kangassalo were acting as co-chairs of the programme committee. The VSB-Technical University Ostrava, Czech Republic, promoted the conference in its capacity as organiser, and professor Marie Duží acted as conference leader. Her team took care of various practical aspects necessary for the smooth running of the conference. Professor Hannu Jaakkola and his team took care both of general organizational things necessary for
running the annual conference series and of arranging the conference proceedings in the form of a book to be printed by IOS Press Amsterdam. We gratefully appreciate the efforts of everyone who lent a helping hand.

We are convinced that the conference will prove to be productive and fruitful toward advancing the research and application of information modelling and knowledge bases.
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On Agility of Formal Specification

Tommi MIKKONEN and Risto PITKÄNEN
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Abstract

Agile software development approaches have gained interest by leveraging goals such as small initial investment, incremental development, and rapid feedback. In contrast, application of formal specification methods has typically implied extensive initial investment, relatively fixed requirements on top of which a formalization can be established, and relatively slow feedback due to the effort needed for formal modeling. In this paper, we challenge this view of formal methods, and describe how the agile software development approach can be applied with formal methods. We back the discussion on formal method DisCo, which has been intended as a formalization tool for a programmer rather than for a mathematician. Towards the end of the paper, we also give a small example where agility is demonstrated.

Keywords: Agile software development, formal methods

1 Introduction

Agile approaches to software engineering have been gaining more and more foothold in industrial software engineering by focusing on what is known to work. For instance, it is commonsense that iterations are good, so in agile development one uses iteration in terms of minutes and hours instead of months and years [4]. At the same time, all work that is not directly driving specification, design, or implementation should be minimized, which unleashes the talent of the developers to productive work.

In contrast to agility, formal specification methods have been aiming at a model of a system composed in terms of a formalism before actually building the system. Obviously, this means that engineering effort is invested in the system prior to its actual construction. The claim is that once the model is built, the most difficult problems will be solved in advance, thus enabling faster development once moving to actual software development. In practice, however, constant changes in requirements, which are common, obviously harden the design of a long-living formal model. This in turn further slows down the development. Furthermore, the design of the formal model is often considered slow, cumbersome, and tiring.

In this paper, we consider carrying out a formal analysis, verification, validation, and code generation in the spirit of agile software engineering. In other words, we discuss how to perform rigorous software development while adhering to principles of agility. We also discuss how well such an approach suits already established formalisms such as...
DisCo [24, 14], which uses TLA (Temporal Logic of Actions, [16]) as the underlying logic.

The rest of this paper is structured as follows. Section 2 discusses agility and formal methods in general. The purpose is to identify common incompatibilities of the approaches. Section 3 introduces the DisCo approach, and compares its design drivers with agile software engineering approaches. Section 4 demonstrates the approach with a simple yet real-life example. Then, Section 5 discusses related work, and Section 6 finally concludes the paper.

2 Agility and Formal Methods

In this section, we introduce the principles of agile development, and reflect them against formal methods. Towards the end of the section, we discuss the common properties of formalisms that need reconsideration when aiming at agility.

2.1 Fundamentals of Agile Development

In [4], Beck introduces a list of principles of agile development. The following list includes the statements that imply requirements to tools and methods that are used¹.

- **Small initial investment** — Tight budget forces one to focus on the essentials.
- **Incremental change** — Big changes made all at once just don’t work. Any problem is solved with a series of the smallest changes that make the difference.
- **Concrete experiments** — Every time you make a decision and you don’t test it, there is some probability that the decision is wrong.
- **Rapid feedback** — Psychology teaches that the time between an action and its feedback is critical to learning. Therefore, it is important to get feedback, interpret it, and put the results back to the system.
- **Automate testing** — If testing takes place automatically, humans can preserve their time for more valuable work.
- **Embracing change** — The best strategy is that one preserves the most options while actually solving the most pressing problem.
- **Travel light** — The artifacts one should maintain should be few, simple, and valuable. Furthermore, one should benefit from them in full.

In the following, we discuss these simple principles and reflect them to the properties of commonly used formal methods.

¹In addition to tools and methods, Beck also implies a certain mindset in some of the items that he lists. We have removed such items to focus on technical aspects.
2.2 **Formal Methods and Agility**

Perhaps the most well-established expectation of a formal approach is that it requires a lot of initial investment to use one, which contrasts the principles of agility. In order to achieve anything that can be formally treated, a model of the system (or a part of it) must be composed in terms of a formalism. Often, only after a complete formalisation, one can verify some properties of the model provided that adequate tools and techniques for formal verification are available in the first place.

Many formalisms include a notion of incremental refinement. However, these refinements are based on a common assumption that an abstract description of all the functions is available initially, and it is the purpose of the specification to refine abstract functions into an implementable form. Agile approaches have a different view of incrementality: one should address the different functions of the system, which different increments implement.

In formal methods, concrete experiments may be difficult to compose before a formal model of the system is available. Given only a partial specification, it is possible that some parts of the system are overlooked, which can invalidate the mathematical model. As increments address implementation details of fully specified functions, concrete experiments require the specification of full functionality, i.e., they can only be conducted after the initial investment. Therefore, reasoning takes place at a relatively low level of abstraction, which requires the developer to define the details first before advancing to concrete proofs.

In order to get quality feedback regarding a formal model, type checkers and other similar tools can be used. Furthermore, the use of a theorem prover or model checker is possible, which do produce precise feedback, but again only after the initial investment. Unlike partially-implemented code, a partially-done proof is worthless. There can be no guarantee that the property one is trying to prove actually is provable. Getting feedback from customers or end users is often hard because of the inherent difficulties with reading and understanding mathematical notations.

Change and optionality is something that is not too clearly addressed in commonly used formalisms. The reason is that modularity in formalisms does not directly reflect the principles of modularity needed for change and optionality in programming but plain logic. Therefore, improved facilities are necessary for agile formal modeling in this respect. In practice, this is not so much about what formal methods offer but on scoping of specifications and the methodology that guides the use of a formalism.

Finally, the artifacts of the specification should be light and simple. However, formal models are often overly complex, and it may be hard to determine what the value of different elements is. Partly this is due to the flexibility of mathematical denotations, and partly due to indirect mapping of mathematical constructs to software units that would easily lend themselves for practical software engineering.

2.3 **Improving Agility in Formal Methods**

Based on the above, we consider that one of the most important improvements for formal methods is the introduction of functional rather than traditional refinement based increments. By functional we mean the separation of high-level concerns similarly to e.g. program slices [23] or projections [15], both of which have been considered as power-
ful mechanisms of abstraction. This gives specifications an aspect-oriented flavor [7, 8] in the sense that systems are designed one behavioral concern at a time. Furthermore, mixin layers of Smaragdakis and Batory bear similar characteristics [22]. In essence, we should formally model the problem in an abstract fashion, not its programming-level implementation. This creates a meaning for each increment, as requested in [3]. In fact, specifications could then be composed such that the meaning is defined in terms of an invariant in a declarative fashion, and an operational specification is given to define the actual behavior. Still, the formal meaning of refinement as a transformation that preserves all properties of interest should be retained.

Using such increments requires that we also consider the abstractions of the behavior, changing the focus from programming level to the effect that different atomic operations have in the context of the problem. Each increment then introduces its atomic operations in terms of which the system runs. This liberates the developer from only defining behaviors with more program-level details in them in terms of features, thus creating a basis for meaningful increments in the sense of programming [11].

When increments are available, it is possible to shift the focus to supporting the use of functional increments with tools that enable animation and code generation even for partially described systems in order to test systems as soon as possible. This then gives immediate feedback to developers, and also allows studying of a particular detail of a system in isolation when necessary, resulting in intermediate feedback.

To make formal specification techniques more available to all developers, specifications should be built using relatively simple elements that can be reflected to the construction of software systems rather than plain mathematics. This makes the gap between formal modeling and coding diminish. Together with the appropriate tools, a programmer-friendly formal specification language makes the formal specification workflow essentially similar to programming, which leads to many of the principles of agility becoming adaptable.

Finally, the link between a specification and its implementation should be at least semi-automatic, and establishable after every increment of the specification level. This reduces the need for re-formulating the previously formulated, i.e., writing programming language code whose effects have already been specified using a formal specification language.

3 Agile Elements In DisCo

In this section, we discuss how agile elements have been considered in the design of the DisCo method [24, 14]. Some of the properties are a result of a conscious choice in language design, some others reflect the capability of tool designers, and, in fact, some of the properties have been obtained accidentally.

3.1 Overview of DisCo

DisCo is a state-based formal method that has its formal basis defined in terms of the temporal logic of actions, TLA [16]. All DisCo specifications are composed in terms of classes and joint actions. Classes are instantiated as objects, whose instance variables
constitute state variables. Variables can be of basic types (integer, boolean, state machine), references to objects, or sets or sequences of any of the above.

The level of abstraction is raised above traditional object-oriented design by using so-called joint actions (or simply actions) instead of methods for specifying behavior. Actions are patterns of change for some set of participating objects. Actions are atomic, and they are executed nondeterministically in an interleaving fashion, which allows any execution of a system to be interpreted as a sequence of changes in state variables. In terms of conventional object-oriented specification, actions are much closer to use cases than methods, but they are specified precisely enough to allow formal analysis and execution.

In addition to classes and actions, it is possible to give invariants that formalize the relation between some state variables. Proof techniques of TLA can be used for showing that the invariant holds. On the one hand, this provides an option to compose proofs for some crucial properties of the system. On the other hand, and even more importantly, we consider that it is the invariants that must be used as the basis for selecting the scope for a certain system. In other words, one should first find an invariant that characterizes the properties of the system, and only then continue to compose the rest of the system. This makes invariants as the part of the system that define what has been bound, and the parts that are not fixed by the given invariants can be used for flexibility.

Obviously, as any system of reasonable size contains several slices (or projections) that define a meaningful invariant, one should use a methodology that allows developers to advance in increments. We will next discuss this.

3.2 Methodology

From a practical perspective, the most obvious result of invariant-based development is that in DisCo there is a well-defined purpose for different increments. Provided with the meaning, developers can experiment with different solutions, and, moreover, study an individual design choice in isolation yet in its necessary context, which includes the required assumptions about environment.

The way we have defined increments is that safety properties are always preserved by construction. However, additional considerations are needed for liveness. For practical purposes, this means that whenever increments are added, the underlying increments cannot be broken in the sense that behaviors that were disallowed earlier would now be allowed. However, it is necessary to check that old desired executions remain valid, because new extensions may have introduced additional restrictions on actions.

As a side-effect of the above preservation of properties, one can define parts that can be defined later. This is in line with the open-closed principle of object-oriented development in the sense that already given increments are closed for modifications but open for extension [17]. In other words, the parts that have not been explicitly fixed represent flexibility in different increments. For instance, it is common that in abstract DisCo specifications messages are simply presented by an empty class. Later increments then introduce structure of the message, and even further increments are used for actual contents, thus making the message class “grow” in increments. From the perspective of agile development, this realizes embracing change in the most formal sense; the specifier knows explicitly if a new feature can be implemented on top of an existing collection of increments, or require interventions in the internals of the increments.
3.3 Tool Support

When composing DisCo specifications, a compiler is used for checking specification syntax [2]. The compiler essentially opens the specification hierarchy into a flat form, which is represented using an intermediate language.

The intermediate language can be used for different purposes. The most obvious use is the validation of specification by transforming it again to a form that can be animated. The user can select an action for execution by clicking it with mouse and by selecting suitable participants. It is also possible to run the specification without user intervention, in which case the action to be executed next is chosen arbitrarily. In addition, it is possible to record a sequence of an execution, and rerun that later on. This, however, is sensitive to refinements, because addition of new variables or action participants can cause problems.

The value of animation should not be underestimated. It brings the specification to life even for non-technical and non-formalists. In specification sessions, where domain experts have been observing the animation of a DisCo specification, questions like “What will happen if the other action is executed?” have frequently been asked, even if it the domain expert herself rather than the user of the DisCo tool that should know the answer [18]. We take this as a piece of evidence on the role of animation as a source of immediate feedback even for the customer of the project.

In one sense, the core of a formal model is the proofs it enables. The way we have advocated this is DisCo is to focus on projections that lend themselves for relatively simple proofs. Then, by aggregating the proofs of individual increments, more complex invariants can be achieved. In other words, a purpose for individual increments is supposed in terms of invariants as already discussed [13]. In the scope of DisCo, both model checking [1] and computer-aided proofs [12] have been studied.

In addition to animation and proofs, code generation has been studied. As all-purpose compilation experiments have turned to be overly general for practical purposes, we have adopted an approach where generation is performed for a certain domain. Currently, the most mature approach is TransCo, which is a web environment specific intermediate language for augmenting DisCo specifications with information that enables their transformation into J2EE applications [20].

3.4 Summary

Application of the principles of agile development need not be restricted to the programming level. In fact, most principles are meaningful also in a specification-level context. For example, concrete experiments can be carried out with executable formal specifications as well as with code. Rapid feedback does not have to mean feedback obtained using a working implementation, but any kind of rapid feedback, obtained for example by animating or verifying a model that has been refined with a small increment.

Figure 1 summarizes how DisCo reflects the principles of agility that were listed under 2.1.

One principle usually associated with agile software production is writing unit tests before writing the code (e.g. Beck [4]). Because development phases that precede programming are very light or nonexistent, unit tests can actually be seen as substitutes for a rigorous specification. The problem with such an approach is that the “specification” depends heavily on implementation-level constructs, and often has to be formulated in te-
<table>
<thead>
<tr>
<th>Agility principle</th>
<th>How it is reflected in DisCo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small initial investment</td>
<td>Start with an abstract specification and refine it gradually.</td>
</tr>
<tr>
<td>Incremental change</td>
<td>Superposition, compile and animate new specification.</td>
</tr>
<tr>
<td>Concrete experiments</td>
<td>Animation. Use the UI generated by TransCo compiler.</td>
</tr>
<tr>
<td>Rapid feedback</td>
<td>Show animations to stakeholders, demonstrate using generated UI. Prove properties early.</td>
</tr>
<tr>
<td>Automate testing</td>
<td>Verify using theorem proving and model checking. Re-run saved animation scenarios.</td>
</tr>
<tr>
<td>Embracing change</td>
<td>Non-determinism as flexibility. Refactor specifications based on experiments and feedback.</td>
</tr>
<tr>
<td>Travel light</td>
<td>Small set of basic language constructs, simple to learn and use. No implementation-level details too early.</td>
</tr>
</tbody>
</table>

Figure 1: Agility principles and DisCo

dious detail using a programming language. When applying a formal method in an agile manner, a real high-level specification is constructed, and provided that appropriate tools exist, the production of unit tests could perhaps be automatized based on the specification.

4 Case: Web Shop

We shall illustrate how agility and formal methods mix by developing a web shop example using DisCo.

4.1 Overview

A characteristic feature of DisCo is that writing a specification is much like writing program code: syntax and workflow are very similar. The DisCo compiler can be used for static checking of syntax and types, and to produce an executable version that can be animated in the DisCo Animator. Layerwise organization of specifications allows working with small increments while keeping the specification consistent and executable.

We intend to build the specification using the layer structure in Figure 2. We will first define the basic lifecycle of shopping carts (layer cart), then specify how they are used in layer shopping, and then combine the shopping specification with the handling of customers (layer customers), adding more details on how orders are created, in layer shipping. In the spirit of agile methods, one would normally not plan such a layer structure ahead very precisely, but just proceed to write the specification and refactor as needed. This is indeed what we have actually done here as well; the layer diagram is presented only to aid the reader in following what is to come.
4.2 Shopping Carts

The web shop is a shopping cart based application. Carts are created, used, and finally removed. A timeout is specified: a cart is to be removed if it isn’t used for a while. The following DisCo layer formalizes this behavior:

```plaintext
layer cart is

We need a constant representing the time period after which an unused shopping cart will be removed:

constant TIMEOUT: time;

Class Cart represents the shopping cart itself. At this level of abstraction, it only contains two time variables that are used for formulating real-time requirements:

```plaintext
dynamic class Cart is
  remove_dl: time;
  last_used_at: time;
end;
```

```plaintext
assert timeout honored is
  \forall c: Cart :: Omega <= c.last_used_at + TIMEOUT;
```

Assertion often used to explicitly formulate intended invariants, but as DisCo specifications are operational, ultimately they are to be honored by the actions. In this case we express using assertion timeout honored that a cart may never exist that has not been used during the period specified by the constant TIMEOUT:

```plaintext
The timeout behavior is implemented inside actions using the operational real-time constructs of DisCo. There is a real-valued global clock \( \Omega \) and an implicit parameter now that is passed to each action. The value of now is nondeterministically set to some value \( \Omega \leq now \leq \min(\Delta) \), where \( \Delta \) is a global multiset of deadlines that can be manipulated by deadline set and reset statements. The value of now is implicitly assigned as the new value of \( \Omega \) in the action, but now direct manipulation of now or \( \Omega \) is allowed. This results in a real time execution semantics where time grows monotonically in actions, but can never proceed beyond the minimum deadline in set \( \Delta \).

Actions create_cart, use_cart and remove_cart set and reset the deadline and the last_used_at variable appropriately:

```plaintext
action create_cart(new c: Cart) is
  when true do
    c.remove_dl @ TIMEOUT
clast_used_at := now;
end;
```

2Referring to \( \Omega \) explicitly in actions is prohibited (but it can be used in assertions).
In addition to a list of participants and parameters, an action comprises a guard expression (beginning with when), and a body that is essentially a parallel multiple assignment. An action is enabled whenever a combination of participants and parameters can be found such that the guard evaluates to true. Any enabled action can be executed.

The semantics of a deadline set statement of the form time_variable @ deadline is that a new deadline valued now + deadline is added to the global set of deadlines and recorded in variable time_variable. A deadline reset statement is of the form time_variable @ and it removes from a deadline recorded in time_variable.

This abstract specification is a complete, checkable and executable entity as such. It can be compiled and animated in the DisCo Animator (Figure 3), and its safety properties could be verified, while superposition rules would guarantee their preservation in refinements. Thus, we will never have to prove again the property formulated by assertion timeout_honored if we prove it for layer cart.

### 4.3 Shopping

Layer shopping superposes new functionality onto the previous layer. This is indicated using the import directive. In addition, a constant that will be required later is defined in the following fragment:

```plaintext
layer shopping is
    import cart;
    constant HANDLE_ORDER_BY: time;
end;
```

The layer adds class Item, specified here as an empty, non-dynamic class to simplify the specification. This means that the specification just assumes a set of distinct Item objects, whose structure or number is not known. Furthermore, a reference type and a set type for Items are needed:

```plaintext
class Item is
end;
```

```plaintext
type ItemRef is reference Item;
type ItemSet is set ItemRef;
end;
```

Class Cart is extended by a set items of Item references. The layer also adds class Order that is very similar to the refined Cart.

```plaintext
extend Cart by
    items: ItemSet;
end;
```

```plaintext
dynamic class Order is
    items: ItemSet;
    handle dl: time;
    created at: time;
end;
```
Figure 3: Animating layer cart.
Assertion orders_handled_in_time formulates a property for orders that is analogous to assertion timeout_honored for shopping carts:

\[
\text{assert orders\_handled\_in\_time is } \forall o: \text{Order} :: \\
\text{Omega } \prec o.\text{created}at + \text{HANDLE\_ORDER}\_BY;
\]

Actions add_to_cart and and remove_from_cart are refinements of use_cart:

refined add_to_cart(item: Item; cart: Cart) of use_cart(cart) is
when ... item not in cart.items do
... cart.items := cart.items + \{item\};
end;

refined remove_from_cart(item: Item; cart: Cart) of use_cart(cart) is
when ... item in cart.items do
... cart.items := cart.items − \{item\};
end;

In DisCo the ellipsis refers to the corresponding part of the refined action, i.e. both refined versions also have the effects of the base action.

Action order is a refinement of remove_cart that copies the contents of the cart to a new Order object and sets a deadline for handling the order. Action cart_timeout refines remove_cart in such a way that an actual timeout will take place exactly when the timeout period has passed:

refined order(new o: Order; c: Cart) of remove_cart(c) is
when ... do
... o.items := c.items ||
... c.items := \{\} ||
... o.handle_dl @ || \text{HANDLE\_ORDER}\_BY ||
... o.created_at := now;
end;

refined cart_timeout(c: Cart) of remove_cart(c) is
when ... now = c.remove_dl do
... end;

At this level of abstraction, handle_order just removes the deadline set for handling this order and deletes the order.

action handle_order(o: Order) is
when true do
... o.handle_dl @ || delete o;
end;
end;

This concludes the shopping layer.

4.4 Rest of the Specification

We only give a short verbal description of the rest of the specification. Layer customers is independent of the above layers. It defines creating, removing and altering objects that represent entries in the customer database of our web shop. Layer shipping combines the independent specification branches, most notably requiring customers to participate in placing orders. There are two refinements of the ordering action, one of which is also a refinement of the customer creation action, thus effectively specifying a use case where a new customer places an order, at the same time registering in the web shop system. The other ordering action represents a use case where a returning customer places an order.
4.5 **TransCo**

At the specification level, DisCo can be used much like a programming language is used at the implementation level. The workflow and tools are quite similar, with the addition of facilities for formal verification. However, to form a complete agile development cycle, some systematic means of deriving an implementation of a DisCo specification is required. Such a means has been described in [20, 21]: the TransCo language.

TransCo is an extension of DisCo that allows refining a specification to a form that can be easily compiled to an actual implementation in a particular domain. As discussed in [19], elements of a particular architectural style have been embedded in the TransCo language, which allows a straightforward mapping to an implementation utilizing some of the current technologies for implementing business logic of enterprise systems. There is a prototype compiler that can produce Enterprise JavaBeans code from TransCo.

TransCo is used for partitioning a DisCo specification into components with well-defined interfaces, augmenting classes and actions with information about object lookups, control flow, and other issues not specified at the DisCo level.

An example component created based on our web shop specification is the following:

```plaintext
component cart_management of shipping is
    constant TIMEOUT: integer := 30;

class implementation Item is
    primary attribute number: integer;
end;

type ItemSet is set Item;

class implementation Cart is
    primary attribute id: integer;
    attribute items: ItemSet;
end;

interface default is
    transaction create_cart() : Cart
        of shipping.create_cart(c)
        is
            schedule cart_timeout(c) at TIMEOUT;
            return c;
        end;

    transaction add_to_cart(item: Item; cart: Cart)
        of shipping.add_to_cart(item, cart)
        is
            when item not in cart.items:
                cart.items := cart.items + {item};
            reschedule cart_timeout(cart) at TIMEOUT;
        end;

    transaction remove_from_cart(item: Item; cart: Cart)
        of shipping.remove_from_cart(item, cart)
        is
            when item in cart.items:
                cart.items := cart.items - {item};
            reschedule cart_timeout(cart) at TIMEOUT;
        end default;

    transaction cart_timeout(c: Cart)
        of cart_timeout(c)
        is
            c.items := {};
            delete c;
        end;
end;
```
Without getting into the details we observe that the actions are implemented using transactions (hence the name TransCo for “Transactional Components”), and timeouts are implemented using scheduling statements. There are many other facilities of TransCo that are not illustrated by this example, related e.g. to looking up objects in a database-query-like manner. In short, TransCo reflects the facilities provided by enterprise computing business logic tier technologies such as EJB, Microsoft COM+, and CORBA Component Model.

While a TransCo refinement of a DisCo model is quite verbose and often roughly as long as the original specification, it adds somewhat less information than it seems to. The verbosity is mainly due to the rudimentary tools available at this time; the TransCo compiler cannot deduce details based on the original DisCo specification, but everything has to be repeated and rephrased. An interactive tool could perhaps remove the need for an explicit TransCo-like language altogether; the supplementary information could be given interactively to a code generator that would produce an implementation directly from a DisCo model.

### 4.6 Generating an Implementation

The TransCo compiler, described in [20], is able to generate an EJB implementation, database-related scripts, and a simple form-based web interface. Agility is thus preserved, as a rudimentary form of a complete application is generated from the specification of just the business logic part, allowing developers to experiment with the implementation right away.

### 5 Related Work

Agile practices in conjunction with formal methods do not seem to have been the subject of much research. Eleftherakis and Cowling [6] describe XFun, an agile formal development methodology that adopts the Unified Process [10]. They mention automatic animation and discuss change management, but they do not reflect their method against agility principles explicitly. Unlike DisCo, the approach is based on a traditional system decomposition and does not as such support functional increments.

Berner et al. [5] discuss XFM, an extreme formal method for capturing and verifying a formal model based on requirements stated in a natural language. Their method is essentially to incrementally build the formal model, building a model for one property at a time, and model checking for the property and all previously incorporated properties. They use finite automata for modeling and linear time temporal logic for expressing properties. The modeling language does not directly support incrementality, but incrementality is more of a property of the process associated with XFM.

### 6 Discussion

We conclude that existing formal methods can be used in an agile fashion. We however argue that agility is not that much about the properties of formal methods as such but on
the methodology that guides their use that should be agile. In the scope of DisCo, the
following properties proved themselves essential:

- Simple enough mechanism for composing formal specifications.
- Modularity that enables structuring of the problem, not its solution.
- Tools for animation and analysis of increments that have been composed.
- Tools for code generation to enable a rapid overall development cycle.

Early industrial feedback on using the approach is in line with our conclusions [9].
Animation is praised as the best part of the approach, but, on the other hand, it would
get overly complex without the ability to restrict the scope of individual specifications
with layers. Furthermore, the fact that animation provides feedback as soon as the sys-
tem is completed is an important factor. At the time of conducting the industrial study,
no support for automatic code generation was available, and in any case the domain of
the experiment would have been different. Hence, no results are available on its actual
importance.

To conclude, the identified items that are important for agile formal modeling are not
DisCo specific, but can be met with several formal methods, assuming that associated de-
velopment facilities are provided. Therefore, the problem is not to introduce agile formal
methods, but to teach ourselves to use those that already exist in an agile fashion, together
with associated tools.
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Abstract. With development of knowledge bases (KB) there appeared expert systems that use KBs to support them in decision making process. Decision Support Systems, that are the subject of the paper, communicate with knowledge bases by populating them with known facts and receiving newly inferred knowledge. However there exist situations when a DSS receives ambiguous response from knowledge base and needs to know what additional information is missing and is required to give a precise response. The paper focuses on a communication between a DSS and a knowledge base especially in the scope of getting the missing information. The special type of inference performed over a Description Logics ontology to solve the problem, the corresponding query and implementation issues are described.

Introduction

While the computer science and related technologies develop and become more popular, computers are entering our everyday live. We use intelligent cooks, dishwashers and washing machines. Even such a thing as a mobile phone has a small computer inside. But there is also another domain where computers help (or try to help) people. There are emerging so-called expert systems which are designed to act as an automated expert in specified domain: basing on some rules embedded they “know” how to control other systems. An example of such a system can be an ABS system in our cars. There also exist a special kind of expert system – Decision Support System. Some of them also use a Knowledge Base for inferring new knowledge from known facts.

The authors of this paper personally experienced that communication of a Decision Support System with a Knowledge Base can be a very complicated and sometimes confusing task, especially in large software systems. This paper tries to summarize their experience gained in the course of development of PIPS project [1], [2]. PIPS (Personal Information Platform for life and Heath Services, www.pips.eu.org) is a 6th European Union Framework Programme integrated project whose main goal is to create a Web infrastructure to support health care and promote healthy life style among European communities. The heart of PIPS are two activities related to development of the

* Work partially sponsored by the 6. Framework Programme of European Union, Contract No. IST-507019-PIPS
“intelligent” part of PIPS that consists of the Decision Support Subsystem (DSS) and the Knowledge Management Subsystem (KMS).

In this paper, we concentrate on the Knowledge Management Subsystem of PIPS and communication issues of DSS active components (agents) with KMS. The reason for that is that the authors of this paper were assigned a task of design and development of KMS that should: (1) deliver trustworthy and dependable knowledge base covering broad range of knowledge on health and healthy lifestyle, (2) offer an efficient, scalable, flexible, distributed platform for managing knowledge base and ontologies, (3) be compliant with the Semantic Web [3] emerging standards.

The paper is organized as follows: In the first section we describe the motivation – the problems in gathering knowledge from KMS by DSS agents. The second section presents the solution we developed to overcome the problems introduced in the previous section. The implementation of proposed solution is described in Section 3. That section also provides a brief introduction to Knowledge Cartography algorithm [4] [5] – a new algorithm for reasoning over Description Logics (DL) ontologies [6]. In Section 4 we present the related work. Section 5 concludes the paper.

1. Motivations

Basics assumptions and background that are behind the both subsystems of PIPS (KMS and DSS) have been addressed in [1]. To summarize briefly: DSS consists of a set of agents that are responsible for interaction with users (doctors, patient, or other citizens), and a database that contains, among others, information about patients (clinical records) in the form of so-called virtual egos. To fulfill the users’ demands or queries, or to react on some events concerning patients reported by tele-medicine devices, some DSS agents (called Knowledge Discovery Agents, KDAs) communicate with the PIPS Knowledge Base (KB) managed by the KMS. In the Knowledge Base, the KMS stores relevant knowledge in the form of ontologies [7], general ones or dedicated to PIPS. An essential part of the KMS is the KaSeA System that is able to perform reasoning over the ontologies to infer new knowledge from stored facts and axioms. The knowledge is sent from KaSeA to the KDAs on demand, through a specialized interface and is further used by DSS to take appropriate decisions.

The problem we encountered during development of the KMS was that DSS agents were not able to obtain from KMS information they needed because of the ambiguous responses obtained from KMS. To be more precise, agents were not able to formulate questions because they did not know what additional information is required by knowledge base to specify a precise response. The scenario of the problem is depicted in Figure 1.

![Fig. 1. The problem of communication between DSS and KMS. DSS does not know what additional information is required for KMS to give a precise response.](image)
On the left hand side there are DSS agents and on the right hand side there is KMS. DSS agents communicate with KMS to obtain information they need. Let us take a medical example from the figure. There exist two possible types of therapy: conservative and surgical. Moreover, in some situations the patient may require instant surgical therapy (i.e. immediate operation). Suppose that DSS wants to know, whether John Smith is a patient to instant operation. Firstly, it tells KMS that John Smith is a patient. Another information passed to KMS is that the examination of computer tomography indicated subdural haematoma. Then DSS asks the question. The KMS tries to answer the given question basing on the information it gathered from DSS and the medical knowledge described in an appropriate ontology. Unfortunately, the information it received from DSS is insufficient to unambiguously state whether John Smith requires instant operation, so such response is returned to DSS. The problem is that DSS may not know what additional information is required for KMS to give the needed, precise response. The essence of the problem is that KMS knows what information it needs, but the DSS does not know this information and how to ask for it. A way of solving this problem is described in the following sections.

2. The solution

These motivations led us to the development of new DIG [8] queries realized as DIGUT [9] queries. Section 2.1 presents the queries developed especially to meet requirements put by DSS Agents, needed in the above described decision making process. When the queries were designed and implemented, the other partner of PIPS project: San Raffaele del Monte Tabor Foundation has developed a top level ontology especially designed to support decision making processes. This framework was slightly modified and extended and is presented in Section 2.2. Section 2.3 presents the brain injuries ontology based on the top level ontology. Section 2.4 presents the concrete application of the new DIGUT queries and the presented framework in the scenario of decision making process in the diagnosis of brain injuries.

2.1 New DIGUT queries in the decision making process

In the decision making process there is a set of queries which are useful. Most of them are typical queries appearing in almost every application of KB, like queries about subsumption, queries about instances and so on. However, it turned out that in this kind of applications these queries are not sufficient. Thus a new kind of query, named NeedKnow query has been designed. The NeedKnow query allows to ask a KB what additional information is needed to infer some given facts. By means of a NeedKnow query, a user asks for a list of concepts \( C \) such that providing the KB with a set of assertions of the form \( \exists R.C(x) \), where \( R \) is a given role expression and \( x \) is a given individual expression, would allow the KB to state that \( D(x) \) holds, where \( D \) is a given concept expression. In the DIGUT interface such a query looks as follows:

```xml
<needKnow id=subqueryID>
    IndividualExpression
    ConceptExpression
    RoleExpression
</needKnow>
```

The next sections show the practical appliance of the NeedKnow query.
2.2 The top level ontology

The main assumption of the top level ontology is to enable making some pieces of advice concerning a patient on the basis of some evidences that are pieces of information that may be relevant in the process of decision making. To achieve this goal four concepts were designed in the top level ontology: Evidence, Patient, State, and Advice. The relations between these concepts are depicted in Figure 2. In the process of decision making, some evidences are related to patients. On the basis of these evidences the state of a patient is established. The advice given by the Knowledge Base depends on the state which the patient is in. Moreover, the top level ontology defines the way of gathering evidences with the use of a concept InvestigationTool. In the presented top level ontology, two kinds of investigation tools were identified: questions and examinations. Examinations have results and questions have answers. The part of the top level ontology modeling the way of gathering evidences is presented in Figure 3.

![Fig. 2. Evidence, Patient, State and Advice concepts in the top level ontology](image1)

![Fig. 3. Concepts for top level ontology responsible for defining the way of gathering evidences](image2)

2.3 Brain Injuries ontology

In the Brain Injuries ontology decision process focuses on defining the most suitable therapy for the patient with a brain injury. The possible therapies were identified as conservative, surgical and instant surgical ones (see Fig. 4).

![Fig. 4. Advice concept for Brain Injuries ontology](image3)

![Fig. 5. State concept for Brain Injuries ontology](image4)
Other parts of Brain Injuries ontology presented in this section are shown in fragments. Only these parts of Brain Injuries ontology that are necessary to show the idea of building the ontology conforming to the presented framework and that are necessary to build the scenario are here discussed. The entire Brain Injuries ontology is available in DIGUT at [10] and OWL at [11]. We show how the rest of the top level ontology concepts are modeled in the Brain Injuries ontology. Figure 5 presents the State concept. Our special interest encompasses BrainState concept which describes the state of brain of a patient injured. The two important subconcepts of BrainHaematoma, subsumed by BrainState, are also identified, these are SubduralHaematoma and CriticalDisplacementWithRespectToMidlineState. Figure 6 presents Patient concept. The hierarchy of the Patient concept is very similar to that defined for the State concept. Intuitively, PatientWithBrainHaematoma is a patient who has brain haematoma, PatientWithSubduralHaematoma is a patient who has subdural haematoma, and so on. The last of the four previously defined concepts is the Evidence concept. In Figure 7 two kinds of evidence are depicted: the evidence that the patient has subdural haematoma and the evidence that the patient has critical displacement with respect to midline.

The last two concepts defined in the top level ontology, which are necessary to present the scenario, are Examination and ExaminationResult. Within the Examination concept there is defined only one subconcept: ExaminationOfCT denoting computer tomography of head (see Fig. 8). The structure of examination results is presented in Figure 9.
Having defined the structure of Brain Injuries ontology, we can add axioms that are definition of complex concepts. First of all, State must be related to Advice and Patient. This relation is shown for the **SubduralHaematomaWithCriticalDisplacementState** concept. This concept, named in the following axioms as $A$, is defined as:

\[ A \sqsubseteq \exists \text{hasAdvice.InstantSurgicalTherapyAdvice} \]  
\[ A \equiv \exists \text{isStateOf}(\text{PatientWithSubduralHaematoma} \sqcap \text{PatientWithCriticalDisplacementWithRespectToMidline}) \]

These two axioms state that the patient who has subdural haematoma and critical displacement with respect to midline should have instant surgical therapy. The other problem is to define **PatientWithSubduralHaematoma**, named as $P_1$, and **PatientWithCriticalDisplacementWithRespectToMidline**, named as $P_2$.

\[ P_1 \equiv \exists \text{hasEvidence.SubduralHaematomaEvidence} \]  
\[ P_2 \equiv \exists \text{hasEvidence.CriticalDisplacementWithRespectToMidline} \]

In the last step we define how the appropriate evidences (**SubduralHaematomaEvidence**, named as $E_1$, and **CriticalDisplacementWithRespectToMidline**, named as $E_2$) can be gathered.

\[ E_1 \equiv \exists \text{isInvestigatedBy}(\exists \text{hasResult.CTBrainSubduralHaematomaResult}) \]  
\[ E_2 \equiv \exists \text{isInvestigatedBy}.(\text{CriticalResultOfDisplacementWithRespectToMidline}) \]

2.4 Decision making process for diagnosis of brain injuries

The goal of the decision process for Brain Injury ontology is to find answer to the question: “Is the patient in the state requiring an instant surgical therapy, a surgical therapy or a conservative therapy?”. The presented decision process focuses on the question if the patient requires instant surgical therapy. To ask this query it is necessary to define concept **PatientRequiringInstantSurgicalTherapy**. It is named $P$ and defined as follows:

\[ P \equiv \exists \text{hasState}(\exists \text{hasAdvice.InstantSurgicalTherapyAdvice}) \]

Having defined $P$, in the query a user can ask if the patient is an instance of $P$ (the instanceOf query in DIGUT). Obviously, the analogical query can be asked for the surgical therapy and the conservative therapy.

Let us assume that there is a patient John Smith. We load to the KB all available information conforming to Brain Injuries ontology. These are:

\[ \text{Patient}(\text{JohnSmith}) \]  
\[ \text{Evidence}(\text{CTEvidenceOfJS}) \]  
\[ \text{hasEvidence}(\text{JohnSmith, CTEvidenceOfJS}) \]  
\[ \text{Examination}(\text{CTExaminationOfJS}) \]  
\[ \text{isInvestigatedBy}(\text{CTEvidenceOfJS, CTExaminationOfJS}) \]  
\[ \text{State}(\text{StateOfJS}) \]  
\[ \text{isStateOf}(\text{StateOfJS, JohnSmith}) \]
After inserting these assertions to the KB, everything what can be said about John Smith is the fact that he is a patient, has some state and evidence. Moreover, the evidence is investigated by the examination of computer tomography of head. However, the result of this examination is not known. After some time the result of computer tomography is known and provided. The result indicates that John Smith has subdural haematoma.

\[ \text{hasResult(} \text{CTExaminationOfJS, indCTBrainSubduralHaematomaResult)} \] (9)

where indCTBrainSubduralHaematomaResult is an instance of CTBrainSubduralHaematomaResult.

Now, the healthcare professional asks if John Smith should have the instant surgical therapy. The process of inference carried out by the KB is as follows:

- On the basis of (5) the KB knows that CTEvidenceOfJS is an instance of a SubduralHaematomaEvidence.
- On the basis of (3) the KB also knows that John Smith is a PatientWithSubduralHaematoma.

However, it is not possible to unambiguously state that John Smith should have the instant surgical therapy because it is not possible to state whether John Smith has critical displacement with respect to midline. At this moment the only answer which KB can provide to the doctor is “maybe” (meaning: “don’t know”, or “I cannot prove anything”). In such a situation the doctor wants to ask KB what else is needed to unambiguously state that the instant surgical therapy is needed for John Smith. And a tool allowing to do that is the NeedKnow query, introduced in Sec. 2.1. In this context, a NeedKnow query enables the doctor to ask about a list of concepts G such that providing the KB with a set of assertions of the form \( \exists \text{hasEvidence}.G(JohnSmith) \) would allow the KB to state that:

\[ \exists \text{hasState}(, \exists \text{hasAdvice.InstantSurgicalTherapyAdvice })(JohnSmith). \]

This query formulated in DIGUT looks as follows:

```xml
<xml version="1.0">
<aske
xmlns="http://kio.pg.gda.pl/digut/2.1/lang"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
urn:uuid:30FA248A-7621-B5C1-4567-76545AB73FF1"
><NeedKnow id="1"
<individual name="JohnSmith"/>
<some>
<ratom name="hasState"/>
<some>
<ratom name="hasAdvice"/>
<ratom name="InstantSurgicalTherapyAdvice"/>
</some>
</some>
<ratom name="hasEvidence"/>
</NeedKnow>
</aske>
```

The answer to this query is that the evidence indicating that John Smith has critical displacement with respect to midline is needed to unambiguously state that John Smith requires the instant surgical therapy. Obviously, the answer is intuitively correct, because
from (2) we know that when John Smith requires instant surgical operation he must be a
patient with critical displacement with respect to midline. On the other hand we also know
(from (4)) that a patient has critical displacement with respect to midline if there exists an
evidence indicating this fact. The answer to the above NeedKnow query in DIGUT is:

The process of gaining additional information can be continued. It can be asked a
consequent NeedKnow query about how to obtain the evidence indicating that John Smith
has critical displacement with respect to midline. In that way the doctor can be informed
also about facts needed to infer some other knowledge about the state of John Smith.

3. Implementation

In order to fulfill the needs of the scenario presented above, we have implemented
NeedKnow query that extends the standard DIG interface in our reasoner called KaSeA. To
delve into the implementation details of queries execution, we firstly have to get acquainted
with the internal knowledge representation scheme exploited by KaSeA (in Section 3.1), as
it is essential for the procedure of processing the query (in Section 3.2).

3.1 Cartographic knowledge representation in KaSeA

The scheme of internal knowledge representation in KaSeA (Knowledge Signature
Analyzer) is based on the idea of Knowledge Cartography [4] [5]. Knowledge Cartography
takes its name after a notion of “a map of concepts”. A map of concepts is basically a
(graphical and symbolic) description of relationships that hold among concepts in a
terminology. The map is created during a knowledge base creation. The map of concepts
can be graphically represented as a Venn diagram (see Fig. 10). Each atomic area of the
map (i.e. an area that does not contain any other area; called henceforth a region) represents
a single valid intersection of concepts (i.e. an intersection that is satisfiable with respect to a
given terminology). Unsatisfiable regions (i.e. not allowed by terminological axioms) are
excluded from the map (as in Figure 10b, where two additional axioms excluded four
regions from the map).

Because any area in the map consists of some number of regions, any area can be
represented by a string (array) of binary digits (bits) of length \( n \) (where \( n \) is the number of
regions in the map) with “1”s at positions corresponding to contained regions and “0”s
elsewhere. According to this rule, a concept \( C \) from a terminology placed in the map is
assigned a signature \( \sigma(C) \) being a string of bits representing the area covered by the concept
in the map. In the map of concepts there are placed atomic concepts (i.e. not defined by
means of other concepts) and those concepts of the form \( \exists R.C \) that are explicitly used in
the terminology (this assumption is important for the further discussion).

And concepts of the form \( \forall R.C \) after conversion to the equivalent form of \( \neg \exists R. \neg C \).
Signatures of complex concepts constructed by means of intersection, union and complement operators can be derived by performing boolean operations (AND, OR and NOT, denoted by $\land, \lor, \neg$) over elements of the array. Signatures for intersections can be calculated as follows $s_i(C \cap D) = s_i(C) \land s_i(D)$ (where $s_i$ denotes the $i$-th element of an array; the whole operation can be denoted briefly as $s(C \cap D) = s(C) \land s(D)$). Signatures for unions and complements are calculated respectively as $s_i(C \cup D) = s_i(C) \lor s_i(D)$ (i.e. $s(C \cup D) = s(C) \lor s(D)$) and as $s_i(\neg C) = \neg s_i(C)$ (i.e. $s(\neg C) = \neg s(C)$) (see Fig. 10 for an example of a signature of a union). This gives us a potential of calculating signature of any $\text{ALC}$ concept explicitly specified in the terminology.

This shift from a field of symbolic concepts to a field of signatures gives us flexibility of performing operations that might be complicated to carry out in symbolic domain. For example, the subsumption problem (Is a concept $C$ subsumed by a concept $D$?) can be expressed as a simple comparison of signatures to check whether the signature of $C$ does not contain “1” in any position in which the signature of $D$ contains “0” (such comparison we denote as $s(C) \leq s(D)$).

Analogical techniques as for TBox can be applied to reasoning over individuals. We assign each individual $a$ the signature of the most specific concept the individual is an instance of. We denote this concept as $C_a$. Actually, this concept need not be defined explicitly in TBox; the signature for this concept is built dynamically when new assertions are added to ABox (e.g. handling of $D(a)$ assertion triggers the operation $s(C_a) := s(C_a) \land s(D)$). In this way we can reduce all ABox reasoning problems to TBox reasoning problems, which in turn can be solved by operations on signatures. For example, checking if an individual $a$ is an instance of a concept $C$ is reduced to checking whether $C_a$ is subsumed by $C$.

### 3.2 Implementation of NeedKnow query in KaSeA

The problem of execution NeedKnow query may be defined in terms of operations on signatures as follows. Given an individual $a$, a concept $D$, and a role $R$, find a set $G$ whose
elements are sets $G_1, G_2, \ldots$, where each $G_i$ is of the form $\{\exists R. C_1, \exists R. C_2, \ldots\}$ and satisfies the following conditions:

$$s(C_a) \land s(\exists R. C_1) \land s(\exists R. C_2) \land \ldots \leq s(D) \text{ for any } \exists R. C_j \in G_i$$ (10)

$$s(C_a) \land s(\exists R. C_1) \land s(\exists R. C_2) \land \ldots \neq \{0\}^n \text{ for any } \exists R. C_j \in G_i, \quad \text{ (n is the size of signature)}$$ (11)

An example of the problem has been illustrated in Figure 11. It can be noticed that intersecting $C_a = \top$ with $\exists \text{hasEvidence}. C_1 \sqcap \exists \text{hasEvidence}. C_2$ would give us the desired result (i.e. region No 4), while intersecting $C_a$ with $\exists \text{hasEvidence}. C_3$ would still be not enough to state that $a$ is a member of $D$ (as it would give two regions: No 6 and No 7).

The algorithm of finding specific sets $G_i$ has been implemented as follows. Let us recall that only those concepts of the form $\exists R. C$ that are explicitly specified in the terminology are placed in the map of concepts. KaSeA maintains a set of such concepts for each role (we denote such a set for role $R$ as $E^R$). The task is then to search $\mathcal{P}(E^R)$ – the powerset of $E^R$ – to find the sets $G_i$ satisfying the conditions (10) and (11).

To perform search over the powerset we exploit the same scheme that has been used in the Apriori algorithm [12]. In the first step, we create a set of candidates $S_1$ containing single concepts of type $\exists R. C$. If any of the concepts of type $\exists R. C$ constitutes a set that satisfies the condition (10), the appropriate set $G_i$ is generated (containing only the concept $\exists R. C$) to be included in the answer and the concept $\exists R. C$ is removed from the set of candidates. We also remove $\exists R. C$ from the set if $s(C_a) \land s(\exists R. C_1) = \{0\}^n$. After these actions we build a set $S_2$ of pairs of concepts $(\exists R. C_1, \exists R. C_2)$, generated on the basis of the remaining part of the set $S_1$. In general, each set $S_n$ consists of $m$-tuples and is built on the basis of $S_{n-1}$ in the way that $m$-tuple $t$ is included in $S_n$ only if all $(m-1)$-tuples constructed by elimination of one element from $t$ are included in $S_{n-1}$. After building a set for each $t = (\exists R. C_1, \exists R. C_2, \ldots, \exists R. C_m)$ contained in $S_n$ we repeat the following checking procedure. If the set $\{\exists R. C_1, \exists R. C_2, \ldots, \exists R. C_m\}$ satisfies the condition (10), we build the set $G_i = \{\exists R. C_1, \exists R. C_2, \ldots, \exists R. C_m\}$ to include it in the answer and remove $t$ from the $S_n$. We

Fig. 11. An example of a map of concepts on which NeedKnow query can be executed

\[2\] For the conditions to be valid we have to assume that $D$ is in form which allows for signature calculation, i.e. is in $\mathcal{S}LC$ but exploits only those concepts $\exists R. C$ which are placed in the map.
also remove \( t \) from the set if \( s(C_n) \land s(\exists R.C_1) \land \ldots \land s(\exists R.C_m) = \{0\}^n \). The cycle of building and checking the next set is repeated until we reach such \( m \) that each \( S_m \) is empty. The presented scheme proved itself efficient enough to be used in practice. The query has been exploited in the described scenario allowing DSS to obtain information that is needed to make a relevant decision.

4. Related work

The problems similar to the described above have appeared in many publications. In [13] (and then in [14]) a non-standard inference named “matching problem” is discussed. The form of the matching problem is

\[ C \equiv D \]

where \( C \) is a concept description and \( D \) is a concept pattern. A concept pattern is a concept description containing variables. The solution (matcher) of the problem is a substitution \( \sigma \) such that all variables in a pattern are mapped by concept descriptions without variables: \( C \equiv \sigma(D) \).

For example, if:

\[
C \equiv \exists \text{hasChild}.(\text{Tall} \land \text{Male}) \land \exists \text{hasChild}.(\text{Tall} \land \text{Female}) \\
D \equiv \exists \text{hasChild}.(\text{Male} \land X) \land \exists \text{hasChild}.(\text{Female} \land X)
\]

where \( X \) is a concept variable, the proper substitution is

\[
\sigma = \{X \mapsto \text{Tall}\}
\]

This form of matching is called matching modulo equivalence. The second form, introduced by Borgida and McGuinness [6], matching modulo subsumption is defined as:

\[ C \sqsubseteq D \]

where \( C \) is a concept description and \( D \) is a concept pattern. The substitution for this type of matching is \( \sigma \) such that \( C \sqsubseteq \sigma(D) \).

The query NeedKnow is intended for slightly different, specific usage. If we use an idea of concept variables to describe the problem it solves, it would be of the form:

\[ D \sqsubseteq C \]

where \( C \) is the given concept expression and \( D \) is a pattern with the predetermined structure \( C_1 \land X(R) \). In this structure \( C_1 \) is the most specific concept of the given individual. \( X(R) \) is a variable for which the proper substitutions are of the form \( \exists R.K_1 \land \exists R.K_2 \land \ldots \land \exists R.K_n \), where \( R \) represents a given role and \( K_i \) is a concept (or a concrete-domain) for which the constructor of the form \( \exists R.K_i \) has a calculated signature.

More similar approach is presented in [15]. The authors are engaged in the initiative called MAMAS (MAth MAking Service) [16] undertaken for providing reasoning services in the e-commerce domain. They have introduced non-standard inferences of two forms [17]. The first inference is defined in the following way:

Let \( \mathcal{L} \) be a DL, \( C, D \) be two concepts in \( \mathcal{L} \), and \( T \) be a set of axioms in \( \mathcal{L} \). A Concept Abduction Problem (CAP), denoted as \( \langle \mathcal{L}, C, D, T \rangle \), is the problem to find a concept \( H \in \mathcal{L} \) such that:

\[ T \not\models C \sqcap H \equiv \bot, \text{ and } T \models C \sqcap H \sqsubseteq D. \]
The definition of the second inference is as follows:
Let \( C, D \) be two concepts in \( \mathcal{ALN} \), and \( T \) be a set of axioms in \( \mathcal{ALN} \), where both \( C \) and \( D \) are satisfiable in \( T \). A Concept Contraction Problem (CCP), denoted as \( (C, D, T) \), is the problem to find a pair of concepts \( (G, K) \) (both in \( \mathcal{ALN} \)) such that \( T \models C \equiv G \sqcap K \) and \( K \sqcap D \) is satisfiable in \( T \). We call \( K \) a contraction of \( C \) according to \( D \) and \( T \).

The authors have extended DIG language creating MaMaS DIG Interface [18] and providing it with many new features. Among others there are two new requests \(<\text{abduce}>\) and \(<\text{contract}>\). Both allow to realize the new non-standard inferences. Those kinds of inferences are very helpful in tasks concerning e.g. searching for purchase offers fitting a customer needs or in determining a customer profile. The query \( \text{NeedKnow} \) is expected to be used in more specific conditions. Hypothesis \( H \) has the predetermined form of \( (\exists R.K_1 \sqcap \exists R.K_2 \ldots \sqcap \exists R.K_n) \), where \( R \) represents a given role and \( K_i \) is a concept or a concrete-domain for which the constructor of the form \( \exists R.K \) has a calculated signature. It is obvious that developing all these language extensions has the same reason—to allow non-standard inferences which supply a user with information helpful in making decisions. However the query \( \text{NeedKnow} \) is concentrated on individuals whereas both abduction and contraction problems concern concepts.

5. Summary
The presented paper describes new tools which can be used to support decision process carried out on the basis of knowledge stored in ontologies. The tools encompass \( \text{NeedKnow} \) query and the top level ontology in which the decision, or in other words advice, is modeled explicitly.

The other presented solution to the problem is implementation of \( \text{NeedKnow} \) query in KaSeA system. This implementation is based on the Cartographic Representation of knowledge and reveals that realization of such tasks using Cartographic Representation is quite straightforward. We hope that some related features that take origin from the above matching problems will be accessible in next versions of KaSeA system. It is worth stressing that the solution presented in this paper has its practical validation in PIPS project, where the ideas were approved for use.
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Abstract
Content and content management have become buzzwords. They are still heavily overloaded, not well understood or defined and heavily misused. Moreover, the user dimension is not yet incorporated. We develop an approach that is based on separation of concern: syntax dimension and content, semantics dimension and concepts, pragmatics dimension and topics, and finally referent or user dimension and memes. This separation of concern may increase the complexity of handling. We show, however, that a sophisticated handling of different kind of data at each dimension and a mapping facility between the dimensions provides a basis for a user-oriented content management system. This separation of concern and the special mapping procedure allows to derive content management systems that satisfy the needs of user communities.

1 Web Content Management

Content management, simply stated, is the process of sharing information vital to an organization. Likewise, intranet content management involves sharing information using the private computer networks and associated software of intranets (or extranets) as a primary communication tool [Boi01, SS03]. In today’s “information society,” where the total quantity of data and the pace of communication continue to increase, the goal of effective content management continues to gain importance.

Content management became vital within the web information systems context. A wide variety of systems claim to be a web content management system (CMS), e.g., CacheWare, ConnectSite.com ASP, ContentPlanner, Coremedia, Corevue, Documentum, DynaBase, E-Grail web management platform Ektron, eKeeper, ECOMS, Eprise, Gauss, Imparto Web Marketing Suite, Intervwowren, IntraNet Solutions, iDB Browsinform, iMakeNews.com, Midgard, NCompass, OnDisplay, SiteC, SiteDriver, SiteGeneral, SiteManager, SiteMerger, SiteStation, Stage2Live, Vignette, Website ASP, etc. There are surveys [Jou05] that keep lists of CMS. Roughly we may classify CMS into website CMS, enterprise CMS, advanced document management systems, and extranet CMS. This large variety of systems has a number of properties in common: generation, delivery and storage of complex structured objects; rights management; service management in distributed environment; customer management; update and quality management; context dependent delivery depending on the user, the HCI, and the actual systems situation.
The content of a CMS is a most value asset. Content must be updated frequently to keep user coming back and to succeed in their tasks. Thus, a content management system supports production of content while automating some of the frequent operational tasks.

CMS and web CMS specifically support a variety of tasks:

**Managing web assets:** Content comes from a variety of sources including both file assets, database assets, assets from legacy systems or from syndication services. Content may be stored in both XML and databases. CMS can automate meta data creation and storage which enables companies to organize content and improve customer searches.

**Workflow:** Most CMS provide a user interface for managing tasks such as email notification and approval. Tasks can be manually initiated or automated. Changes are tracked and their history is stored.

**Templates:** Templates are designed for either entering content or for presentation. Templates may contain templates.

**Source control and versioning:** Since data and the generated content changes and older content may be still in use, CMS also provide source code management capabilities such as versioning, merging changes, and identifying conflict resolution.

**Deployment and delivery services:** CMS offer content deployment solutions, automated archival and expiration services, runtime delivery services, and performance improvement tools based on caching approaches.

**Management of distribution and adaptation:** Content is extracted from several sources, is integrated and may be delivered to a large variety of customers.

Therefore, we claim that CMS must

- integrate extraction, preparation, transformation, storage/load and delivery of complex structured objects,
- support workflows and tasks,
- be based on service systems, and
- deliver content objects to users on demand and profile, at the right moment, and within the right format and size.

Content is complex and may become ready-to-use information. Information is related to the users dimension. Information as processed by humans, is data perceived or noticed, selected and organized by its receiver, because of his subjective human interests, originating from his instincts, feelings, experience, intuition, common sense, values, beliefs, personal knowledge, or wisdom simultaneously processed by his cognitive and mental processes, and seamlessly integrated in his recallable knowledge. CMS are information systems that support extraction, storage and delivery of complex information. Thus, we claim that content specification must use specification of structuring, functionality, distribution, and interactivity. The co-design approach [Tha00, Tha03] presented in this paper may be used for specification of content structure and of content workflow.

This broad list of requirements, targets, dreams for content management has not yet been supported by any implementation and may lead into the same dead end as high-targeting AI
research. This paper shows that a sophisticated separation of concern allows to develop a flexible, powerful and completely satisfying content management. We separate four dimensions: the content dimension for data, the concept dimension for theories and semantics, the topic dimensions for annotation and referencing, and the referent dimension for handling the concerns of users.

The paper introduces first the first three dimensions, adds in Section 3 the referent dimension and discusses the requirements to advanced CMS that handle the user dimension. Section 4 discusses how to derive the functionality necessary for the development of sophisticated user-oriented CMS and sketch functionality and architecture of advanced CMS.

2 Separating Content into Media Objects, Concepts, and Topics

The broad variety of definitions of CMS and the disagreement on a common definition requires to briefly introduce our understanding of CMS and content systems. It is based on the requirement that a content management system must be backed by an information system. Content is often considered to be a generalization of knowledge, information, and data. This generalization must capture all aspects of concern. We separate three different aspects of concern for content and CMS: syntactical aspects mainly related to data management, semantical aspects mainly related to the knowledge background, and pragmatical aspects mainly related to the utilization, annotation, and querying of users and user communities. Instead we prefer a separation of aspects of concern:

Pragmatics concentrates on the meaning of terms used by a user.

Semantics expresses the interpretation of terms used by a community of users.

Syntax restricts attention to the language, its construction, and the way of using it through utterances.

This separation is expressed in the semiotic triangle in Figure 1. Media objects [ST04] are associated with concepts that specify the semantical meaning of media object suites and topics that specify the pragmatical understanding of users. Media objects are data that
are generated from underlying databases, ordered, hierarchically representable, tailor able to various needs and enhanced by functionality for its usage. Concepts are small theories representing the meaning of content. Topics include the annotation of content. The underlying theories are either theories based on information systems, or on mathematical logics and on concept theory, or on semiotics and corresponding logical theories.

A content system [Tha04b] consists of a content management system and a set of media object suites, of concepts and topics. The CMS uses special subsystems for management of media objects, concepts and topics. The first subsystem is an extended database management system. The concept subsystem has features for export and import of concepts, for recording and archiving concepts, for distributing concepts, for sharing concepts, for quoting and reusing concepts, and for editing fragments of concept suites. Therefore, this subsystem can be understood as a specific knowledge base [Tan03]. The topic subsystem supports functions for merging a topic into a topic map, merge base names, merge a topic with another topic, and merge a topic map with another map.

Media objects may be structured, semi-structured, or unstructured. A suite consists of a set of elements, an integration or association schema [Tha04c] and obligations requiring maintenance of the association [Tha00, Tha03]. In the case of a media object suite, we specify media objects based on a type system enabling in describing structuring and functionality of media objects, in describing their associations through relationship types and constraints. The functionality of media objects is specified by a retrieval expression, the maintenance policy and a set of functions supporting the utilization of the media object and the media object suite.

The media object-topic pairs are called assets [SS03]. The concept-topic terms are called infons [AFFT05]. Logics calls concept-media object pairs semantical units. These pairs may be considered as relations or mappings in Figure 2 such as

- interpretation that maps concepts to content suites,
- foundation that provides concepts for given content suites,
- explanation that maps topics to concepts,
- presentation that relates topic suites to content suites,
- annotation that represents content suites by topics, and
- content delivery that provides content suites for given topic suites.

![Figure 2: The mappings of the syntax, semantics, and pragmatics dimensions](image-url)
Media object suites are presented by possible databases, i.e. the data world. The representations may very depending on the model used. Concept worlds are represented by theory worlds. The modeling world depends on the logical theory used for the representation. Topics are used to represent the user world. Topic suites may be represented by ontologies, taxonomies, dictionaries, or glossaries. They are used for communication among users. Therefore, topics are based on a vocabulary a users group has agreed upon. Media object management is based on a database and computation environment. Concept management is based on model theory. Topic management uses a presentation, visualization, and language environment.

The functionality necessary for each dimension is based on engines that have been developed in the past:

- **Database and data warehouse system** which handle basic data, derived complex data, extract, transform, and load (ETL) data from one database system to the other one,
- **AI and theorem proving systems** that enable in deriving new pieces of concepts and that support handling of small logical theories, and
- **Topic or ontology engines** which are based on XML technology, name spaces, linking facilities.

The mappings interpretation, foundation, explanation, presentation, annotation, and (content) delivery can be developed using classical Discrete Mathematics or database theory [Tha00]. The concept-media object query facility in [TV02] shows that delivery can be based on the product of explanation and interpretation. The association between media objects and concepts can be defined through queries added to each concept triple $C$ [FT04]

\[
\text{(meta information, intension specification, extension)}
\]

and the **media type schema** defined on a database schema $S$ and query $q$ defining the content depending on a database state.

**Topics** $T$ are described by the triple

\[
\text{(user community, topic description, topic population)}
\]

for a given user community (or cultural context based on a population that serves as typical examples for the given topic. The topic description is given by

\[
\text{(topicRef, subjectIdentity, scope, baseName, association, roles, member, parameters)}
\]

Topics are given by an ortho-normalized language [OS96], a glossary, a thesaurus, or an ontology. A glossary is a collection of textual glosses or of specialized terms with their meanings. A thesaurus is a list of subject headings or descriptors about a particular field together with their synonyms usually with a cross-reference system for use in the organization of a collection of documents for reference and retrieval. The word ‘ontology’ is heavily overloaded in the computer engineering area and, thus, not used here.

The **annotation** may be similarly to [TV02] defined through the product of foundation and presentation. This kind of derived definition of the mapping provides a content independence since the concepts need not to be changed whenever the underlying database or media object base is going to be changed.

---

1. A typical thesaurus is the dictionary developed by wikipedia community groups. The entries in wikipedia are agreed within a certain community but neither validated nor integrated into a common theory.
3 The Referent or User Dimension Extending The Semantic Triangle

Users do not mainly base their utterances on glossaries, thesauri, or ortho-normalized languages. Instead they assume that they will be understood on the basis of context, especially cultural context, their habits, their association to communities or their task background. We may use this association for the development of a user dimensions of advanced CMS. An advanced CMS may be based on the content-concept-topic triangle that uses explicit mappings from the user dimension to this triangle. We explore this idea in the next two sections.

3.1 The Referent or User Dimension for CMS

The Referent Model Language (RML) is the basis for our model for the user dimension of advanced CMS. RML was originally developed in order to support work in heterogeneous databases and data warehousing [Sol98]. RML is based on set theory. Our model is based on set and graph theory. The basic constructs of RML are referent sets and individuals, their properties and relations. These corresponds to the need for expressing interpretations in terms of real-world things. From the area of semantic data models, one has identified a set of general abstraction mechanisms: Classification, aggregation, generalization and association, which are all supported by the language.

Humans have their reasoning capabilities, their memory chunks, and their expression capabilities. The memory chunks should be based on the achievement of neural network research. So far, it is assumed that humans based their reasoning and storage on suites of neurons. These suites can be called memes that are specified by

- names or (fuzzy or navigation) identification facilities,
- a number of properties,
- a variety of associations with different co-/adhesions and repulsion to other memes,
- a variety of activation and deactivation facilities,
- and a variety of groupings for different purposes.

In Figure 3 we extend the semantic triangle by the user dimension and relate memes to topics based on user understanding, user enrichment, and user expression capabilities.

![Figure 3: Extending the semiotic triangle to a tetrahedron for CMS by the referent or user dimension](image-url)
This notion generalizes the notion of knowledge objects developed for knowledge maps. Memes are related to their users. We follow the approach of [Cho82] and use a two-step procedure similar to [BST06] for memes evolution.

Memes are extensively discussed and applied in [Bla99, Tan03]. These resources consider memes to be units of cultural evolution and selection. They can be folded and be used for derivations. The main operations on memes are understanding, enrichment, and expression. These three kinds of operations are similar to the main database operations: read, compute, and write. We extend these operations to general transformations: replication operations depending on replication slots, operations for extracting, transforming and loading memes into other memes, and composition operations.

The large variety of users, their understanding of the world, their slang or “common speaks” make modeling of the referent or user dimension overly complex. We may, however base the understanding of the user dimension on their actions, i.e. what a user (who) intends (purpose, why) to do (how, when) with which media objects (syntax, what) under which scope (semantics) within which community (pragmatics) with which activities (how, in which order), and in which environment (where). This characterization directly leads to the Zachman modeling framework. The user may

**view** certain media objects, i.e. sets of basic or derived data defined over an ER schema that has been extended by a set of views,

**express** his/her understanding through utterances, i.e. map meme suites to topic suites that are parts of the topic landscapes, and

**chunk** concepts by selecting most appropriate concepts for a given suite of memes.

The semiotic triangle has been extended to a tetrahedron in Figure 3. We may now view this tetrahedron from the user point in Figure 4 based on tripods. The user bases his understanding on media objects, concepts, and topics on the basis of views, chunks, and utterances, respectively. We additionally consider the data schema and the data necessary for describing media types, concepts, topics, and memes. The left tripod in Figure 4 describes the schemata used for specification of the media types, concept, topic and meme worlds. The right tripod shows the corresponding data suites used for each layer of concern: media types, logical theories, topic landscapes, and user memes.

---

**Figure 4:** The mappings from and to the user dimension
3.2 Brain-Pattern, Memes, and Information

We use a notion of information that is better fitted to the needs of information systems and of CMS. It bases the existence of information for a user on this users abilities for perception (1), abilities for selection (2), the interests (3), the knowledge obtained so far (4), and abilities for integration (5). This notion nicely corresponds to different uses of information as noted in [Tan03]: generation, externalization, recording, protection, communication, distribution, sharing, referencing, editing, search, analysis, management, and annihilation. This notion of information does not directly lead to a definition similar to the definition of information based on the entropy information or of information based on the logical and derivational power. It is, however, user-centered.

So far no commonly accepted theory of meme structures of the brain has been proposed. Classically memes have been considered as structures that are encoded within a gene or a suite of genes. We may, however, consider also dynamic memes that allow a change over the lifespan of a human organism. To develop this, we use biochemistry [RPZ06] and introduce the brain-pattern (b-pattern) that consist of a suite of neurons. B-pattern may be stable or instable. Their formation, transformation, and removal requires energy. Therefore, stability and transformation is based on minimal energy consumption. Additionally, b-pattern have their compositionality and replication that is characterized by

- the general ability for composition or replication, e.g., characteristics describing when composition may appear,
- the general properties required for composition or replication, e.g. the free slot property describing whether composition may take place for a part of the b-pattern and the support for agglomeration,
- the topological and geometrical properties including distance and relative location, and
- the ad-/cohesion and repulsion within a suite and to other suites.

Repulsion and cohesion allow to describe the energy that is needed for composition. Replication of b-pattern is based on folding donors. Given two memes \( xDy \) and \( x'Dy' \) with a donor. Then the memes may be crossed at the donor to \( xDy' \) and/or \( x'Dy \). Crossing may lead to the death of one of the results if the energy level is too low. A specific kind of crossing is the linked transformation of a meme to a background meme.

Using b-pattern we may now characterize the meme as a suite of b-pattern that is enhanced by activation facilities. These facilities support building, removal, and change of memes. Typical activation facilities are based on stimulants such as positive or negative emotions, good or bad practices (for keeping, refining or checking), and requests for change or replacement (delete, store in the background and link, insert, update). Stimulants are usually increasing or decreasing the energy level. Requests for change are often based on imposing some stress to memes. If the energy level becomes too low for a meme then this meme is lost or forgotten. This process can also be explicitly described by deactivation mechanisms.

Memes can be accessed by pattern matching or by navigation. Pattern matching is based on overlay structures that might be applied. The access to a meme may lead to a change of pattern (control memes), to invocation of replication or composition (collector memes), or to orchestration of a new set of b-pattern (information meme). Navigation is based on a number of different facets [Tha00]. We may now combine composition, replication and query functions to complex functions that represent the users ability for deduction, induction, abduction,
and reasoning such as non-monotonic, approximate, temporal, epistemic, and qualitative reasoning. The limited ability of users to apply formal reasoning, their specific kind of logics, their specific topic landscape can also be represented through suites of memes.

3.3 Utilization of User Profiles For Advanced CMS

The vast variety of users requires clustering or categorization of users. If the number of categories becomes small then user modeling becomes feasible. In our internet portal projects (e.g., city portals such as www.cottbus.de) we used categorization on the basis of profiles and portfolio. User modeling must be an integral part of any user-oriented CMS. The variety of users may be very high and the task of user user modeling may become infeasible. Defining topics we already used the notion of a user community. This term may be rather broad. Therefore, we integrate the referent or user dimension into advanced CMS based on user profiles and user portfolio.

The user characterization may be rather complex. If user characterization is, however, based on scales then the user characterization space forms an n-ary cube. The preferences can be then modeled by intervals or spectra. This user preference space may be expressed through Kiviat graphs displayed in Figure 5. The area within the first and second border describes the user preferences.

Figure 5: Kiviat graphs representing spectra

User profiles characterize users by

user preferences such as

preferences for input devices described on the basis of handling of input types, preferences of specific input types guidance and help during input, control commands, and understanding the input task;
preferences for output devices specified through understanding the type of the output, preferences in specific output types, guidance, help and explanation of the output, control commands, and abilities to understand the output;
preferences for dialogues such as dialogue properties, dialogue forms and styles, dialogue structuring, dialogue control, and dialogue support necessary;

properties of the user or the user group, e.g., status of the user, formal properties, context of the user, psychological profile, user background and personality factors, training and education, behavioral pattern, need in guidance, and type of the user;
capabilities of the user for task solutions such as understanding the problem area, reasoning capabilities on analogy, realizing variations of the problem solution, solving and handling problems, communication abilities, abilities for explaining results and solutions, and abilities for integration of partial problem solutions;

The profiles may range from pupils or pensioners interested generally in something to well-informed, educated, critical users seeking additional well-specifiable information. The portfolio may range from inhabitant through tourists to business people seeking special information for their current tasks.
knowledge of the user, e.g., application knowledge depending on application type, application domain, application structuring, and application functions;

privacy restrictions users apply to partners, to general public, or to specific content;

task knowledge, especially task expertise and task experience;

system knowledge depending on the systems to be explored and used.

This user characterization seems to be very complex at the first glance. We may, however, restrict our specification of user characteristics to linearly ordered domain types. For instance, type of users may be ‘casual user’, ‘novice user’, ‘knowledgeable intermittent user’ and ‘expert user’ thus forming a scale.

We extend for this purpose the view definition by parameters that provide the flexibility for meeting the user characteristics. In the next Section we explore how this facility may be implemented.

3.4 Natural Language Foundation For User Portfolio

A portfolio consists of

• a specification of tasks,
• a specification of the context [ST05] of the actor,
• a specification of rights, prohibition, and obligations,
• a specification of the role of actors\(^3\), and
• execution models for fulfilling the requirements including priorities and time and resource restrictions.

The task is given by [Pae00]

• a specification of current and target states,
• a characterization of goals of the task,
• a number of operations that might be used to achieve the task,
• a metrics for evaluation of distance from the target state and the progress of completion,
• a characterization of knowledge necessary for completing the task, and
• a set of control frames characteristically used for completion of the task.

The workflow of a task completion may be specified through UML activity diagrams or Site-Lang scenario [ST05].

Now the portfolio for users can be given by a set of parameterized views. Using this facility we meet the requirements of users in a flexible form. The next section is, thus, devoted to the conceptual development of the framework for the mapping functions.

User express their questions, their update requirements, and their input or deletion on the basis of natural language utterances relating memes to topics, their understanding of chunks

\(^3\)Actors are abstractions of groups of users that have the same intention and share goals.
of logical theories and their views on the media objects. The development of user functionality may be based on the narrative expressibility of users. This expressibility is based on natural languages. In Indo-European languages verbs express activities. Activities of users may be characterized by verbs of action [Hau00] such as buy, learn, and inform, ergative verbs such as escape, process verbs such as fall asleep (ingressive verbs) and wither (regressive processes) and verbs describing a state such as sleep or have.

For modeling activities of users of advanced CMS we are concentrating on the first and last groups. Within these groups we distinguish with [Kun92]

1. verbs describing what takes place,
2. verbs of increasing properties of states,
3. verbs of coincidence/differentiation,
4. verbs of communication,
5. verbs of argumentation,
6. verbs of agreement,
7. verbs of chairing,
8. verbs of collaboration,
9. verbs of sensuous observation,
10. verbs of nutrition, and
11. verbs of cleaning.

The first eight groups are relevant for CMS and may be used for functionality development.

The functionality of advanced CMS may be based on discourse types known from conversation theory:

- **Actions**: The partner is requested to do something.
- **Clarification**: The semantics of a partial topic map is becoming specialized and derived.
- **Decision**: The partners agree on next steps to be taken.
- **Orientation**: An orientation for the next actions of the partner is provided.

We can, thus specify a CMS portfolio of the user by and algebraic expression of SiteLang with the basic portfolio elements given by

- **Tasks** to be completed by the user,
- **Context** of the user within the portfolio,
- **Rights, obligations, and prohibitions** for the given step,
- **Discourse types** such as action, clarification, decision, or orientation,
- **Execution model** to be applied for the user step.
3.5 Handling The Vast Variety of Usage Invocations

Modeling of the referent dimension is currently considered one of the most difficult tasks or often considered to be infeasible. The complex behavior of the user may be modeled through the story space [ST05] that describes portfolio under consideration and supports adaptation to users. Based on the approach developed in this section we are able to overcome this problem by

- collecting the actual profiles and portfolio of current users depending on the actual usage,
- integrating the actual usage into the usage star that consists of a combined profile and a suite of interrelated portfolios, and
- assembling the topic landscape based on usage stars by associating the user memes to those topics that correspond to user communities which work on tasks that are related to tasks within the usage star and that are supporting users of the profile that is valid for the current user and collected within the usage star.

Given a user \( u \). The user \( u \) has a profile or a number of profiles which can be combined through nesting into \( \text{CurrProfile}(u) \). Furthermore, given a set \( \text{CurrPortfolio}(u) \) of current portfolio of this user. We may now use the star type \( \text{UsageStar}(u) \) [Tha04a] that combine the common properties and tasks of the user \( u \) and the portfolios.

For instance, a user Thalheim that currently works on conference paper evaluation of papers \( p_1, \ldots, p_k \) (decision), seeks for information on authors \( a_1, \ldots, a_l \) (clarification), requests for papers on topics \( t_1, \ldots, t_m \) (orientation), compares the paper results with results \( r_1, \ldots, r_n \) (orientation), uses an email system (actions) etc. and uses the profile of an informed Linux user in a high speed environment. This usage star may be now associated to the combined topic landscape that contains \( t_1, \ldots, t_m \) together with their related topics of distance less than 3, the search interfaces of engines accessible in his current environment or paid on the basis of his profile. The topic landscape is explained through concepts \( c_1, \ldots, c_o \) and associated with the media objects for paper evaluation, with the media objects that are related to the papers of the authors or on the topics of interest.

3.6 Approaches for Coping With User Understanding and Abilities

Classically, reasoning of users is associated with deduction that is based on first-order predicate logics. This approach is far too strict. For this reason we develop a more flexible approach to user reasoning. Reasoning of users can be characterized by their specific abilities to relate memes to each other. Reasoning might depend on the knowledge, experience, capabilities of users to reason.

So, the first step consists of the development of an adequate logics that may be different of the one of classical logics usually forced to be used:

- Users use denotations for representing their observations and belief on the reality. These denotations can be mapped to variables. The signification (intension and comprehension)
and the meaning (reference, étendue) of these variables may vary depending on the user world and the user memes we are considering.

- The logical connectives $\neg$, $\land$, $\lor$ and the quantifiers $\forall$, $\forall_{\text{context}}$, $\exists$ and their logical consequences (e.g., $\alpha \land \beta \models \beta \lor \gamma$) may be different depending on the scope of the user world and their memes.

- Identity, existence and identification vary in users worlds.

- Classical predicates such as $<$, $>$, $=\leq$, $\geq$ may neither be complete nor transitive. The predicate $\neq$ may be transitive or anti-symmetric.

- Implication may be understood in a large variety. We may distinguish between material implication, weak implication, strong implication, and logical implication.

- Reasoning of users may be based on closed-world or open-world assumptions.

- User may use qualitative reasoning instead of logical reasoning.

- Compositionality of connectives may only be partially accepted. We cannot assume in general validity of $\{\alpha, \beta\} \models \alpha \land \beta$.

- Users, user schemata and user memes may be represented in many-dimensional spaces. For instance, users may use some understanding of space and time. In some cases these dimensions can be modeled by geometric or topological structures.

- Understanding and reasoning of users is context-dependent. Applications often require adaptation of processing context, e.g. to actual environments such as client, server, and channel currently in use, to users rights, roles, obligations, and prohibitions, to content required for the current portfolio for the current user, to actual user with preferences, to level of task completion depending on the user, and to users completion history.

- Utterance of users may be recursively constructed. User may use metaphors and other rhetorical figures which meaning cannot be reconstructed based on the structure of the utterance.

- Usage of memes may depend on the context, on the auditory, on the purpose and other environmental parameters.

This variety may be considered to be the playground of logicians.

At the same time, users may base their reasoning on a variety of approaches. Classically, main logical reasoning procedures are based on the three main reasoning facilities developed for logics:

**Exact reasoning by deduction** uses derivation rules such as the modus ponens

$$\forall x (P(x) \rightarrow Q(x)), P(a) \models Q(a).$$

for forward deduction and derivation of new formulas or for backward deduction, i.e. tracking back from the proof goal to axioms.

**Reasoning based on induction** uses a background theory $\mathcal{B}$ and observational data $\mathcal{D}$ with the limitation $\mathcal{B} \not\models \mathcal{D}$. It is based on such for a formula $\alpha$ that is consistent with the data $(\mathcal{B} \cup \mathcal{D} \not\models \neg \alpha)$ and explains the data $(\mathcal{B} \cup \{\alpha\} \models \mathcal{D})$. 
Abductive reasoning allow to derive explanations $E$ within a set of hypotheses $H$ ($E \subseteq H$) for observations $O$ on the basis of a logical theory $\Sigma$, i.e. we seek for a set $E$ through which a user may explain the observations $\Sigma \cup E \models O$. We may require that the set $\Sigma \cup E$ is consistent. Rules such as the pseudo modus ponens $\forall x (P(x) \rightarrow Q(x)), P(a) \models Q(a)$ or the modus tollens $\frac{(a \rightarrow b), \neg a}{\neg b}$ may be used.

In reality, however, users base their reasoning on other approaches:

Non-monotonous reasoning supports reconsideration and revision of conclusions drawn before whenever observations are changing or the belief of the user is under change. In some case the change is only applied depending on the context of the utterance currently under consideration.

Approximative reasoning is used whenever fuzzy, uncertain, or unsafe statement, aggregations or conclusions, or their combinations or accumulations are used. We may map such reasoning facilities to point-wise reasoning based on certainty factor methods, Bayes, or many-valued logics, to interval-based logics such as Dempster-Shafer logics or to distribution-based logics such as the logic of possibilities or plausibility logics.

Temporal reasoning of users is based on their understanding of modality and time.

Epistemic reasoning allows to bind the user understanding to the current user and to handle at the same time reasoning facilities of groups of users.

Qualitative reasoning supports the utilization of abstractions and reasoning for abstractions.

At the same time, users are used to partial inconsistencies. The classical approach is to use para-consistent logics. We prefer to extend the theory of knowledge islands [BC95].

The extension is based on quasi-classical logics [BH95]. They support derivation of conclusions in the context of inconsistencies. They use the reasoning facilities sketched above and additionally natural deduction based on the Gentzen calculus. This logics support the unambiguous identification of each derived formula. This identification is compositional, i.e. two derived formulas are identified by the union of their identifications. So, the user sees the effect or impact of the conclusions drawn. A knowledge island of a user is a maximal consistent set of users memes. Users may use a number of knowledge islands at the same time. Conclusions are only drawn within the knowledge island.

At the same time, we characterize the languages we use for representation of memes and for reasoning based on memes by different layers of adequacy:

Epistemic adequacy characterizes the expressive strength of the language used.

Heuristic adequacy uses a complexity characterization for checking whether a derivation procedure is feasible and can be applied or whether it should not be applied.

Ergonomic adequacy considers whether a user can easily understand the reasoning facilities and their results.

Cognitive adequacy associates derivations with the users ability to understand the conclusions drawn.

Users reasoning abilities are characterized by their
logical language that is used for representation of memes, for associating memes by con-
nnectives and quantifiers, and for constructing formulas on memes,
reasoning procedures such as combined inductive reasoning and qualitative reasoning,
and
their abilities to cope with inconsistencies on the basis of knowledge islands.

4 Development of Systems Supporting User-Oriented Content Management

User-oriented CMS are not yet established and developed. We derive now a number of general
properties of such systems and an architecture for such systems.

4.1 Faithful, Consistent And Well-Founded User-Oriented CMS

Properties introduced above may be now used to define properties of the user-oriented CMS:

Well-foundedness: A CMS is well-founded if the two subset properties
\[
\text{interpretation(explanation}(t)) \subseteq \text{delivery}(t) \quad \text{and} \\
\text{presentation(foundation}(cs)) \subseteq \text{annotation}(cs)
\]
are valid for any topic \( t \) and any media object suite \( cs \).

Faithfulness: A user-oriented CMS is faithful if
\[
\text{interpretation(explanation(associate}(m)) \subseteq \text{delivery(associate}(m))
\]
for any meme \( m \).

Saturatedness: A CMS is saturated if
\[
\text{interpretation(explanation}(t)) \supseteq \text{delivery}(t) \quad \text{and} \\
\text{presentation(foundation}(cs)) \supseteq \text{annotation}(cs)
\]
are valid for any topic \( t \) and any media object suite \( cs \).

Consistency: A CMS is consistent if
\[
\text{interpretation(explanation(associate}(m)) \supseteq \text{delivery(associate}(m))
\]
for any meme \( m \).

Based on these properties we need to solve the following problems:

Foundation problem: A CMS is well-founded if no topic exists that may be associated with
a concept or a concept set which are associated to media objects which are not annotated
by the given topic. So, the foundation problem consists in association of all topics which
are not well-founded.

Saturation problem: If all topics that are associated to media objects that are founded for
this topic then the system is saturated. We need now to find an efficient procedure for
correction.

Faithfulness problem: The system becomes faithful if all memes of users are represented
by faithful topics. So, the problem consists in finding those memes which do not have an
association to founded topics.
Consistency problem: We need to detect those memes that are not associated to saturated topics and then to repair this inconsistency.

Profile genericity problem: Profiles of users can be ordered by their level of abstraction. The problem whether there exists a small set of abstract profiles that can be specialized to the specific ones may be solved if the user domain is homogeneous.

Profile initialization problem: User profiles may be initially specified by some initial profiles, e.g. Faithful PC member, Late PC member. The problem is to find a sufficient large set of initial profiles.

Profile extension problem: Profiles are easy to manage if the profile set can be hierarchically ordered. The problem whether we can find a hierarchically ordered set of profiles and then consider any profile extension through moving from a less detailed profile to a more detailed one may be solved if the variety of profiles is small or restricted by the application domain.

Portfolio genericity problem: Portfolio may be ordered by their abstractness. We need to find such a set of abstract portfolio that can be refined or specialized to more specific ones.

Portfolio initialization problem: The specification of tasks may be given first based on very general descriptions similar to the generality order of words in natural languages. We need to solve whether there exists a small set of very general portfolio that can be used as a main initial portfolio.

Portfolio extension problem: The consistent and faithful extension of portfolio seems to achievable if the portfolio can be extended with full knowledge of the impact and consequences of this extension.

This set of problems may be considered as open problems. Similar to [Tha04a] we may however base profiles and portfolio on multidimensional characterizations that can easily be combined.

4.2 Functions Mapping Between Memes And Concepts, Media Objects, and Topics

The three additional structures beside infons, assets and units are chunks associating concepts with memes,

utterances associating topics with memes, and

views associating media objects with memes.

We must now develop an architecture for mapping media objects, concepts, topics and memes to each other. These mapping must be based on existing technology. Before providing a technological framework we discuss the variety of mappings. At the same time, the mappings must preserve consistency and must provide a basis for development of facilities for user communities.

We must now consider a number of different views:

• The user understands chunks of concepts.
• The user expresses data needs through utterances based on association to topics.
• The user queries for media objects or data through views.

This variety may be managed in a simpler form if we use well-founded and saturated CMS. In this case, natural layering uses four layers of data, media objects, concepts, and topics displayed in Figure 6.

<table>
<thead>
<tr>
<th>Layer 4: Memes of the users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer 3-4: Privacy protection layer</td>
</tr>
<tr>
<td>Layer 3: Topics of topic landscapes for annotation/representation</td>
</tr>
<tr>
<td>Layer 2: Concepts of concept bases for foundation/explanation</td>
</tr>
<tr>
<td>Layer 1: Media objects of the media types as macro-data or aggregations</td>
</tr>
<tr>
<td>Layer 0: Data and documents of underlying databases as micro-data</td>
</tr>
</tbody>
</table>

Figure 6: The data layers of well-founded and saturated CMS

Functionality of the well-founded and saturated CMS is simply based on the mappings interpretation and explanation and their 'inverses' presentation and foundation. We may have a high initial effort for building such systems and a substantial update effort. We may, however, use a ‘liberal’ approach that is based on lazy foundation and lazy saturation. In this case, we generate a number of correction tasks. Programming of such correcting facilities can easily be based on the throw, try-catch facilities of languages such as Java.

The main facilities of the top-layer of user-oriented CMS are, thus:

The utterance interpreter and analyzer support the analysis of utterances made by the user and the generation of the appropriate topic landscape for an utterance or a set of utterances.

The portfolio manager allows to derive, to manage, to change, to retrieve and to associate portfolio of the user. The portfolio manager may use a specific task glossary that supports analysis of the meaning of utterances.

The profile manager supports storage, retrieval, change, and introduction of user profiles. User profiles may include specific slang-like vocabularies.

The meme manager supports the storage, manipulation, and retrieval of memes.

The systems necessary for the management, interpretation and retrieval of utterances, memes, profiles, and portfolio are rather classical systems. The utterance interpreter and analyzer may use the ER NL-modeling tools [Tha00] and the theory developed in [Hau00]. Portfolio, profile and meme manager are specific database systems that handle profiles, portfolio, and memes. In this case, the development of the database structures representing profiles, portfolio, and memes is the most important problem solving step. Therefore, we are sure that the proposed framework may be the basis for user-oriented CMS.
4.3 Proposing An Architecture Of A User-Oriented CMS

The broad variety of definitions of CMS and the disagreement on a common definition requires to briefly introduce our understanding of content management systems and content systems. It is based on the requirement that a content management system must be backed by an information system.

We may envision the general architecture of a user-oriented CMS. It consists of a content management system that uses a web playout system as shown in Figure 7. The architecture is based on the proposal of [FT04] for content management systems and the proposal of [ST05] for web information systems. The first proposal used the 2-layer architecture of content management that are defined over database systems by adding content services with content structuring and content functionality. A content management system, thus, consists of an information system extended by facilities for management of content suites. The second proposal has defined web information systems through a playout facility with containers for adapted content delivery to the web playout system that uses an explicit specification of the story space. Our new proposal generalizes an architecture to information system that has successfully been applied in more than 30 projects resulting in huge or very large information-intensive websites and in more than 100 projects aiming in building large information systems.

This CMS is now extended by a concept management system that supports reasoning on concepts and management of infons and units. The topic management system is an extension of the system discussed in [TV02] and supports infons and assets. The user management system supports user adaptation, user management, profile and portfolio management.

The architecture neatly integrates the conceptions for content and the user worlds. Information is then representable either by the pair (meme, concepts) or by the pair (meme, topics landscape) or by the pair (meme, media objects) or finally by the pair (meme, content).
5 Conclusion

This paper does not target to develop the ultimate solution for all user-oriented CMS. We developed a framework that allows to manage user-oriented CMS by

separating concerns in dimensions for data, logical foundations and representational (topic) worlds,

handling each of the dimensions separately by providing sophisticated functionality for the dimension,

adding the user worlds through explicit representation of their understandings, and

mapping facilities between the syntax, semantics, pragmatics and referent dimension.

This framework has already been partially used in our web information systems projects. The project DigiCult (www.museen-sh.de) that already contains a CMS, a web playout system and a topic management system is currently extended by a user management system. Within this project we are now experimenting with the proposed framework to user-oriented CMS.

The proposed separation between the syntactical and semantical dimensions has led to the integration of sophisticated derivational facilities into classical content management systems. The separation between the syntactical and pragmatical dimension has already intensively been used in a number of commercial CMS. The separation between the semantical and pragmatical dimensions intensively led on the basis of AI research. The integration of the referent dimension was a dream over decades for database and information systems development. Despite the Scandinavian school of conceptual modeling and a number of Japanese groups working within the 5th generation project and in the Meme Media Laboratory of Hokkaido University, the user dimension has been neglected in research. This paper provides a uniform and feasible framework for user-oriented content management.
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Abstract In the present paper we propose a model for a steganography-based digital contents access control system. It is suited for digital content creators who store their digital works in their computers and want to distribute them over the Internet where they make a complete local access control to their works. We have developed a prototype system for Windows and tested its basic performance. It worked well from a technical point of view. The novel point is that the creators don’t need to send their works to the content users. They only send keys to extract the digital works out of the image data that the users have downloaded from the creator’s home page. We are convinced that this model will serve as a new content distribution scheme for content creators in the Internet age for today and tomorrow.

1. Introduction

Digital contents are created by photographers, graphic designers, illustrators, animation cartoonists, musicians, movie producers, and more. Moreover, we can say that novelists, poets, news reporters, engineers, researchers and professors are all digital content creators because they create some type of digital content by using computers. The created contents are in some cases printed out on a paper surface to make a newspaper or a book, in other cases they are put into CD disks to make music albums. Also, they are often broadcast on TV either in a free or charged manner. These are traditional styles of content distribution.

Traditional content distribution systems had many “intermediate aspects” along with the delivering steps, e.g., book publishers are responsible for price and copyright handlings, record companies for selecting musicians and sales promotions, and TV codes for keeping ethics standard of the shows. In those traditional frameworks the content creators could stay away from sales management, copyright handling, cost-cutting campaigns, and project managing. All these works were taken care of by the respective sectors involved in the content distribution process.

In the Internet age today and tomorrow, everyone can be a content creator because everyone can produce some types of digital content by computers. But still there are professional content-creators. Most of the professional-created contents will be distributed in a traditional manner. Some other professional-created and many non-professional-created contents may be directly transferred from the creator to the content-user (e.g., from a novel author to a reader) over the Internet. In this case, the creator must first publicize the information about the content. A creator will do this by uploading such information onto his “home page.” However, he cannot upload the content data there, because if once uploaded, everyone can download it free. But, it is not the situation the content creator wants to be in. He wants to have some new Internet distribution method that implements a safe uploading and downloading. The most important point is, the creator wants...
to exclusively control the content distribution by himself. There is no such system available as of today.

The difference between the traditional and a new content distribution control, i.e., content access control, is the following. In a traditional method, controls are set equal for everyone. For example, if someone wants to buy a digital poster from a shop, the price is the same for everyone. The copyright terms are the same. The license expiration term, if ever, will be the same. All the controls are beyond the reach of the content creator, and he cannot respond to the users’ requests one by one in a flexible manner. The new method that we are proposing is very different. A creator needs two types of data. One is the content data itself; the other is the information data that informs the public what types of contents are where. We call the latter data “introduction-data” of the content. The introduction-data should be placed on the Internet, but the content data should not be there in a visible manner. The two type of data are different in the role, but they must be associated with each other. The important point is that the content creator is the only person who can control access to the digital contents he created. Of course he must have his own home page from where he can distribute his contents to the public.

One practical embodiment of the new method is to embed the content data, as well as some access-link information, in the introduction-data according to a steganographic embedding method that uses “Access keys.” We show the new system in this article. The organization of the rest of the paper is as follows.

In Section 2 we provide the basic idea and describe its merit. A brief introduction to steganography is given in Section 3. We illustrate an example system in Section 4 and show the operation scheme. We have developed a prototype system which is explained in Section 5. Several experimental results are described in Section 6. We have discussions and conclusions in the last two sections, 7 and 8.

2. Digital contents embedded in the Home Page images

One typical example of the introduction-data is an html file having text and images located on a content-creator’s Web server. Actually, it is the content creator’s home page. The creator will proclaim that he has created novel contents (digital works), e.g., digital photo-works that are distributable on request with some charge. He will explain each piece of the photo work by an attractive caption. Then, he will say “Please contact me if you are interested. The e-mail address is here.” The home page has several images that are relatively large in size. We call such images “home page images.” All of them are downloadable from the page. But, none of the photo-works themselves are visible there. Only the thumbnails can be found.

In fact, most of his photo-works are included in his home page images in an invisible manner, i.e., embedded in the images according to a steganography using access keys. This is the reason why “relatively large” images are needed in the home page. In the thumbnail images, on the other hand, the access-link information to the actual location of the large digital works is embedded one by one. A viewer of the home page, if interested, will contact the creator directly. The creator will tell him that each piece of work is extractable from the home page images by using an “extracting program” and an “access key.” Extracting a piece of work may be charged according to the value of the piece. In that case the creator will send a key only and charge for the key, because the digital works are already uploaded on the home page for everyone to download, and the work is hidden in an embedded manner. The embedding program will be provided from a software developer as a software product. Creators will buy and use it. The extracting program, on the other hand, will appear on a website as a free program.

The merits of this content distribution scheme are as follows.
A. Content creators need not send their digital works to users.
B. Creators can control the whole process of the distribution. In other words, creators can make an exclusive access control of his digital works.
C. Creators are freed from negotiating with publishers, record companies, and all the middlemen in the distribution process.
D. A content-user can order any special combination of the works, in other words, the creator can be flexible to the user’s request.
E. No delivering costs are coming to both creators and users.

As the new distribution method is based on a steganographic information embedding scheme, we will briefly review “steganography” in the following section.

3. Steganography in brief
Steganography is often quoted as “art and science of ……..” in several contexts. This implies that steganography is not an ordinary information technology, but is a sophisticated and scientifically sound technology. In the category of information technology, it is a part of “information hiding” belonging to data security category in the information security technology. Fig. 1 illustrates the hierarchy.

Steganography refers to the process of hiding some secret information in some inconspicuous vessel data by embedding. An example of secret information is a “diplomatic correspondence record of a government.” A typical vessel data is a color image taken by a digital camera. “Embedding” in this context is to swap a part of the vessel data with the secret information data.

It is the most important aspect of steganography that steganography is not only hiding some secret information, but is also hiding the existence of such secret information from human eyes. Technically, this is the same as saying that the quality of the vessel data after embedding should not change so much that someone feels it suspicious.

Fig. 2 illustrates an original image (A: before embedding) and two embedded images (B, C: after embedding). An embedded image is sometimes called a “stego image.” The original image size and the stego image sizes are listed in Table 1. B is the image after a medium amount of embedding, while C is the image after an excessively large amount of embedding. The embedding is performed by the BPCS method [1],[2]. It is based on a “bit-plane complexity segmentation” of a color image. These images are all in BMP format. The file size before and after embedding is exactly the same in the basic BPCS-Steganography.
In the BPCS method, embedding is executed after compressing the embedding file in a lossless manner. It is a well-known fact that most text data can be compressed by 1/3 of its original size by using the ZIP or LHA algorithm. “Compressed size” in Table 1 shows such high compression. The Formal Embedding Ratio is calculated by the embedded text file size (328KB and 657KB) divided by the image size (376KB). The Theoretical Embedding Ratio is determined by the compressed size (106KB and 225KB) divided by the image size (376KB).

The difference between A and C is obvious. We see some artifacts in image C. Especially, its upper-left portion is obviously deteriorated by embedding (see C’). This was caused by an excessive embedding. It is difficult, however, to find any difference between A and B. This is because the embedding amount was almost half of that in case C.

The general properties of BPCS-Steganography are as follows.

1. Embedding capacity is very large; in other words, the quality degradation is very small.
2. Embedding/Extracting operation is fast.
3. Embedded data is fragile.
4. The details of the embedding algorithm have varieties.
5. The vessel image and the embedded data are inseparable.

Programmers can make a steganography program in many different ways. For example, it is possible to make a BPCS-Steganography program in such a way that it can embed one single file in one embedding operation. It is also possible to make it a multiple-file embedding program. Moreover, it is not very difficult to make a BPCS-program that can make a folder-and-file mixed embedding in one embedding operation. Each embedding can be done by using an embedding key. We call it an “Access Key” because access to the embedded data can be possible only by extracting it from the embedded vessel data by using a specific extracting program and a key.
BPCS is not everything in Steganography. Some other methods are available, too. A JPG-file-based steganography, called the “F5” algorithm, is a well known JPG embedding algorithm [3]. The merit of this steganography is that JPG files are the most commonly used image format, and they are the most inconspicuous on the Internet. The demerit is that its embedding capacity is very small. We will use the JPG steganography for some special purposes.

The objective of using steganography in our contents access control system is a little different from the normal objective of steganography. We are not hiding the fact that some digital contents are embedded in the vessel. Instead, we are informing the public that “interesting contents are embedded in the home page Images.” The vessel image and embedded data are inseparable from each other. We take advantage of this nature in the system.

4. An example of contents access control system using steganography

4.1 Digital works of a creator
A digital content creator will store his digital works in his computer. Each work piece is some type of computer file. All works are categorized in the folder structure of the computer storage. Fig. 3 illustrates an example. “Mike” is the content creator’s name in this example.

In Fig. 3 the block “Mike’s digital work” shows the uppermost folder. Other blocks show sub-folders of the categorized digital works. Each work is located under some folder. Photo works and Painting works are in JPG file format, while Musical works are in MP3 file format, which are quite large in size. Mike wants to make an access control to these works folder by folder.

Fig. 3 Example of a folder structure showing content category

4.2 Introduction data and the embedded digital contents
The introduction data to Mike’s digital works will be placed on his home page, where he explains his works piece by piece either in a general manner or in a detailed manner. He may put the price-by-piece information and contact information as well. Fig. 4 illustrates Mike’s Home Page.

He has two large images “PHOTO” and “PAINT” in PNG format. These images are used for embedding his created contents, i.e., digital works. Actually, PHOTO is embedded with his two types of photo works which are headed by the folder name “Photo.” Also, PAINT is embedded with his three paintings located under the “Painting” folder.
He has four more thumbnail images in the page, namely, Thumb-(A), Thumb-(B), Thumb-(C) and Thumb-(D). These thumbnails are in JPG format and are used for embedding the “access-link information” to his musical works (musical-1, 2, 3 and 4) in terms of a URL address. As his musical works are placed on his music downloading site-A, site-B, site-C and site-D, so the access-link information to them is embedded in the corresponding thumbnails. This is because the musical data is too large to be embedded in ordinary home page images. So, they are located in other sites. The access information to such sites should be very small, and it is embeddable in a thumbnail image in JPG format.

In each embedding of his digital works, as well as the access-link information, access keys are used. In Fig. 3 “Kphoto” and “KPaint” are the access keys that are used for Photos and Paintings. “KMusical” and “KLand” are keys to access the categorized photo works. Access keys are also set to Musical-A, B, C, and D. All these keys are small in data size.

Someone (a content user) who has noticed Mike’s Home Page and found the interesting works may contact Mike later on. Then they may negotiate on which work by what price to sell/buy and use how. If they have reached an agreement, Mike will send only needed keys to the user by some secure means. He doesn’t send any of his work files. This is because the user can download Mike’s works from the Internet by himself. So, it is a large merit for the creator to be able to stay away from sending the huge amount of content data (work file) over the Internet. The most important point in this method is that the creator is the only person who can control the accesses to his digital works. The only thing the creator must do for this is to set keys to his Work-Folders and embed them in his Home Page images.

4.3 Embedding and extracting program
A content creator needs an embedding program and a content user needs an extracting program. Two programs cannot be independent from each other. Rather, they must coordinate each other. These programs will be provided by a software developer. The embedding program will be priced,
while the extracting program may be free. The high speed embedding and extracting operation is the key requirement. Some other requirements are the following.

**Embedding program**
- Requirement 1: Have a large embedding capacity.
- Requirement 2: Adaptable to different image formats and data sizes as for the vessel image.
- Requirement 3: Files and folders are embeddable at a time
- Requirement 4: Any keys can be set to each folder.

**Extracting program**
- Requirement 5: Selective extraction is possible according to the keys.
- Requirement 6: Direct linking to other webpages is possible.

5. **A prototype of Digital Content Access Control System**

We have developed a prototype of Digital Content Access Control System for Windows. According to the requirements for the embedding and extracting programs described above, we incorporated BPCS and F5 embedding methods in the system. The system was developed under the Visual C++ environment. We named it “STEGanography-based ACcess Control System (STEG-ACCS).” It consists of five program components. (See Fig. 5.)

1. Information Embedding
2. Information Extracting
3. Folder Access Key Setting
4. Folder Access Key File Creation
5. Key Viewer

We will explain each component in the following.
5.1 Information embedding component

Content-embedding is executed by the Information Embedding component shown in Fig. 6. The acceptable file types for the vessel image are BMP, PNG, and JPG. They must be in a RGB color format. The image size must be equal to or larger than 128 X 128 and less than or equal to 3,200 X 3,200 pixels. For BMP and PNG images the BPCS-embedding method is used, and for JPG images the F5 algorithm is used. The embedding data must be a folder-structure having several files and folders. One special case is having an “index.html” file right under the topmost folder. In this case the extracting program operates in a special manner. “Global Access Key” is the key to access (i.e., extract) the topmost folder. The “complexity threshold value” is a very important parameter in BPCS. It balances the embedding capacity and the image quality [2].

The output image format, i.e., the stego image format, is selected from among BMP, PNG, and JPG files. The BMP and PNG embedding schemes are exactly the same. The only difference is that a BMP stego file is not compressed after embedding, while a PNG stego file is the compressed version of the BMP output in a lossless manner. Therefore, the BMP and PNG embedding capacities are the same, and are calculable before embedding if the complexity-threshold value is provided. The threshold value can be set at any value ranging from 0 to 55. However, the default complexity threshold was set to 40. In the JPG case the embedding capacity is not calculable before embedding. In most JPG embedding the capacity falls to around 10% of the vessel image.

5.2 Information extracting component

The information extracting component of the system is illustrated in Fig. 7. This component extracts the embedded data, i.e., files and folders, out of the given stego image in BMP, PNG, and JPG file formats.

The Global Access Key must be given in the same way as it was given for embedding. A Folder Access Key File (see Sec. 5.3) is a set of Folder Access Keys provided by the content creator. It makes “selective folder extraction” possible. It must be input to the system to start the extracting operation. The complexity threshold value must be given in exactly same way as it was given for embedding. The extraction mode is either “As it is” or “Link to Web.” As-it-is mode extracts the embedded data just as it was when embedded. Link-to-Web mode operates differently. In this mode, if the program finds an “index.html” file right under the top-folder, then after extracting, the program will start running that index.html file instantly. This operation can lead the system user (someone who runs the extracting program) to the WWW world directly without starting a Web browser manually. This operation can seamlessly link the content users to a special content location that is owned by the content creator, or by someone who embedded the content.

5.3 Folder Access Key setting and Folder Access Key File Creation components

The content data and Folder Access Key that are placed under one folder are embedded altogether in a home page image in an embedding operation. When extracting, each embedded folder is examined whether the folder should be extracted or not. This is done by matching the Folder Access Key that was embedded and the keys in the Folder Access Key File that are input by the content user. If the keys match, the folder is extracted (i.e., the contents there are extracted).

STEG-ACCS is designed for a creator to set arbitrary access keys to arbitrary content folders in his computer. For example, Mike has set $K_{\text{Photo}}$, $K_{\text{Paint}}$, $K_{\text{Art}}$, $K_{\text{Land}}$, $K_{\text{Music-A}}$, etc. to folders in Fig. 3. This key setting is done using a program component “Folder Access Key Setting” which is illustrated in Fig. 5. A Folder Access Key is just a file name (can be an empty file).

When the creator sends the access keys to a content user, the keys should be scrambled to make them unreadable. The “Folder Access Key File Creation” component is implemented to do so. It combines and scrambles a set of keys and creates a Folder Access Key File. The content creator
creates different key files for different users. Each key file can set an “expiration date.”

This Folder Access Key File should be transferred from the creator to the user securely. One such secure scheme is to set an “Activation Key” to each Folder Access Key File. The Key File and the Activation Key should be sent to the user separately. For example, the Key File may be sent by e-mail, while the Activation Key may be given by fax or telephone.

5.4 Key Viewer component
This is a program that allows the creator to edit an “already-created” Folder Access Key File. The “User Key” is the key to start editing the key file. The creator can revise his key files any time if needed.

6. Basic experiments about STEG-ACCS
We made several experiments to find the capability of the BPCS and F5 embedding methods incorporated in STEG-ACCS. Both methods worked well as we have expected. In this experiment we used an ordinary notebook PC with 1.6GHz clock Celeron CPU having a main memory size of 384 MB.

6.1 BPCS embedding capacity
Embedding by the BPCS method is a standard operation of STEG-ACCS. We illustrate the experiments using two vessel images, i.e., Image-1 and Image-2 as in Fig. 9. As for the data to be embedded, we prepared two folders, Folder-1 and Folder-2 which contain several files and sub-folders underneath. (See Fig. 10.) Folder-1 is for Image-1 embedding, and Folder-2 is for Image-2 embedding. Both folders included one index.html file right under their top folders. Table 2 shows the properties of the two images before embedding. The sizes of the two folders are shown in Table 3. The two compressed folder sizes show the largest amount of data that Image-1 and Image-2 could embed. So, these are the maximum embedding capacities of the two vessel images. The folder compression operation was performed by the LHA method [4] installed in STEG-ACCS.

<table>
<thead>
<tr>
<th>Image Name</th>
<th>Image size</th>
<th>BMP data size (KB)</th>
<th>PNG data size (KB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image-1</td>
<td>950X713</td>
<td>1,930KB</td>
<td>1,492KB</td>
</tr>
<tr>
<td>Image-2</td>
<td>600X465</td>
<td>818KB</td>
<td>575KB</td>
</tr>
</tbody>
</table>

Fig.9 Vessel images
6.2 JPG embedding capacity

The vessel images for JPG embedding were the same images that we used for BPCS embedding. Two BMP images (Image-1 and Image-2) were converted into JPG image files in two ways, i.e., high quality and low quality. “JPG-1-high.jpg” and “JPG-1-low.jpg” are the high and low quality JPG images converted from Image-1. “JPG-2-high.jpg” and “JPG-2-low.jpg” are the similar JPG images converted from Image-2. There was no obvious degradation in BMP to JPG conversion. The file sizes of these JPG image are listed in Table 4.

As for the data to be embedded, we prepared four bare text files (see Table-5). Text-1.high.jpg is for JPG-1-high.jpg, Text-1.low.jpg is for JPG-1-low.jpg, and similarly two other text files are for two other JPG-2 images. These files were the largest amount of data that each JPG image could embed. So, their respective compressed file sizes are the embedding capacities. The file compression was executed by the LHA method implemented in the embedding program.

Table 3 Folders for embedding

<table>
<thead>
<tr>
<th>Folder Name</th>
<th>Original Folder size</th>
<th>Compressed Folder size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Folder-1</td>
<td>1,710KB</td>
<td>1,035KB</td>
</tr>
<tr>
<td>Folder-2</td>
<td>1,220KB</td>
<td>417KB</td>
</tr>
</tbody>
</table>

Table 4 Size of the JPG vessel image files

<table>
<thead>
<tr>
<th>JPG file name</th>
<th>JPG-1-high.jpg</th>
<th>JPG-1-low.jpg</th>
<th>JPG-2-high.jpg</th>
<th>JPG-2-low.jpg</th>
</tr>
</thead>
<tbody>
<tr>
<td>File size</td>
<td>482KB</td>
<td>99KB</td>
<td>176KB</td>
<td>46KB</td>
</tr>
</tbody>
</table>

Table-5 Size of the text files for JPG embedding

<table>
<thead>
<tr>
<th>File name</th>
<th>Text-1.high.jpg</th>
<th>Text-1.low.jpg</th>
<th>Text-2.high.jpg</th>
<th>Text-2.low.jpg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original size</td>
<td>149KB</td>
<td>25KB</td>
<td>50KB</td>
<td>7KB</td>
</tr>
<tr>
<td>Compressed size</td>
<td>44KB</td>
<td>9KB</td>
<td>16KB</td>
<td>3KB</td>
</tr>
</tbody>
</table>
6.3 From prototype system to practical system
We confirmed that STEG-ACCS works very well from an embedding and extracting point of view. The idea of “folder access key setting” is very unique in this system because the content-creators will store their digital works under several folders in a categorized manner. They may want folder-by-folder access control within their content server. So, this access control scheme will fit their requirements.

However, we need more real life experiments to study the practical problems. There may be some unexpected inconveniences occurring to this prototype system. We believe we can overcome such practical problems by step-by-step improvement, and finally we can build a useful system in a near future.

7. Discussions
The proposed system employs a steganographic scheme to embed content data in other vessel data to make them invisible. This is to protect the content data from being stolen from the creator’s content storage site, i.e., his home page server.

However, someone may raise a question “Why steganography? There are some other techniques to make them invisible. Cryptography may be better.”

Yes, it is possible to utilize cryptography to implement this kind of contents access control system. But, nonetheless, we think our system is better.

The merits of a steganography-based system are summarized in the following.

(1) Content identification by associative images
In a steganography-based system it is easy to select a vessel image for a home page image that can easily remind the creator of the embedded content. For example, in Fig. 4, portrait works and landscape works are embedded in a “portrait-like and landscape-like” image, and painting works are embedded in a “painting-like” image. Therefore, not only by file-name, but also by the content-associative image file, the content creator can keep a good arrangement of his digital works in his home page. Moreover, he can add some text information on the home page image directly. While, in a cryptography system, contents are invisible and the content identification is made only by the file-name. It may cause some trouble.

(2) Portability of the content
When a creator wants to move some content to a new page on the Webpage, he can do so just by carrying the content-embedded images file from the old page to a new page. That is, the content portability is very good.

While in a cryptography-based system, he will have to refer the “content-directory” by file-names. It could take some extra time to recover the content organization as it was. We can conclude that a steganography-based system is generally better in terms of content portability than a cryptography-based one.

(3) Variety in folder access key combinations
In a steganography-based system, the embedding operation is done only once, because contents are placed under some top folder in his content server. If he has several top folders he may embed each top folder one by one. If requested by a content user, he can easily make appropriate combinations of folder access keys according to the user’s request just by collecting the relevant access keys and combining them to create one single access key file. He doesn’t need to change any part of the extraction program.

While in a cryptography-based system, when he wants to make special key combinations, he may need to change some part of the “decrypting program.” However, it is a little inconvenient.
By taking the merits mentioned above into account, we conclude that a steganography-based system is better than a cryptography-based one for most content creators today and tomorrow.

8. Conclusions
We proposed a model of a Digital Contents Access Control System based on a steganographic information embedding scheme. This is a system most suited for digital content creators who want to make a complete access control system to his digital works according to his own policy. This is entirely different from traditional content distribution systems. Also, this is a new application of steganography which has previously been simply regarded as an information hiding technology. We have made a prototype system and conducted several embedding experiments. We combined two embedding algorithms, namely BPCS and F5, into one STEG-ACCS. We are very satisfied with its basic performance and we are convinced that this system provides a new solution to digital content creators’ problem of how to distribute their works by themselves. Also, we discussed the merit of a steganography-based system over a cryptography-based system, and pointed out several advantages of our system. We hope someone will put this system into real use.
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Abstract. In this paper, we present an implementation method of a semantic information retrieval system using specialized and general knowledge and its application for the field of International Relations (IR). To realize our system, we apply the Semantic Associative Search Method to the system. The Semantic Associative Search Method makes it possible to compute semantic relationships between words and documents according to a given context dynamically. The important features of our system are distilled to the three points: 1) a user can obtain and analyze IR-related documents by using general words even if the user does not have special knowledge of IR, 2) a user can analyze both time-varying and source-specific semantics of IR-related documents, 3) a user can acquire IR-related information that maintains relevancies to IR expertise. This new semantic retrieval environment for IR field is realized by creating a semantic vector space where document data with metadata of both technical terms and general words can be mapped, and also by applying a learning system to the IR document database, which can adapt retrieval results to individual context and improve accuracy of the database. To verify the feasibility and the practical effectiveness of our system, we performed qualitative and quantitative experiments with the evaluation by IR experts.

1 Introduction

One of the most important issues for researchers of a specific field of social science is how to extract appropriate information from enormous document data related to the field according to their concerns and viewpoints as well as their knowledge. In this paper, we present an information retrieval system for International Relations (IR) using the Semantic Associative Search Method [1][2][3] and a learning system with Semantic Spectrum Analyzer [4]. In this method, the acquisition of information is performed by semantic computations so that researchers can search and analyze the documents from various information resources according to their own contexts and points of view dynamically.

International Relations (IR) is a study area of the social science, which treats all interactions between state-based actors such as states, governments, social groups, corporations and individuals. The subjects of research range from history of diplomacy, security study, political economy, international law, conflict resolution, global environmental problems and problem of natural resources to science and technology. Because IR is an interdisciplinary and heterogeneous area of study, it is essential to analyze the related information not only with relevancy to IR expertise but also from various angles dynamically.

On the other hands, a large number of information resources related to IR or World Politics are distributed in the world-wide network environment, such as official announcements of governments or international organizations, policy statements, parliamentary papers, press briefings, activity reports of NGO and announcements in the form of informal talks of politicians. In this environment, one of the most important issues for researchers of international relations or world politics is how to extract appropriate
information according to their concerns and viewpoints. However, it is difficult to obtain the documents accompanied by the interpretation of the meaning and semantics of the word and data because general search engines including the category retrieval in WWW adopt a simple pattern-matching method.

It is also difficult for researchers of IR to analyze the semantic content in documents multilaterally and dynamically because existing methods in this field such as the Content Analysis [5][6][7] and the Cognitive Map [8][9] are knowledge discovery based mainly on the static character of documents. The Content Analysis and the Cognitive Map have been applied to the analyses of the cognition, attitude or images to another country of the policy makers and public opinion through published documents, such as newspapers, party organs, speeches, statements, exchange documents and letters. Though these methods are considered to be valuable and quantitative methods in political science traditionally, these methods cannot measure semantic relations between words included in document groups and semantic relations between documents automatically. Mostly because these methods were developed when there was only a limited number of published documents, these methods are premised on the situation that researchers code every sentence in a document by hand.

Therefore, there is a real need for a system with semantic computation machinery which enables to extract and obtain significant information from enormous multiple document data in current situation. In this paper, we propose an implementation method of a semantic information retrieval system for IR by applying the Semantic Associative Search Method because it enables to compute semantic relationships between words and documents according to a given context dynamically.

The important features of our system are distilled to the three points: 1) a user can obtain and analyze IR-related documents by using general words even if the user does not have special knowledge of IR, 2) a user can analyze both time-varying and source-specific semantics of IR-related documents, 3) a user can acquire IR-related information that maintains relevancies to IR expertise. This new semantic retrieval environment is realized by creating a semantic space where document data represented as metadata of both technical terms and general words can be mapped, and applying a learning system with Semantic Spectrum Analyzer which can adapt retrieval results to individual context and improve accuracy of the document database. In the Semantic Associative Search applied to the system, it might happen that the document data with the most correlated to a query are not selected. By modifying the document data to be defined as appropriate expression, the system can adapt retrieval results to individual context and improve accuracy of the document database.

We have described the current challenges in document analysis in IR field as background of our study and our basic motivation to construct the Semantic Information Retrieval System for IR in this section. We present a basic framework of our information retrieval system in the next section. In Section 3, we review the outline of the Semantic Associative Search [1][2][3] and the learning system with a Semantic Spectrum Analyzer [4]. In Section 4, we present actual system implementation according to a semantic space creation method by using specialized and general knowledge [10][11]. In Section 5, we present several experimental results to verify practical effectiveness of our system as an application and examine the value of the system in the field of IR.

2 Semantic Information Retrieval System for International Relations

Figure 1 shows an overview of a Semantic Information Retrieval System for IR. This system has mainly 6 functions.

(1) Document Collector:
A user (a researcher of IR field) issues a set of keywords according to his/her own concern or topics. Then, the Document Collector collects various documents related to the keywords by pattern matching from multiple document resources on the Internet, such as news archives, official governmental website or other external databases.
(2) Automatic Metadata Extractor: The collected documents are represented as metadata through a filtering process “Metadata Extractor.” The automatic Metadata Extractor has mainly 6 steps.

Step1: Detecting and encoding technical terms
Step2: Tagging general words
Step3: Decoding technical terms
Step4: Word extraction by pattern-matching between the words included in the document and the words constituting the Semantic Space for IR
Step5: TF*IDF calculation
Step6: Result Visualization

(3) Correlation Computation with Semantic Space for IR: The document information represented as metadata is vectorized and mapped on a semantic space for IR for the Semantic Associative Search. If a user inputs a set of keywords according to his/her own point of view as a context, then the correlations between keywords and target documents are calculated here. Users can use both technical terms and general words as keywords for queries (context).

(4) Learning system with Semantic Spectrum Analyzer: The retrieval results are modified by IR expert if document data are not appropriately defined and the retrieval results are judged to have no relevancy to IR expertise. The modified information is reflected to the document database and the semantic space if needed.

(5) Global Analyzer: The retrieval results are analyzed through a clustering and data mining with spatiotemporal information extracted from documents.

(6) Result Visualization: The retrieved and analyzed results are visualized in the form of diagram, graph or illustration. By this function, users can obtain the retrieval information results as close to their intuition as possible.
By using this system with semantic computation, a user can extract and obtain significant information with time-varying and source-specific semantics from enormous multiple document data on the Internet not only with relevancy to IR expertise but also from various angles dynamically.

3 Overview of the Semantic Associative Search Method and a learning system with Semantic Spectrum Analyzer

3.1 Semantic Associative Search

In this section, we review the outline of the Semantic Associative Search Method based on the Mathematical Model of Meaning. This model has been presented in [1][2][3] in detail. A semantic space for IR described in this paper is realized by this Semantic Associative Search Method.

3.1.1 Creation of a metadata space

To provide the function of semantic associative search, basic information on data items is given in the form of a matrix. Each data item is provided as fragmentary metadata which is independently represented one another. No relationship between data items is needed to be described.

For given \( m \) basic data items (eg. entry terms in a dictionary), each data item is characterized by \( n \) features (eg. explaining words of each entry term). Therefore, the \( m \) basic data items are given in the form of an \( m \) by \( n \) matrix \( M \). By using this matrix \( M \), the orthogonal space is computed as the semantic space \( MDS \) based on a mathematic method [1][2][3]. In concrete terms, we execute the eigenvalue decomposition of the correlation matrix and normalize the eigenvectors. We define the semantic space \( MDS \) as the span of the eigenvectors which correspond to nonzero eigenvalues. We call such eigenvectors “semantic elements”.

3.1.2 Representation of information resources in \( n \)-dimensional vectors

Each of the information resources is represented in the \( n \)-dimensional vector whose elements correspond to \( n \) features used in 3.1.1. These vectors are used as “metadata for information resources”[1][2][3]. The information resources become the retrieval candidates for the semantic associative search.

If a retrieval candidate \( P \) is explained by \( t \) words, \( o_1, o_2, \ldots, o_t \), we represent the retrieval candidate \( P \) as

\[
P = \{o_1, o_2, \ldots, o_t\}.
\]

Each word in the retrieval candidate \( P \) is characterized by the \( n \) features,

\[
o_i = [u_{i1}, u_{i2}, \ldots, u_{in}],
\]

Where, \( u_{i1}, u_{i2}, \ldots, u_{in} \) represent the characterized values of the word \( o_i \) by the \( n \) features. The value should be one of the three values, “-1”, “0” or “1”. The absolute value is an logical value, “0” or “1”.

Furthermore, each of context words, which are used to represent a user's concern, is also represented in the \( n \)-dimensional vector. These vectors are used as “metadata for contexts.”

3.1.3 Mapping information resources into the semantic space \( MDS \)

Metadata for information resources and metadata for context words, which are represented in \( n \)-dimensional vectors, are mapped into the semantic space \( MDS \)[1][2][3].

We consider the set of all the projections from the semantic space \( MDS \) to the invariant subspaces (eigen spaces). We refer to the projection as the semantic projection, and the corresponding projected space as the semantic subspace. Since the number of \( n \) dimensional invariant subspaces is \( (v - i - 1) \ldots (v - i + 1)/i! \), the total number of the semantic projections is \( 2^n \). That is, this model can express \( 2^n \) different phases of the meaning.
3.1.4 Semantic associative search:
When a set of keywords (context words) and retrieval candidates are given, the mostly related information resource to the given context is extracted from a set of metadata items for information resources in MDS.

Suppose a sequence $s_l$ of $l$ words (context words) which determines the context is given. We have constructed an operator $S_p$ to determine the semantic projection according to the context.

We call the operator a semantic operator $S_p[1][2][3]$.

(a) First we map the $l$ context words in databases to the semantic space $MDS$. This mathematically means that we execute the Fourier expansion of the sequence $s_l$ in $MDS$ and seek the Fourier coefficients of the words with respect to the semantic elements. This corresponds to seeking the correlation between each context word of $s_l$ and each semantic element.

(b) Then we sum up the values of the Fourier coefficients for each semantic element. This corresponds to finding the correlation between the sequence $s_l$ and each semantic element. Since we have $v$ semantic elements, we can constitute a $v$ dimensional vector.

We call the vector normalized in the infinity norm the semantic center of the sequence $s_l$.

(c) If the sum obtained in (b) for a semantic element is greater than a given threshold $\epsilon$, we employ the semantic element to form the projected semantic subspace. We define the semantic projection by the sum of such projections.

This operator automatically selects the semantic subspace which is highly correlated with the sequence $s_l$ of the $l$ context words which determines the context.

This model makes dynamic semantic interpretation possible. In this model, the "meaning" is the selection of the semantic subspace, namely, the selection of the semantic projection and the "interpretation" is the best approximation in the selected subspace.

3.2 Learning System with Semantic Spectrum Analyzer
In Semantic Associative Search, it might happen that the media data with the most correlated to a query are not selected. This phenomenon happens when the media data with the most correlated meaning to a query is not located in the correct location in the semantic space. It is caused when media data are not appropriately defined in the original data matrix.

In a multimedia database environment, metadata of retrieval candidate data might not be defined as appropriate semantic expression vectors in initial definitions. Therefore, a learning system which modifies the retrieval candidates to be defined as appropriate expression is needed essentially.

The followings are the processes of the leaning system which have been presented in [4] in detail.

3.2.1 Learning Processes for Vectors Expressing Media Data
The target retrieval candidate data "T" which must be the most correlated to the query "a" is specified by the user.

In the computations of correlations between a query and each retrieval candidate data, the learning processes are applied when the retrieval candidate data "T" is not the most correlated to the query. The query "a" and the retrieval candidate data "T" are located in the semantic space.

In the learning processes, the retrieval candidate data "T" is modified toward the query "a" by changing (reversing) value of each element (feature) so as to make the data "T" is the most correlated to the query "a". As the constraint in this learning, the change of location of "T" in the semantic space is minimized. This constraint is introduced to minimize the influence of learning in the semantic space.
3.2.2 Learning Algorithm

The learning algorithm consists of the following steps.

**Step-1:** When a set of context words represented as a context vector is given, a semantic subspace is selected. Then, in the selected semantic subspace, each vector representing each of retrieval candidate data is mapped into the selected subspace. And norms of those retrieval candidate data representing correlations are computed, and those retrieval candidate data are ranked according to correlations in the descending order.

**Step-2:** If the target retrieval candidate data “T”, which should be within the top ranking, is not ranked in the appropriate ranking position, the learning process is performed. As Figure 3, a table for the learning process is shown to the user. (This table represents the vector of the target retrieval candidate data “T”, and each feature of the vector is shown. The value of a feature is “-1”, “0”, or “1”. This table shows the new correlation values as norm when the user indicates to change (reverse) the value (“0 \rightarrow 1”, “1 \rightarrow 0”, “-1 \rightarrow 0”, “0 \rightarrow -1”) of each feature, and also shows the new ranking position of “T” if the change (reverse) of the value is actually applied to the feature. That is, this table shows the influence of changing the feature value to the correlation of “T” to the query. When the change (reverse) of some feature value in the vector of “T” is indicated by the user, a new modified vector \( T_i \) is registered, to be mapped onto the semantic space.

**Step-3:** The norm of the modified vector of “T” is computed, and retrieval candidate data are ranked again according to new correlations in the descending order. The new ranking position is checked by the user. If the new ranking position is not still appropriate to “T”, Steps 2 and 3 are performed repeatedly. If the new ranking position is appropriate to “T”, the current vector of “T” is fixed and registered, and the learning process is terminated.

4 Implementation of the Semantic Information Retrieval System for International Relations

4.1 Creation of a semantic space for IR

Generally, documents related to IR such as policy statements and news articles include not only IR technical terms but also general words. Therefore, we need a semantic space where document data represented as metadata of both technical terms and general words can be projected. Furthermore, to retrieve and analyze IR related documents by using general words even if a user doesn’t have knowledge of IR, the basic technical terms and general words must be related appropriately in the semantic space. For these purposes, we have been proposed a space creation method using specialized knowledge and general knowledge in [10][11].

Figure 2 shows the structure of data matrix for creating a semantic space for IR. \( T-M_i \) is a metadata matrix which shows the “relation” between IR technical terms. For given \( k \) basic technical terms (\( w_{T-1}, w_{T-2}, ..., w_{T-k} \)), each term is characterized by \( m \) related feature words (\( f_{r-1}, f_{r-2}, ..., f_{r-m} \), which correspond to primitive technical terms. On the other hand, \( G-M_d \) is a metadata matrix which represents the “definition” of basic general words. For given \( l \) basic general words (\( w_{G-1}, w_{G-2}, ..., w_{G-l} \)), each word is characterized by \( n \) defining feature words (\( f_{d-1}, f_{d-2}, ..., f_{d-n} \), which correspond to primitive general words. To create an integrated matrix \( TG-M_{rd} \), part \( G-M_d \) and part \( T-M_i \) must be added to \( T-M_i \) and \( G-M_d \). The Part \( G-M_d \) is a partial matrix which represents the “relation” between basic general terms and related feature words of IR technical terms, and the part \( T-M_i \) is a partial matrix which represents the “definition” of basic technical terms by defining feature words of general words.

For a realization, here we referred to the Dictionary of International Relations [12] (hereinafter called “IR-Dic”) that is widely used in the study of International Relations, and to the Longman Dictionary of Contemporary English [13] (hereinafter called “Longman-Dic”) as the general dictionary. The process of the realization has been presented in [6] in detail.
4.1.1 Creation of basic IR matrix

To create $T-M$, we referred to the IR-Dic. The IR-Dic explains 716 technical terms by their definitions, sources, history, and relevance with other technical terms. Every 716 term of data items is extracted as basic technical term ($w_T$), and only the related technical terms are extracted as related feature words ($f_r$) from the explanatory note of each item. Then, each basic technical term is characterized by the related feature words. “1” is set to a related feature word which appears as a positive sense in the explanation, “-1” as a negative sense, and “0” as no relation. For example, for the term “arms control,” the value 1 is set to the related feature words such as “crisis management”, “deterrence”, “disarmament”, “Cold War”, “non-proliferation”, “security regime” etc.

Through this process, the IR basic matrix $T-M_r$ is created. It is 712 * 712 matrix consisting of 712 basic words and 712 feature words, and represents the “relation” between the basic technical terms and the related feature words. Then, the created space (hereinafter called “basic IR space”) based on this matrix consists of 710 dimensional vectors.

4.1.2 Integration of the basic IR matrix and the general words matrix

To create $G-M$, we referred to the Longman-Dic that explains about 56,000 general words by about 2,000 basic words. We selected 2,115 basic words as both general basic words ($w_G$) and defining feature word ($f_d$). Then, 2115 * 2115 matrix is created, which represent the definitions of general words in the Longman-Dic.

Next, we create part $G-M_r$ and part $T-M_d$ to compound matrix $T-M$ and matrix $G-M_d$.

**Step 1: Relating the general words to the technical terms**

For the creation of part $G-M_r$, $l$ general basic words ($w_{G,1}, w_{G,2}, ..., w_{G,l}$) are characterized by $m$ related feature ($f_{r,1}, f_{r,2}, ..., f_{r,m}$). For example, the basic general word "arms" is characterized by the related feature words of IR technical terms such as "arms control", "arms race" and "arms sales". This characterization is checked by the specialists of IR according to their knowledge.

**Step 2: Defining the technical terms by the general words**

For the creation of part $T-M_d$, $k$ basic technical terms ($w_{T,1}, w_{T,2}, ..., w_{T,k}$) are characterized by $n$ defining feature words($f_{d,1}, f_{d,2}, ..., f_{d,n}$). As an example, the basic IR
term “arms control” is characterized by the defining feature words such as “arms”, “control”, “reduce”, “remove”, “weapon”, and “threat”. When there was a word which was not extracted as the defining feature words from the IR-Dic, we looked up the word in the Longman-Dic and extracted the verb and the noun from the explanation.

**Step 3: Adding other words to the vertical elements**

Words, which exist in neither matrix $T-M_r$ nor matrix $G-M_d$ but appear frequently in the document groups, are added to the vertical elements as basic words, and characterized by both defining and related feature words. For example, important words such as “democracy”, “economy” and “policy”, which exist in neither basic IR terms nor basic general words but frequently appear in IR-related documents, were added to the vertical elements and characterized by the related and defining feature words. We referred the Longman-Dic and the IR-Dic for this process.

By these processes, the new integrated matrix $TG-M_{rd}$ was created. The matrix has $2,115+712$ basic words in the vertical elements and 2,861 feature words in the horizontal elements. The created orthogonal image space based on the matrix (hereinafter called the “Semantic Space for IR”) consists of 2,846 dimensional vectors.

By using this Semantic Space for IR, it is possible to retrieve documents related to IR include not only IR technical terms but also general words. And also it is possible to retrieve and analyze IR-related documents by using general words even if a user does not have knowledge of IR. We consider these points help both researchers and students to study document analysis in IR field.

### 4.2 Metadata Extraction

To retrieve highly-specialized information from various and enormous information resources automatically, it is necessary to extract metadata from document data appropriately and precisely. Especially, technical terms are often complex words so that tagging process needs careful preparations.

The function of Metadata Extraction of this system is equipped with the following filtering process.

**Step 1:** By using a list of synonymous words, every synonym of technical terms is detected and encoded. For example, “United Nations”, “U.N.” and “UN” are all encoded such as “YYY701”.

**Step 2:** Other general words in conjugation and plural form are reverted to the original form by tagging method.

**Step 3:** By using a reversed list of synonymous words used in Step 1, every encoded technical term is decoded to the form of “metadata for information resources” in 3.1.3. For example, “United Nations”, “U.N.” and “UN” encoded as “YYY701” in Step 1 is decoded as “united-nations” in the form of basic technical words constituting the created semantic space for IR.

**Step 4:** Words included in the document are extracted by pattern-matching between the words constituting the semantic space for IR.

**Step 5:** Term frequency (TF), document frequency (DF) and TF*IDF are calculated. Words which have TF*IDF value greater than a given threshold are employed as metadata for a retrieval candidate.

By these processes, each document data is represented as metadata of both IR technical terms and general words and mapped into the semantic space for IR.

### 4.3 Learning System for retrieval candidates and modifying semantic space

By using the learning system explained in 3.2, we can modify the target document database and also the semantic space maintaining relevancies with IR expertise if needed. An example of leaning process is presented in Section 5.

### 4.4 Analyzer

Analytical functions and Visualization are very useful and effective for practical use of information retrieval.
The system is equipped with several analytical functions of clustering according to the calculated distance between retrieval candidates represented as coordinates on the semantic subspace. We can also perform data mining by calculating a number of frequent metadata included in the created clusters with association rule extraction and Apriori algorithm. These analyzers enable efficient browsing for a large volume of document data.

5 Experiment

To verify the feasibility and practical effectiveness of the system, we performed qualitative and quantitative experiments with the help of IR experts.

5.1 Experiment 1

To verify the relevancy of the retrieval results to the IR expertise, we perform qualitative experiments in this section.

5.1.1 Experiment 1-1

In this experiment, we examine the effectiveness of the semantic space created by using IR technical terms and general terms and the feasibility of the Analyzer function using a clustering method.

Evaluation method:

First, as a pilot study of document information retrieval, we selected 29 news documents of various topics from the Reuters website as information resources for retrieval candidates. Second, each document was given titles (IDs) according to the contents by the IR expert and translated as metadata automatically by the Metadata Extractor described in section 2 and 4. The samples of the document IDs and the extracted metadata including both IR technical terms and general words are shown in Table 1. Third, as example, we set the following keywords as queries: 1) the IR technical term “EU”, the general word “economy”, and the mixed “EU, economy”, 2) the IR technical term “nuclear-weapons”, the general word “terror”, and the mixed “nuclear-weapons, terror”. Forth, the correct answers for the keywords were set according to the contents by the IR expert in advance. Then, we performed document retrieval and measured the ratio of the correct answers for each query.

<table>
<thead>
<tr>
<th>Document ID</th>
<th>Metadata</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil_IWF</td>
<td>Economy market government interest IMF rate</td>
</tr>
<tr>
<td>EU_summit</td>
<td>Bank country economic report national decision</td>
</tr>
<tr>
<td>Nato</td>
<td>NATO statement on new strategy against nuclear</td>
</tr>
<tr>
<td>R_Arab_Islam</td>
<td>Alliance force decision to defend its treaty</td>
</tr>
<tr>
<td>Afghan_Islam</td>
<td>Afghanistan state capital aid war outside</td>
</tr>
<tr>
<td>Iran_Sovereignty</td>
<td>Middle East government sovereignty treaty</td>
</tr>
<tr>
<td>Afghanistan</td>
<td>Middle East government sovereignty treaty</td>
</tr>
<tr>
<td>NorthKorea</td>
<td>North Korea missile tests official statement</td>
</tr>
<tr>
<td>SCO</td>
<td>Country support economic production help world</td>
</tr>
<tr>
<td>UN_emotional</td>
<td>State role, economic union result government</td>
</tr>
<tr>
<td>Word_Nest_rebel</td>
<td>Word nest press guard government held bus</td>
</tr>
<tr>
<td>Children_Rights</td>
<td>Child international report million pay girl</td>
</tr>
<tr>
<td>Trade_barrier</td>
<td>Country poor trade market trade market</td>
</tr>
<tr>
<td>Iran_Nuclear</td>
<td>International nuclear threat study nation</td>
</tr>
<tr>
<td>NorthKorea_nuclear</td>
<td>North Korea nuclear international report</td>
</tr>
<tr>
<td>Iran_prisoner</td>
<td>Prison international arm hard terrorism</td>
</tr>
<tr>
<td>Brazil_IWF</td>
<td>Economy market government interest IMF rate</td>
</tr>
</tbody>
</table>

The retrieval results are shown in Figure 3, Figure 4 and Figure 5.
Experimental results:

As shown in the upper left region in Figure 3, the correct answers (the documents about EU) are highly ranked in the result for the query of technical term “EU”, and as shown in the upper middle region in Figure 3, the correct answers (the documents about OECD, WTO, IMF, etc.) are highly ranked in the result for the query of technical term “economy”. These results show that documents with metadata of both IR terms and general words can be retrieved by the keywords of both IR term and general word. And as shown in the upper right region in Figure 3, the correct answers of both “EU” and “economy” are compounded in the result for the query “EU, economy”. In the same way, as shown in the lower left region in Figure 3, the correct answers (the documents about suspicion of nuclear arms development) are highly ranked in the result for technical term “nuclear weapons”, whereas the correct answers for the query of general word “terrorism” (the documents about terrorism incident and genocide) are compounded in the result for the mixed query “nuclear weapons, terror”. These results were validated in the intuitive understanding and categorization by IR experts.

Figure 4 and Figure 5 show the results of hierarchical clustering according to the calculated distance between retrieval candidates represented as coordinates on the semantic subspace. The document groups correlated to the context and the distance between the documents are shown in the form of diagram.

Figure 4 shows that the six documents from the top are most correlated cluster to the context “EU, economy” and Figure 5 shows that the four documents from the top are most correlated cluster to the context “nuclear weapons, terror”. The four documents that have high correlation to the context of Figure 5 are less correlated to the context of Figure 4, and also the six documents that have high correlation to the context of Figure 4 are less correlated to the context of Figure 5. This means that the subspace projected according to the context “EU, economy” and “nuclear weapons, terror” have almost no common features.
The form of diagram is intuitive and effective for researchers of social science. If the retrieval candidates are documents from various resources, it could be possible to detect which group of resources publishes similar documents.

Figure 4: Clustering result for the context “EU, economy”

Figure 5: Clustering result for the context “nuclear weapons, terror”
5.1.2 Experiment 1-2

In this section, we present qualitative experiments on the feasibility of the Visualization function by setting time-series IR-related documents as retrieval candidates.

If the retrieval candidates are time-varying documents, it could be possible to detect a certain period when similar documents are concentrated. This would be a great contribute to document analysis not only in IR but also other social science.

Evaluation method:
First, we selected 114 items of U.S. Presidential Remarks on the Iraq-related issues from Jan-2002 to May-2004 [20] as target documents. Second, we set the following word sets as queries (context): 1) the IR technical term “weapons of mass destruction” and the general word “threat”, 2) the IR technical term “democracy” and the general word “freedom”. Third, we calculated the correlation of the documents to the context. Finally, the calculation results were ordered by date and shown as graphs through the Visualization function. The results are shown in Figure 6 and Figure 7.

Experimental results:
Figure 6 shows that the correlation of the target documents for the context “weapons of mass destruction, threat” is decreasing with the course of time. In contrast, Figure 7 shows that the correlation of the target documents for the context “democracy, freedom” is increasing with the course of time. In addition, by observing carefully, we can find that the cross-point of the liner approximation of these two results is around March 16th, 2003 when Iraq was attacked by U.S.

These results are highly suggestive for the IR researcher because the results indicate the time-dependent cognitive change and the point of logical (or narrative) change of a national leader for both domestic audience and foreign countries.
5.2 Experiment 2
To verify the practical effectiveness of the semantic information retrieval system for IR, we performed quantitative experiments and analyzed the results with the help of IR experts.

5.2.1 Experiment 2-1
In this section, we present quantitative experiments on the precision of the created semantic space.

**Evaluation method:**
First, we set metadata items (words) for space creation as retrieval candidates. Second, we selected 100 keywords of IR technical terms by the random sampling method from the metadata items. Third, we performed information retrieval for each query and measured the ratio of words which have been recognized as correct answers by an IR expert in each result. The results are shown in Figure 8.

![Figure 8: Precision rates in the top 20 of the retrieval results for 100 keywords of queries](image_url)
Experimental results:
As shown in Figure 8, the average of precision rate in the top 20 of the retrieval results is over 85%. This result shows that the created semantic space has sufficient precision that is required to use by IR expert, at least for 100 queries of IR technical terms. However, the rates vary widely from 20% to 100%. A word which had a lower rate might need modification for characterization. Furthermore, it might be needed to measure not only IR technical terms but also general words because all the selected keywords here were IR technical terms.

5.2.2 Experiment 2-2
In this section, we present quantitative experiments on the validity of the document retrieval results to the IR expertise and analyze the results by using the learning system.

Evaluation method:
First, we selected 100 news documents from the BBC news website [15] as retrieval candidates. In this case, we limited the topic of documents specifically to U.S.-China relationship because the topic was an area of expertise of the IR expert. Second, all the documents were represented as metadata automatically by the Metadata Extractor described in section 2 and 4. Third, 86 keywords were set by the IR expert according to the importance of the relevant topic and sub-categories of research field. The selected keywords are shown in Table 2. Forth, we set a document whose metadata includes the selected keyword as “formal answer” and a document whose metadata does not include the keyword but the expert recognizes as correct answer as “heuristic answer”. Then, we performed document retrieval and measured the ratio of the formal and heuristic answers for each query.

The results are shown in Figure 9.

Table 2: Selected keywords for queries by the IR expert according to the importance of the relevant topic and sub-categories of research field.

<table>
<thead>
<tr>
<th>Politics</th>
<th>National Security</th>
<th>Economy</th>
<th>Human rights</th>
</tr>
</thead>
<tbody>
<tr>
<td>election</td>
<td>territory</td>
<td>economy</td>
<td>human rights</td>
</tr>
<tr>
<td>freedom</td>
<td>war</td>
<td>EU</td>
<td>asylum</td>
</tr>
<tr>
<td>democracy</td>
<td>rise</td>
<td>WTO</td>
<td>political asylum</td>
</tr>
<tr>
<td>liberal</td>
<td>friend</td>
<td>free trade</td>
<td>press</td>
</tr>
<tr>
<td>open</td>
<td>alliance</td>
<td>steel</td>
<td>riot</td>
</tr>
<tr>
<td>asylum</td>
<td>military</td>
<td>bank</td>
<td>demonstration</td>
</tr>
<tr>
<td>political asylum</td>
<td>minister</td>
<td>market</td>
<td></td>
</tr>
<tr>
<td>government</td>
<td>security</td>
<td></td>
<td></td>
</tr>
<tr>
<td>communism</td>
<td>navy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marxism/Leninism</td>
<td>naval</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kingdom</td>
<td>force</td>
<td></td>
<td></td>
</tr>
<tr>
<td>population</td>
<td>nuclear weapons</td>
<td></td>
<td></td>
</tr>
<tr>
<td>legitimacy</td>
<td>army</td>
<td>non-tariff barriers</td>
<td></td>
</tr>
<tr>
<td>authority</td>
<td>defence</td>
<td>protectionism</td>
<td></td>
</tr>
<tr>
<td>diplomacy</td>
<td>arms sales/trade</td>
<td>cotton</td>
<td></td>
</tr>
<tr>
<td>residence</td>
<td>open door</td>
<td></td>
<td></td>
</tr>
<tr>
<td>partner</td>
<td>terrorism</td>
<td></td>
<td></td>
</tr>
<tr>
<td>friend</td>
<td>missile</td>
<td></td>
<td></td>
</tr>
<tr>
<td>aid</td>
<td>balance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nationalism</td>
<td>island</td>
<td></td>
<td></td>
</tr>
<tr>
<td>constructive-engagement</td>
<td>territory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>competition</td>
<td>conflict</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pressure</td>
<td>threat</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Energy and Environment

<table>
<thead>
<tr>
<th>Public Health</th>
<th>Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHO</td>
<td>computer</td>
</tr>
<tr>
<td>oil companies</td>
<td></td>
</tr>
<tr>
<td>OPEC</td>
<td>orbital</td>
</tr>
<tr>
<td>nuclear power</td>
<td></td>
</tr>
<tr>
<td>coal</td>
<td></td>
</tr>
<tr>
<td>mineral</td>
<td></td>
</tr>
<tr>
<td>mine</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Selected keywords for queries by the IR expert according to the importance of the relevant topic and sub-categories of research field.
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To analyze the retrieval results in details, we picked up the retrieval result for a query “alliance”. In the result, the document “4092646” is ranked in the 2nd in the ranking. The document is one of the heuristic answers because it does not have the keyword “alliance” in the metadata.

Figure 10 shows important information of the semantic elements of the original vector of the document “4092646” in the subspace projected according to the keyword of query “alliance”. The highly correlated feature to the document “4092646” and the metadata of the document related to the feature are shown.

We can find that the feature “multipolarity” contributes to the query “alliance” and the metadata of the document “defence” is related to “multipolarity”. That is, the reason why this document can be ranked highly in the ranking though it has not the keyword “alliance” itself in the metadata. This means that if the target documents do not have a query word itself in the metadata, you can retrieve the correlated document appropriately if the document has a feature highly correlated to the query word. We consider this is a case in point of knowledge discovering.

5.2.3 Experiment 2-3

In this section, we present a pilot experiment on the effectiveness of the learning system for IR document database.

**Evaluation method:**

In this experiment, we set the keyword “strategy” as a query, and analyzed the retrieval result by using the learning system with Semantic Spectrum Analyzer. The retrieval result before learning is shown as a ranking list in Figure 11 and Figure 12.

As Figure 11 and Figure 12 show, the document “4537417” was ranked in ranking 2nd but it was not formal correct answer. The IR expert also considered that the document is less related to the context (query) “strategy” than other correct answers because it is about human rights, and it should be ranked down in the retrieval result.
Experimental results

Figure 13 shows the semantic information of the original vector of the document "4537417" in the subspace projected according to the keyword "strategy". The highly correlated feature to the document "4537417" and the metadata of the document related to the feature are shown. By observing this information, we can find that the feature "opponent" contributes to increase the correlation to the query word "strategy" because the document has the related word "opinion" in the metadata. This indicates that the correlation of the document to the query "strategy" will be decreased if the value of the feature "opponent" is changed from "1" to "0".

### Figure 11: Retrieval result for the query "strategy" before learning process

<table>
<thead>
<tr>
<th>Document ID</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>4539903</td>
<td>0.2581</td>
</tr>
<tr>
<td>4537417</td>
<td>0.2959</td>
</tr>
<tr>
<td>4539693</td>
<td>0.2525</td>
</tr>
<tr>
<td>4535909</td>
<td>0.2513</td>
</tr>
<tr>
<td>4593005</td>
<td>0.4700</td>
</tr>
<tr>
<td>4080868</td>
<td>0.2465</td>
</tr>
<tr>
<td>4081700</td>
<td>0.2320</td>
</tr>
<tr>
<td>4561581</td>
<td>0.2229</td>
</tr>
<tr>
<td>4574404</td>
<td>0.2325</td>
</tr>
<tr>
<td>4589717</td>
<td>0.2209</td>
</tr>
<tr>
<td>4514003</td>
<td>0.2204</td>
</tr>
<tr>
<td>4539759</td>
<td>0.1318</td>
</tr>
<tr>
<td>4033729</td>
<td>0.2132</td>
</tr>
<tr>
<td>4552235</td>
<td>0.2194</td>
</tr>
</tbody>
</table>

Figure 12: Metadata (upper part) and the related features (lower part) of the document "4537417"

By using the interface to a user who is responsible for the learning process (expert), we can find the new correlation values when the user indicates to change (reverse) the value ("0 to 1", "1 to 0", "-1 to 0", "0 to -1") of each feature, and the new ranking position of the document if the change (reverse) of the value is actually applied to the feature. In this case, it is suggested that new ranking position is the 5th if the value of the feature "opponent" is changed from "1" to "0".

### Figure 13: Highly correlated feature ("opponent") and the related metadata ("opinion") of the document "4537417" for the query "strategy"

<table>
<thead>
<tr>
<th>Target ID</th>
<th>4535417.txt</th>
<th>opponent (0.0533)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metadata of this document related to the selected feature</td>
<td>opinion</td>
<td></td>
</tr>
<tr>
<td>All the basic words related to the selected feature</td>
<td>opinion, strategy, win1, reprisal</td>
<td></td>
</tr>
</tbody>
</table>

We also performed the learning process on the document "4595405" in the 6th, then the ranking was changed and the document "4595405" was ranked in the 10th as Figure 14 shows.

These results show that we can adapt the document database to the expertise of a certain field if the learning processes are repeatedly performed with the help of experts of the filed.
5.2.4 Experiment 2-4

In this section, we present a quantitative experiment on the effectiveness of the learning system for IR document database and examine how much the degree of precision was elevated.

**Evaluation Method:**
First, we set the retrieval results in the Experiment 2-1 as target of learning. After the leaning processes are performed repeatedly, we recalculated the ratio of the formal and heuristic answers for each query. The results are shown in Figure 15.

**Experimental Results**
The average rate of formal answers in the top 10 increased from 24.21% to 36.24%, whereas the average rate of heuristic answers increased from 29.82% to 35.98%. The total average rate in the document retrieval results increased from 54.03% to 72.22%.

![Figure 15: The ratio of formal and heuristic answers in the top 10 of the retrieval results for 86 queries (average rate) after learning process](image)

6 Conclusion

In this paper, we have presented a Semantic Information Retrieval System for International Relations and performed qualitative and quantitative experiments with the help of IR experts to verify the feasibility and the practical effectiveness of the system. This system enables users to obtain and analyze IR-related documents by using general words even if the user does not have special knowledge of IR, to analyze both time-varying and source-specific semantics of IR-related documents, and to acquire IR-related information that maintains relevancies with IR expertise. The Semantic Associative Search Method applied to the system makes it possible to compute semantic relationships between words and documents according to a given context dynamically, and a learning system with Semantic Spectrum Analyzer enables to adapt retrieval results to individual context and improve accuracy of the document database.
As future work, we design an algorithm to detect a certain period when semantically similar documents are concentrated or a group of resources which publish semantically similar documents automatically. We also apply the clustering and data mining methods to analysis of time-varying documents and documents from various resources. This work could be a great contribute to analysis of various actors’ cognitive change and institution-specific behavior not only in International Relations but also in other study field of social science.
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Abstract. Here is presented an algebraic model of emergence of natural language, which defines language as the limit of a communication process in a society of agents. The heterogeneous model consists of semantic algebra $\text{Obj}$ created by the set of attributes (elementary perceptions) and syntactic algebra $L$. Objects are compositional, determined by their attributes and sub-objects. Every agent $a$ maintains its own language $L_a$, which is developed in the communication process using a meaning morphism $m_a : L_a \rightarrow \text{Obj}$, the speech morphism $sp_a : \text{Obj} \rightarrow L_a$ and a naming function $\eta_a : \text{Obj} \rightarrow N_a$, where $N_a$ is a set of names (subjective attributes, $N_a \cap L_a = \emptyset$). The model is investigated using computer modelling (language game). In the communication process agents add new words to their languages (at the beginning all $L_a = \emptyset$) and improve their meaning and speech functions using inference and disambiguation of semantics when objects are presented in different contexts. At the first stage of language creation agents use grounded messages (the message's object is included, e.g. pointed at), but on later stages they can also use ungrounded messages. Communication allows errors and several random features. If in the process of sending-receiving messages agents understanding of each other improves, i.e. error rate in recreating message's object decreases, then at the limit they create common language. It is shown, how compositionality (structure) in semantic domain creates elementary compositionality (structured denotations) also in the language. Compositionality of denotations follows from a very simple algorithm of agent's behaviour and does not require any pre-defined word categories or syntactic rules.

Introduction

Computational modelling of emergence of language has become a quite popular topic in the last decade (for overview, see e.g. [1], [2], [3]). Most often has been considered emergence of protolanguage, i.e. language consisting of unconnected words, but in recent years there have appeared also papers where emergence of syntax (e.g. [4], [5], [6], [7]) is investigated. The main method used in these papers is the so called "word games"[8], where agents are sending and receiving messages: pairs \{object, word\}, where word denotes external object. Usually these objects either do not have any semantic structure or have very simple fixed structure (e.g. predicates used in [4]: "run<dog>", "eat<dog, meat>", or "who did what to whom"-phrases in [9]). This is the so-called “pre-lexical” state of learning of 10-15 months old children, where words are context-bound, produced only in very limited and specific situations and this creates only protolanguage[10] - a communication system with no structure (syntax), which is considered to be a precursor of modern human syntactical language.

In experimental models presented in these papers compositionality (structure) is usually handled using pre-defined, structured syntactic rules providing an explicit information for constructing meaning (e.g. "word order rules" in [4]) or assuming already existing knowledge and meaning transfer (language) structures. The appearance of this
knowledge and/or structures is not explained or is attributed to mysterious innate Language Acquisition Device (Universal Grammar) introduced by Chomsky [11] (for an overview see e.g. [12]).

By now we have already more-or-less understood how protolanguage or language with fixed structural depth can emerge. When depth and complexity of phrases are fixed beforehand (typical for robot experiments, e.g. [13]), the language is finite, i.e. only a finite structure consisting of separate expressions is considered. But the most striking feature of human language is our ability to create and understand infinite number of however complex (deep) language constructs.

Considering single words or expressions with fixed structure in messages is unnatural. We can not perceive properties (attributes) of external world separately: e.g. how to demonstrate attributes "big", "round", "red" without objects, which have these properties? But if these properties are demonstrated using some objects, then how to show that we are speaking just about size, shape or color, when the object has both these properties and many more? Showing to learner (child, robot) a red cube and saying just one word: "cube" puts learner into a very difficult situation, since learner sees many features of the object (cube): its shape, its color, its size etc and presented word "cube" leaves totally open, which of the properties of the cube the word should denote: the shape, the color, the size or something else – maybe the ground under the cube (ambiguity of pointing was discussed already in [14]). And if learner has already guessed, that objects can have names, then maybe the produced word denotes name? But names aren't even visible, can't be perceived, i.e. the produced word can denote some ideal property, which learner has itself yet invent. Word games with one word or expression with fixed structure does not help learning vocabulary in real-word situations; words in presented expression should describe several, all or at least the most important of the perceivable properties (attributes) of the real-word object. And in order to be able to construct however complex expressions word game should include also names ("apple", "table" etc). Gentner [15] studied vocabularies of children and found that all children had more object names than any other kind of words, thus names should also be included as a special kind of mental attributes.

The most distinguishing feature of human language is its compositionality: the meaning of a complex expression is determined by its structure and the meanings of its constituents, so that we can create and understand expressions, which we have not created or heard before. The definition is intuitively understandable, but closer inspection reveals several problems: what exactly is "meaning" and what means "is determined"?

Meanings are structured entities, which are composed from simple perceptions. Meanings are also names, which we use to consider these entities (collections of perceptions) as one whole. We perceive properties, attributes of real-word objects, so e.g. a meaning can be a collection of attributes "red round eatable sweet!", but the same meaning can be also expressed as "sweet apple". Here "apple" is also an attribute, but this attribute is not perceived, it is a subjective attribute, name, created by users of the language. The set of objects includes also however complex (deep) structured entities which are (hierarchically) composed from simpler sub-entities and perceptions, e.g. a meaning could be denoted in ordinary language as "big blue car passed us quickly" – the whole event is considered as one structured perception, i.e. one object.

The word of "meanings" (semantics) consists of simple, elementary perceptions ("red", "round" - attributes of real-word objects), names of objects ("apple", "table") and more complex, hierarchically structured objects. The complex objects are constructed from simpler objects ("red apple is on the black table", "big car passed us") using operations ("is on", "passed", i.e. verbs), which create from simple objects more complex ones, i.e. the semantic domain is a (partial) algebra. The classification and characterization of these cognitive operations is intensively studied (see e.g. [16]), but and until now there does not
exist any commonly accepted system (for an example see e.g. Schank's primitive ACT's classification system [17]). Therefore here all semantic operations are generalized to one semantic constructor operation.

"Understanding", getting the meaning of a language phrase is a projection (homomorphism) from language phrases to semantic objects. The compositionality of language is a reflection of compositionality of the real word. Montague [18] presented a mathematical description of compositionality: compositionality is a homomorphism from language's expressions (denotations) to the meanings of those expressions. This allows analyzing meanings of a static, established language. But this one-way – from language expressions to meanings – mapping is not sufficient, when language is considered as a dynamic phenomenon, especially when the language's emergence is considered. In the process of language creation (emergence) new language's expressions are created by speakers. If somebody wants to express something, but does not yet have a word for it, then the only way is to create a new word. And this happens often even when there is already a word to denote something – language speakers invent constantly new words and expressions. Therefore to analyze emergence of language also an mapping (homomorphism) in other direction is needed - from meanings to denotations of these meanings: speech. These two mappings are not exact inverses of each other, especially when language is created, emerges. Children language acquisition studies have shown, that children understand much more words than they actually use: "...what children say ...is a quite imperfect measure of what they know"[19], i.e. their meaning function is much better defined than their speech function.

The structure of environment creates structure and compositionality also in the denotations. The process depends on speech and meaning homomorphisms, which create from the hierarchical (compositional) structure of real-word objects (objects of the semantic algebra) similar hierarchical (compositional) structure also in denotations. The most important ability needed for creation of complex compositional expressions is ability to perform embedding, superposition of expressions and meanings [20]: "A proper lingua ex machina would be a language machine capable of nesting phrases and clauses inside one another". Similar idea was expressed lately also by Chomsky [21]: "Faculty of Language in the Narrow sense... only includes recursion and is the only uniquely human component of the faculty of language".

Here is presented an algebraic model (improvement of [22], [23]), which allows defining natural language and considering its emergence in a collection of communicating agents in precise mathematical terms. The model consists of two parts (algebras) – the algebra of objects (semantic algebra) and the syntactic algebra (denotations of semantic objects, i.e. language). Objects are defined by attributes and sub-objects; in messages these attributes are described by words from the speaker vocabulary. The communication act allows is errors and randomness: when composing a message, sender selects for his message (randomly) only several of object's attributes and/or sub-objects - we do not see things the same way and do not consider important the same features of an object. This random selection of information corresponds to ambiguity of pointing – receiver has to decide, which properties of the communication object are described in the message and does not know, what the words denote (which attributes or sub-objects). Agents can create names for objects (a subjective, unperceivable attribute); names can be used in messages. Ability to name objects is essential prerequisite for creating more and more complex syntactic structures, i.e. for the compositionality of the language. Structure (compositionality) of objects creates similar compositional structure also denotations of these objects without any pre-defined rules.

The emerging system of denotations is functionally equivalent to a language – it allows agents to communicate. But its syntactic structure (expressed only using one
syntactic constructor) is very primitive, so this system of denotations can be considered as the "deep structure" [24] of a language.

1. Algebraic Model

1.1 The Semantic Algebra

The model is a heterogeneous structure \(<\text{Obj}, \{L_{\alpha}, \alpha \in Ag\}>\), where \(\text{Obj}\) is the semantic algebra of objects, \(Ag\) is the set of agents, \(L_{\alpha}\) is the syntactic algebra (language) of agent \(\alpha \in Ag\).

Semantic algebra \(\text{Obj}\) is generated by a finite set \(\{a, a_2, \ldots, b_1, b_2, \ldots, c_1, c_2, \ldots\}\) of attributes.

Elements of the set \(A\) can be interpreted as elementary senses, elementary perceptions (attributes of real-world objects), i.e. things like "green", "flat", "sweet" etc. An object is described as an (unordered) list of attributes. These elementary senses can be combined to form bigger objects, using the semantic operator \([\ ]\) (in order to simplify presentation, only one semantic operator is used here). The semantic constructor \([\ ]\) allows to create from elementary attributes and already existing objects however complex objects with hierarchical structure, e.g. \("\text{round", "red", "sweet"...}\) may be an apple, \("\text{["round", "red", "sweet"]}\) may be an object, which could be described as "red apple on a black table" and \("\text{["moves", "["blue", "car"]", "quickly"]}\) can be interpreted as an object "blue car moves quickly". The number of arguments of the operator \([\ ]\) is not fixed and depends on the set of arguments; the operator \([\ ]\) is partial, i.e. for some collection of arguments it can't be applied. Here are considered only binary attributes, i.e. they are either present in an object or not.

Elements \(O\) of the semantic algebra \(\text{Obj}\), their depth \(d(O)\), size \(sz(O)\) and the set of sub-objects \(\text{sub}(O)\) are defined recursively:

1. every \(a \in A\) belongs to \(\text{Obj}\), \(d(a) = 0\), \(\text{sub}(O) = \{a\}\), \(sz(a) = 1\);
2. if \(O_1, O_2, \ldots, O_n \in \text{Obj}\), \(n > 0\), then (sometimes) also \([O_1, \ldots, O_n] \in \text{Obj}\),
   \[d([O_1, \ldots, O_n]) = \max(d(O_1) + 1, \text{sub}([O_1, \ldots, O_n]) = \cup \text{sub}(O_i) \cup \{O_1, \ldots, O_n\})\]
   \[sz([O_1, \ldots, O_n]) = \sum sz(O_i) + 1\]

Partial order on algebra \(\text{Obj}\) is introduced by: \(O_2 \leq O_1\) iff \(\text{sub}(O_2) \subseteq \text{sub}(O_1)\);
\(O_2 - O_1 = [\text{sub}(O_2) \backslash \text{sub}(O_1)]\), i.e. from \(O_2\) are deleted all subtrees which belong to \(O_1\), but in both sets search starts from subtrees with minimal depth; the distance of \(d(O_1, O_2) = sz(O_2 - O_1) + sz(O_1 - O_2)\).

From the above definition can be created important sub-cases:

2.1 for every \(O_1, O_2, \ldots, O_n \in \text{Obj}\), \(n > 0\) always \([O_1, \ldots, O_n] \in \text{Obj}\)

i.e. \(\text{Obj}\) is the free algebra (a context-free language) with the set of generators \(A\) and one \(n\)-ary operation \([\ ]\) for every \(n > 0\);

2.2 application of the semantic constructor \([\ ]\) could be described by a context-free (context-sensitive) grammar, so that \(\text{Obj}\) would be also a context-free (context-sensitive) language.
1.2 The Syntactic Algebra

The syntactic algebra $L$ is a free algebra, generated by the (potentially infinite) set $W = \{w_1, w_2, \ldots\}$ of symbols $w_1, w_2, \ldots$ (which are called words), using a syntactic constructor operator, which is also denoted $[\ ]$ (the same notation as in the semantic algebra, but these operators are different, they act on different sets); elements $w$ (which are called denotations) of the algebra $L$, their depth $d(w)$ and the set of subwords $\text{sub}(w)$ are defined the same way as for the semantic algebra:

- for all $w \in W$ we have $w \in L$, $d(w) = 0$, $\text{sub}(w) = \{w\}$;
- if $w_1, \ldots, w_n \in L$, then also $\{w_1, \ldots, w_n\} \in L$, $d(w_1, \ldots, w_n) = \max(d(w_i)) + 1$,

$\text{sub}([w_1, \ldots, w_n]) = \cup \text{sub}(w_i) \cup \{[w_1, \ldots, w_n]\}$.

Definitions for partial order on the set of denotations and symmetric difference of denotations are similar with those used in the semantic algebra.

The algebra $L$ (a free algebra) contains all possible language expressions. In the process agents get from here expressions, what they need to improve their language.

1.3 Agents, Languages, Meaning and Speech

Let $Ag$ is the set of agents. Subsets of the semantic algebra $L$ are called languages. Every agent $A$ has its own language $L_A \subseteq L$.

At the beginning of the simulation process all languages $L_A$ are empty, but gradually agents add to their languages denotations, which describe objects from the semantic algebra $\text{Obj}$.

For every agent $A \in Ag$ there are three mappings (many-to-many partial homomorphisms):

- the meaning mapping: $m_A : L_A \rightarrow \text{Obj}$;
- the speech mapping: $sp_A : \text{Obj} \rightarrow L_A$;
- the naming function: $n_A(O) \rightarrow \mathcal{N}$, $O \in \text{Obj}$.

Names are similar to attributes of objects, but they are subjective, "invisible" attributes (not perceived, but created!); $\mathcal{N} \cap \mathcal{A} = \emptyset$, $\mathcal{N} \cap W = \emptyset$. Denote $\mathcal{N} \cup \mathcal{A} = \overline{\mathcal{A}}$ - the extended set of attributes. Every agent creates their own names, names for the same object are different for different agents and they can not have any information about names created by others. But when agents exchange messages, they send also denotations for names and so denotations for names will become the same for all agents (more or less).

The meaning and speech mappings are defined gradually (in the process of communication) in such a way, that they do not increase depth (create noise), i.e. they have properties:

1. if $d(O) = 0$ for a $O \in \text{Obj}$, i.e. $O \in \mathcal{A}$, then also $d(sp_A(O)) = 0$, i.e. $sp_A(O) \subseteq W$ and $sp_A([O_1, \ldots, O_n]) = [sp_A(O_1), \ldots, sp_A(O_n)]$

- denotation of an attribute or name is always a single word (does not contain the constructor $[\ ]$) and denotation of a structured object $[O_1, \ldots, O_n]$ is among the set of all denotations, which can be constructed from denotations of sub-objects $O_1, \ldots, O_n$;

Functions $m_A$, $sp_A$ are partial and many-to-many, i.e. they may give to several denotations the same meaning and several meanings the same denotation. However, it is required that when an agent creates a new word for some attribute from $\overline{\mathcal{A}}$ (i.e. attribute or
name), then this word should be different from all words which are already in his language. Using the above properties it is easy to prove by induction on depth, that always:

\[ sp_a (m_a (w)) \supseteq w \]

- if an agent \( a \) considers all meanings of a denotation and speaks about all of them, then he/she creates the denotation (and possibly some other denotations);

\[ m_a (sp_a (O)) \subseteq O \]

- if an agent \( a \) speaks about some object \( O \), then meaning (for him) of the created denotation is a sub-object of the object \( O \), i.e. agent understand what it says and reveals in its speech (partial) truth about the object.

1.4 Communication

Agents are able to communicate – send and receive messages; they all participate with equal probability as senders and receivers of messages (in the computational model were considered also other possibilities).

A message is always about some object \( O \in Obj \) (message's object), \( d(O) > 0 \), i.e. the message's object has some structure. Message is grounded, if the object \( O \) is a part of the message (this is equivalent to pointing). At the beginning agents exchange only grounded messages, but when they have already some common understanding (language), they can use also ungrounded messages, where the object is not indicated (this corresponds to the fact, that most of the words what we know and use are not taught to us - we have learned them from context, picked them up from conversations, from read texts etc [25], [26] etc).

Communication is not error-prone. Different people see the same object different ways and select (consider important) only some features (attributes and sub-objects) of the message's object; besides, they can use about the same object (attribute) different words (the speech function is many-valued).

Language is created (emerges) in the process of exchanging messages (language game). The first part of the process (language game with grounded messages) consists of following steps:

1. An object \( O \in Obj \), \( d(O) > 0 \) (message's object) and two agents \( A_1, A_2 \in Ag \) (sender and receiver) are selected randomly; since \( d(O) > 0 \) the object \( O \) can be presented as \( O = [O_1, \ldots, O_n] \);

2. Sender \( A_1 \) selects randomly a subset \( \vec{O} = [O_1, \ldots, O_m] \subseteq [O_1, \ldots, O_n] \) of sub-objects or attributes, which he wants to include in the message, every sub-object \( O_i \) is included with probability \( p_{\text{in}} \) (if \( p_{\text{in}} = 1 \), then all sub-objects are included; if \( p_{\text{in}} = 0 \), the message will be empty); he may (a random decision with probability \( p_{\text{in}} \)) also add the name \( n_1 (O) \in \vec{O} \);

3. Agent \( A_1 \) creates a message, using his speech function \( sp_1 \): \( sp_1 ([O_1, \ldots, O_m]) = [w_{1,1}, \ldots, w_{1,n}] \subseteq [sp_1 (O_1), \ldots, sp_1 (O_m)] \); receiver \( A_2 \) gets the (grounded) message \( < O_1, \ldots, O_n, [w_{1,1}, \ldots, w_{1,n}] >, m \leq n+1 \).

4. The receiver \( A_2 \) constructs a partial many-to-many mapping \( m_2 (w_j) \rightarrow [O_1, \ldots, O_n] \), \( j=1, \ldots, m \), and adds the constructed part to his meaning function \( m_2 : L_2 \rightarrow Obj \), i.e. updates his data structure.

The process is repeated and after some number of steps various tests are made.
In the second part (when agents have already learned some objects and words) the game continues with non-grounded messages, i.e. messages do not contain the object.

1.5 Language

The process creates a language, if it converges, i.e. the rate of errors (receiver does not recognize the message's object) becomes with growth of the number of messages smaller and smaller, i.e.

\[ (\forall a_1, a_2 \in Ag) (\forall O \in Obj) \lim_{n \to \infty} \left( \frac{\#(m_{a_1}(O)) = O}{n} \right) \to 0 \]

Here \( n \) is the number of communication acts and \( \frac{\#(m_{a_1}(O)) = O}{n} \) is the part of communication acts, where receiver \( a_2 \) did not understand the sender \( a_1 \), i.e. for \( a_2 \) the meaning of the received (ungrounded) message \( sp_{a_1}(O) \) was not the message's object \( O \).

Usually by the word "language" is understood a set of strings. To agree with this tradition, we could define this (emerging) language by

\[ L = \{ \bigcup_{n=1}^{\infty} sp_{a_n}(O) \mid O \in Obj, a \in Ag \} \]

The often-cited result by Gold [27] that even context-free languages are not learnable in the limit is not relevant in our setting. Gold's theorem considers passive learning (guessing) from provided examples of fixed (constant) language. Here all agents are active creators of the language; every one of them participates in the creation of the emerging language. Thus even if application of the semantic constructor [ ] were described in 3.1, 3.2 by whatever context-free or context-sensitive grammar (i.e. the semantic algebra would be a context-free or context-sensitive language) and in message-creation rules 6.2 probabilities \( p_{str}, p_{nm} \) (then the emerging language would be isomorphic to the semantic algebra, i.e. would also be context-free or context-sensitive) it still does not follow, that the language could not be learned, i.e. the limit (*) would not exist. Some support to convergence is provided by the result that the class of probabilistic context-free languages is learnable in the limit [28]—since communication objects are selected randomly, the set of messages is a probabilistic language.

Because of many random elements of the model (structure of the semantic algebra, probabilities \( p_{str}, p_{nm} \)) it is not clear, whether the process converges (i.e. describes anything). Behaviour of the model was investigated using computer modelling.

2. Computational Model

2.1 Agent's Data Structures and the Algorithm

In the following are described essential features of the computational model which was used to investigate properties of the process.

Agents maintain vocabulary, which has very simple structure: for every object \( O \in Obj \) and name agent keeps a list of words, which are possible denotations of this attribute or name, i.e. they were used in messages, where they could denote this attribute or name. With every word in such a list is stored also its use count — how many times the word has been used to denote (probably) this attribute. This list is the base for its speech functions: when agent needs a word for an attribute or name, he selects from this list a word, which he considers suitable. Usually this was the word with highest use count and if there are yet no words for some attribute or name, agent “invented” a new word, but some
other tactics of word selection were also considered, e.g. agents can sometimes "stick" to their "own" word (what they invented earlier), use the latest added word etc [29]. When the use count of words grows, words with considerably lower use count are deleted ("forgotten") so that lists do not grow unbounded.

Another data structure of agents is list of (already known) objects together with the name (the name given by the agent) of the object – this is the data structure of the naming function. Agent's total memory is linear in the size of the semantic algebra \( \text{Obj} \).

2.2 Communication Act

In order to create/learn words for objects and attributes, agents exchange messages. A communication act consists of:

- selecting a speaker (sender) and receiver; usually they were selected randomly, but “teaching” (when sender and receiver were fixed) and some hierarchical communication systems were also considered [29];
- selecting (randomly) a communication object (structured, i.e. with depth > 0);
- speaker creates message, describing some of the sub-objects (attributes) and name of the communication object; attributes are included with probability \( p_{\text{attr}} > 0 \) (every attribute was tested for inclusion separately, if \( p > p_{\text{attr}} \) for a generated for this attribute random number \( p \), then the attribute was included), name – with probability \( p_{\text{name}} \) (these probabilities were parameters of tests);
- message receiver gets the created by speaker description of the communication object - unordered list of words, which in sender’s language describes some of object’s attributes and (possibly) it’s name and the communication object is “pointed”, i.e. he also receives the communication object as a unordered list of attributes (a grounded message);
- receiver uses the received message to modify/improve its vocabulary (learn).

The emergence of language depends on the structure of the semantic domain \( \text{Obj} \). Objects were generated by random selection of attributes; maximal size of objects (upper bound on number of attributes in an object) was a varied parameter; the number of attributes was from 2 to 8, maximal depth – 4 (experiment becomes very slow with greater depth). Since messages possibly do not contain words for all object attributes, at the beginning objects were mutually disjunctive, i.e. no object (as a set of attributes) could be a subset of some other object, but this property did not have any observable influence and was later dropped. The algebra \( \text{Obj} \) should separate all objects. This means that the indiscernibility relation [30] on the set of objects \( \text{Obj} \) defined by

\[
O' \approx O'' \iff (\forall O \in \text{Obj})(O = [O_1, \ldots, O_n]) \Rightarrow (O' \in \{O_1, \ldots, O_n\} \iff O'' \in \{O_1, \ldots, O_n\})
\]

should be trivial, i.e. for all objects \( O', O'' \) there should be a context, which separates them – an object, where only one of them is a proper sub-object. This condition was later also weakened to cover only attributes – if two different structured objects belong to the same indiscernibility class (i.e. they are always used together as a sub-objects), then they still could be separated since their own structure is different.

2.3 The Learning Algorithm

The crucial part of the process described above is step 4: after receiving a (grounded) message \( \langle [O_1, \ldots, O_n], [w_1, \ldots, w_m] \rangle \), \( m \leq n + 1 \), how the receiver constructs corresponding semantic mapping \( \mathcal{M}_i(w_i) \rightarrow \{O_1, \ldots, O_n\}, i=1,\ldots,m. \) Several strategies could be used, but
most useful (converges best) seems to be the following (disambiguation using different contexts)

In the first part of the process, when grounded messages are used, the algorithm for the mapping function \( \overline{m}_j \) is following:

1. Agent adds to the set \( \{O_1, \ldots, O_n\} \) also the name of the object \( \{O_1, \ldots, O_m\} \); if this object already is listed in his list of names, he uses the name created earlier, if not, invents a new name for this object; let \( nm \) be the added name.
2. Agent separates from the set \( \{w_1, \ldots, w_m\} \) of received words the known words, i.e. words \( w_j \), which already are present in the vocabulary list of some object \( O_j \), \( j=1, \ldots, n+1 \); use counts of these words in corresponding lists are increased and the objects \( O_j \) are removed from the set \( \{O_1, \ldots, O_n, nm\} \) (words for them have been already found).
3. The "known" words (i.e. words, which were removed in step 1.) are also removed from word lists of all objects \( O \) which do not occur in the message, i.e. \( O \notin \{O_1, \ldots, O_n, nm\} \) - it is assumed, that all words in the message denote objects \( O \), or the name \( nm \).
4. Let \( \{v_1, \ldots, v_i\}, \ k \leq n \) and \( \{P_1, \ldots, P_j\}, \ l \leq n \) be the remaining words and objects.

Since there is no additional information available (what means what), every word \( v_i \) is mapped to every object \( O_j \), i.e.
\[
\overline{m}_j(\{v_1, \ldots, v_i\} \rightarrow \{P_1, \ldots, P_j\} = \{v_1, \ldots, v_i\} \otimes \{P_1, \ldots, P_j\} \text{ (direct product) and all words } v_i, \ i=1, \ldots, k \text{ are added to word lists of objects } P_j, \ j=1, \ldots, l.
\]

In the second part (messages without object) the algorithm is different:

1. Agent separates from the set \( \{w_1, \ldots, w_m\} \) of received words the known words, i.e. words \( w_j \), which already are present in the vocabulary list of some object \( O_j \) (whatever object) and selects for every word \( w_j \) the most probable meanings, e.g. objects, which have \( w_j \) in their lists with highest use count; he also collects all named objects \( O \), i.e. objects, whose name (some of them) occur in the message; named objects \( O \) found in the step 1 are tested – whether they contain other objects \( O_j \) as sub-objects (objects have hierarchical structure, so the test is as for subtrees);
2. if some suitable \( O \) was found (i.e. the message contained the name of \( O \) and other words of the message denoted sub-objects of \( O \) ), the object \( O \) is selected as the meaning of the message and use counts of words, which denoted its sub-objects are increased (in lists of these sub-objects); if no suitable \( O \) were found, a new object is stored in receiver's list of objects with all objects \( O_j \) as sub-objects of the new object.

2.4 An Example

This simple example shows first steps in development of common vocabulary. In the example are used three objects \( [2, 4] \), \( [2, 3] \), \( [3, 1, 4] \) over the set of four attributes \( \{1, 2, 3, 4\} \). At the beginning all vocabularies and agent's lists of objects are empty.
1. Agent 1 creates a message about the first object; the first argument of the predicate "speak" is speaker's name, the second - communication object, the third: created message (the simulation program was written in Prolog and \( ? \) is the Prolog prompt):

\[
?\cdot \text{speak(1, [2,4], M)}.
\]

\[
M = [a4_1, a2_1, a101_1]
\]

Here word \( a4_1 \) denotes attribute 4, word \( a2_1 \) - attribute 2 and \( a10_1 \) is the name of the object \([2,4]\) in agent's vocabulary (agent 1 "invented" all those words).

Agent 2 receives the message (the first argument is receiver's name, the second - communication object and the third - received message):

\[
\text{message(2, [2,4], [a4_1, a2_1, a101_1])}.
\]

After processing the language of agent 2 becomes:

\[
[2, [[a101_1, 1], [a2_1, 1], [a4_1, 1]]]
\]

\[
[101, [[a101_1, 1], [a2_1, 1], [a4_1, 1]]]
\]

\[
[4, [[a101_1, 1], [a2_1, 1], [a4_1, 1]]]
\]

i.e. agent 2 added in his vocabulary all received words as denotations for both attributes 2, 4, and also as possible denotations for the name 101, which he "invented" for the received object \([2,4]\); his list of external objects is now \([101, [2, 4]]\).

Suppose next agent 2 receives a message about object \([2,3]\):

\[
\text{message(2, [2,3], [a2_1, a102_1])}.
\]

(speaker has left out word for attribute 3).

This message already simplifies the vocabulary of agent 2, which becomes:

\[
[102, [[a102_1, 1]]]
\]

\[
[2, [[a4_1, 1], [a2_1, 2], [a101_1, 1]]]
\]

\[
[3, [[a102_1, 1]]]
\]

\[
[101, [[a4_1, 1], [a101_1, 1]]]
\]

\[
[4, [[a4_1, 1], [a101_1, 1]]]
\]

i.e. agent 2 could remove the word \( a2_1 \) from lists of denotations of attributes 101 and 4.

If agent 2 is next asked, what means a test message \([a3_1, a2_1, a102_1]\) (he is receiving only a message without the object), he can correctly calculate the communication object:

\[
\text{message\_object(2, [a3_1, a2_1, a102_1], O)}.
\]

\[
O = [3, 2]
\]

- but he has even not received earlier the full description of the object - the attribute 3 was not described in the earlier message describing this object.

More, he/it is also capable of retrieving the correct object if only the name of the object is passed to him:

\[
\text{message\_object(2, [a101_1], O)}.
\]

\[
O = [4, 2]
\]

3. Emergence of Common Vocabulary and Understanding

3.1 Measured Parameters

The process of emergence of common vocabulary was investigated using several parameters:

- for how many attributes and objects agents already have a word, how many words are there in their lists, how are their use frequencies distributed (at the end frequency of one, one word, the "right" one, will be much higher than frequencies of all the others);
- for a pair of agents, for how many attributes and names they already use the same word, i.e. the most frequent word for an attribute or object is the same in both agent's vocabularies, i.e. number of common words in their messages;
- how many different most frequent words for every attribute and name are there in the whole society (vector of word variability, see examples below); when speaking, agent uses his most frequent words, so number of different most frequent words for an attribute or for an object indicates number of synonyms for this attribute or object (at the end the most frequent word for an attribute or object will be the same in all agent's vocabularies);
- how well do they understand each other, i.e. percentage of correctly understood messages from some test set of randomly created messages (usually in a test were used 50 messages);
- how well they understood names, i.e. messages containing only name (in senders language) of an object; here were used test messages covering all the set of already known to the user names, shown is percentage of correctly understood names from all names (not only names known to receiver).

In studies of children word learning the measured criteria is usually "knows word". It is rather imprecise and usually suggests, that child produces/uses the word, but children will correctly understand words (names and descriptions of objects) much earlier than they themselves start to use the "right" words, i.e. words, what observer uses and expects [19]. In simulations agents show similar behaviour – they can "understand" a word, but do not use the same word in his message, i.e. from \( sp_1(O) = w \), \( O \in m_1(w) \) does not follow \( sp_2(O) = w \).

The graph in Figure 1 illustrates increase of percentage of common words (i.e. both agents used the same word for an attribute or object) and percentage of correctly understood (grounded) messages from a series of 50 test messages; tests were made after every 10000 communication acts (10 agents, 10 attributes, 96 objects).

Message understanding was always much higher than appearance of common words (see the first graph); the more there were objects, the bigger the difference between message understanding and appearance of common vocabulary. This again seems to support the claim, that "what children say ...is a quite imperfect measure of what they know"[19].

Mutual understanding of grounded (full) messages developed much quicker than understanding of pure (ungrounded) messages. But influence of the probability of including an attribute in the message \( p_{att} \) was small. On Figure 2 are plotted results of tests on understanding grounded and non-grounded (names only) messages in a series of tests with 12 agents, 95 objects over 12 attributes (the maximal depth of objects was 5). In the first series \( p_{att} = 0.01 \) (i.e. nearly always every attribute was included); in the second series
\( p_{\text{attr}} = 0.66 \). In both series tests on understanding were made after every 1000 communication acts (10000 acts altogether). As seen from the graphs, differences in understanding appear mainly at the initial stadium, especially understanding of names (ungrounded, pure messages) was nearly the same.

![Figure 2. Influence of \( p_{\text{attr}} \)](image)

Meaning of something (attribute or name) can be discovered only by comparing this attribute or object to other attributes or objects. To distinguish attribute \( a \) from another attribute \( b \) there should be objects, which separate these attributes, i.e. in one object there occurs \( a \) and not \( b \), in other – \( b \) and not \( a \). The more there are such separating pairs of objects the quicker difference of attributes \( a, b \) can be learned.

In order to investigate, how structure of objects influences speed of emergence of common vocabulary, a separation coefficient of attributes was introduced (this is opposite to indiscernibility and tolerance relations, studied in rough set theory, see e.g. [31]). The separation coefficient \( s(a, b) \) for two attributes \( a, b \) is the number objects, which separate these attributes, i.e. where among sub-objects either occurs \( a \) and not \( b \) or vice versa. Separation coefficient \( s(A) \) of an attribute \( a \) is sum of all coefficients \( s(a, x) \), \( x \in A \).

The separation coefficient characterizes rather well the "difficult" attributes, i.e. attributes, for which the common word for the whole community emerges much slower than for other attributes.

In a series of simulations, at end all 20 agents used the same word for 10 attributes, but for attributes 4, 5 they still used 6 different words and 4 different words for attribute 9. The "difficult" words had also much lower separation coefficient, as shown in the Table 1 (the first row – attributes, the second – the separation coefficient of the attribute and the third – number of words used (in the society) for this attribute:

| Table 1. Influence of the structure of the algebra Obj (separation coefficient) |
|-----------------|---|---|---|---|---|---|---|---|---|---|
| 1               | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
| 528             | 590| 568| 546| 546| 612| 582| 628| 546| 558|
| 1               | 1  | 1  | 6  | 6  | 1  | 1  | 1  | 4  | 1  |


3.2 Words for attributes versus words for objects

Speed of emergence of common words (i.e. all agents used the same word) for attributes was always much higher than speed of emergence common words for names. On the graph in Figure 3 are shown development of number of common words for attributes and common words for names in series of 10 tests, 100 communication acts in every test (10 agents, 12 attributes).

![Graph showing emergence of common words for attributes and names](image)

**Figure 3.** Emergence of common words for attributes and for names

3.3 Speed of emergence of common language

Empirical studies of speed of children's learning of words use for independent factor very imprecise terms:
- "at the beginning it is slow and errorful. New words are added at the rate of 1 to 2 every few weeks" [32];
- "between 18 and 22 months, when the child has about 50 words in productive vocabulary, the rate of new word acquisition accelerates dramatically, so that sometimes more than 30 words are learned in a single week" [33].

Word learning clearly depends on how many times word has been presented to learner. Account of days and weeks assumes that word learning conditions (numbers of trials) have been for all children and all words the same, what is very improbable. Only in some studies are presented some more precise factors: 13-16 month olds can acquire a word-object linkage with 4-8 training trials [34], but for 2-3 years old a single learning trial is sufficient for word learning.

Here the independent variable was always the total number of communication acts. From three measured parameters (number of common words, message understanding, name understanding) the third was behaving more or less the same way as number of trials per learned word for children (in testing agent's vocabulary, the result depends also on agent, who is testing!). If \( N_m \) is the total number of names, known to the tested agent, when there had been \( N \) communication acts and there are \( A \) agents, then the average number \( T \) of communication acts (trials), what was needed to learn a name was calculated using \( T = N_m \times A / N \). On Figure 4 are presented results of test series, where 20 agents were learning 400 objects (names) in series of 20 tests by 500 communication acts:
The number of communication acts per learned name become after some initial period close to 1.2..3.5. Since understanding of grounded messages was always much better than understanding of names, total number of tests in series was usually set to \(\text{A*O} \) (\(\text{A} \) - the number of agents, \(\text{O} \) - the number of objects). This give nearly 100%-understanding; the percentage of common words and names remained somewhere around 30-50%.

On Figure 5 are results from tests in a series of 10000 communication acts (tests were made after every 1000 acts) on the number of words in common (for all agents) and understanding of (grounded) messages (for a pair of randomly selected agents) in society of 20 agents, learning a set of 500 objects (over 20 attributes).

### 3.4 Teaching versus random learning

The above described unsupervised language games, where speaker and receiver are selected randomly (random learning), has been modified several ways.

The most obvious idea is teaching: speaker and learner are fixed. Society of agents can have also more complex communication structure - some groups of speakers can be isolated for some time, the messaging system could be hierarchical etc; similar questions about cooperation in society have been studied e.g. in [35]. It was expected, that e.g. making communication structure loop-free ("older" agents can teach "younger" ones, but not vice-verse) makes emergence of common words and understanding of messages quicker; however, the results are not very clear. Most of tests concerning structuring of communication have not yet received clear interpretation, but the teaching tests produced
rather clear interpretation and also revealed some new insight about the vocabulary learning process - it is important also to speak, not only to listen.

It may seem that new words are added to agent's language when agent is trying to guess meaning, i.e. the correct attribute for words from received message, thus the main factor influencing speed of vocabulary development is the number of messages received.

To test this assumption, the number of word guesses in teaching and random learning tests should be made roughly equal. For instance, in a society of two agents the number of communication acts in a random learning test should be twice the number of communication acts in teaching test to achieve similar results.

On the Figure 6 are plotted results from teaching and learning tests. The total number of communication acts in teaching (roles of speaker-learner fixed) was 500 (measurements made after every 50 tests) and in random learning (roles of speaker-listener selected randomly) number of communication acts was 10000; measurements were made after every 100 tests. Both parameters - percentage of attributes for which agents used the same (common) word and percentage of correctly understood names are clearly better in the learning test (number of correctly understood messages was in both cases close to 100% ).

The number of objects in not very essential for speed of emergence of common words (CW) and message understanding (MU). On the Figure 7 are results of two test series of 5 teaching sessions with 200 objects (20 attributes) and 400 objects (20 attributes).

If instead of two are participating \( \lambda \) agents (\( \lambda > 2 \)), then it seems that the number of tests in every series should be \( 2 \times n \times \lambda \), where \( n \) is number of communication acts in teaching.
series, i.e. if in teaching series were sent altogether 50 messages, then in learning test (using the same set of objects) with 20 agents should be 20000 messages; however, the percentage of attributes with common words becomes nearly the same already with 10000 messages, as seen on the Figure 8.

Random learning (compared to teaching) was much more efficient especially for learning names.

On Figure 9 is plotted number of correctly understood names for two agents in a teaching and random learning tests using a set of 500 objects over 20 attributes. In teaching measuring was conducted after every 50 messages, in random learning – after every 100 messages.

Results about message understanding are not so easy to interprete (see above), but still clearly indicate, that speaking also develops agent’s vocabulary. When agent is speaking about new (unknown to him earlier) object, he adds its name to his list of names and new (earlier unknown to him) attributes together with invented by him words for these attributes into his vocabulary and sends these words to "wide world". Now there is a chance that he will get a message containing these (already known to him) words; otherwise (if he did not speak) he always receives totally unknown words. Additional structure of his knowledge created in speaking will help him in consecutive listening/learning acts.

3.5 Self-Learning

Most of the words what we know and use are not taught to us. We have learned them from context - picked them up from conversations, from read texts etc [25],[26].
Since agents are after some training able to understand un-grounded ("pure")
messages - messages without indication of communication object, they can also learn from
pure messages.

Pure messages can be used only after some initial period of exchanging normal full
messages. Mostly they unify vocabularies, i.e. increase the number of attributes, for which
all agents use the same word. For instance, when 3 agents learned four objects (over four
attributes) in 5 test series of unsupervised learning, 10 communication acts (with grounded
messages) in every series, then after 50 communication acts they had four attributes (two
proper attributes and two names) for which they used more than one word. After that was
arranged 50 self-learning acts (i.e. sender and receiver selected randomly, but messages
were sent without communication act). At the end of this second series there was only one
attribute and one object, which had synonyms. However it is not obvious that synonyms
would vanish altogether – in nearly all tests at the end the there still remained some
synonyms.

In the graph in the Figure 10 are results of test, where 10 agents learned 50 objects
(over 12 attributes). The first 10 series contained 100 grounded messages in every series,
the next 10 series were self-learning - 100 un-grounded messages in every series. After
every 100 communication acts was a test for a pair of randomly selected agents: what is the
percentage common words (i.e. attributes and names, for which they used the same word
when speaking) and percentage of correctly understood messages (from series of 50 test
messages). The percentage of common words grows with pure messages nearly the same
way as with grounded messages.

At the end of first series (500 grounded messages) the vector of word variability
(number of different words, used in the whole community for an attribute or name) was:

\[1, 2, 1, 1, 5, 1, 1, 1, 2, 1, 1, 6, 6, 5, 5, 5, 4, 3, 8, 4, 6, 6, 3, 7, 4, 5, 4, 6, 5, 5, 5, 7, 7, 4, 5, 6, 4, 4, 6, 4, 4, 5, 5, 5, 5, 4, 5, 4, 5, 4, 5, 6, 5, 7, 5, 6, 5, 4, 6, 5, 5;\]

and the average number of different words for an attribute: 4.46774.

After the second series of 500 self-learning (un-grounded) messages the vector of
word variability was:

\[1, 1, 1, 1, 5, 1, 1, 1, 2, 1, 1, 3, 6, 4, 5, 3, 4, 3, 6, 2, 4, 2, 2, 3, 1, 5, 4, 6, 2, 4, 4, 4, 2, 5, 3, 5, 4, 5, 3, 3, 3, 3, 4, 3, 3, 6, 4, 2, 6, 4, 5, 2, 3, 4, 2, 5, 3, 4, 4, 4, 4;\]

and the average number of different words for an attribute: 3.27419, i.e. it still decreased.
3.6 Vocabulary spurt

Many specialists in child learning claim, that at about 16 months of age, or when a child learns about 50 words children word learning sharply accelerates [33]; this is called word burst, word spurt, vocabulary burst, naming explosion, word explosion etc (but some studies indicate, that many children do not have sharp changes in speed of word learning [19], [31]). It is not clear, what actually means "learn a word", since children (and agents) know much more words than they use in messages. In this experiment the main criteria used for investigation of the development of vocabulary were the number of words in common and % of correctly understood messages about randomly selected objects. While the number of words in common changed all the time more or less the same way, the percentage of correctly understood messages really increased sharply after some initial period of learning. Such an acceleration of correctly understood messages can be seen on several presented above graphs, thus agents also had some kind of "vocabulary burst".

4. Conclusions

Here was presented a precise mathematical model for investigating emergence of language and interactions between syntax and semantics, described as semantic and syntactic algebras. To Montague-type semantics (the meaning homomorphism from the language expressions to semantic algebra) was added inverse mapping (speech) from semantic algebra to language expressions. These mappings are individual to every agent which participates in development of the common language. At the beginning of the process languages of all agents are empty. When agents send and receive messages about objects in semantic domain, they add new words to their languages and delete, "forget" rarely-used words. Their understanding of each other improves and a new language emerges in the society.

Semantic objects are compositional, created from already existing objects and elementary attributes. This hierarchical structure is reflected also in the denotations of the emerging language. To allow more economical representations, agents can substitute the full representation of an object (tree of attributes) with a name for this object. Names are "inner", subjective attributes of semantic objects; however, in communications agents use words for names and these words become common for all agents denotations of objects, the same ways as denotations of attributes become common in the society.

Without proper understanding of use of naming and emergence of compositionality - how natural language learned to handle structured real-world (semantic) objects it seems to be impossible to understand emergence of syntax – syntax is just a means to express semantic structure, syntactical constructs were invented to express real-word structures, i.e. they reflect compositionality in real world.

The presented framework was tested in a computational model (i.e. executed) and it demonstrated emergence of compositional system of denotations. Several questions and problems remain; several features can be implemented differently etc. Because of complexity of the process of emergence of language and the syntax the "real" model has yet to be invented – from humans it took several hundred million years – but hopefully presented here model gives some new insight to builders of similar models and this time we can do better.

The problem of language and especially syntax emergence is interesting and important not only theoretically. Natural language systems (machine translation, natural language databases, general natural language understanding systems etc) have been studied and programmed from the very appearance of electronic computers, for ca 50 years by now,
but computers still do not understand natural language. It seems more and more difficult to believe in success of natural language systems with built-in semantics. The best-known system of this type – Cyc – has been developed for 21 years (using milliards of dollars) and it is still not working. Natural language is a dynamic system, which is constantly changing (emerging), new words, new meanings of old words etc appear all the time. There is no such thing as ONE (e.g. english) language – everyone has his/her own language and understanding of meanings and they are not exactly the same. But these differences are introduced also to natural language systems with built-in semantics – they reflect (fixed) understanding of their creators at the moment of their creation; e.g. the two biggest upper-level ontologies, SUMO and Cyc together generate contradictions, i.e. they do not have any model – how should computers in the semantic web use them? Computers can be useful and understand natural language in semantic web or in whatever application only if they are capable to learn the language, i.e. if they can constantly create their own language, and for this we need algorithms, which are developed considering the emergence of natural language.
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Abstract
This paper analyzes the syntactic and semantic structure of noun phrases in English and
Korean, using the time-linear derivations of Database Semantics. In comparison with
Predicate Calculus, which handles the semantics of determiners like some and all at the
highest level of the logical syntax, Database Semantics takes the alternative approach of
specifying their semantics as atomic values in the feature structures representing noun
phrases. This not only avoids well-known difficulties of the classical approach, such
as unwanted scope ambiguities (Copestake et al. 2001) and problems binding certain
variables (Geach 1969, Kamp & Reyle 1993), but also opens the way to concentrate on
important linguistic aspects of complex noun phrases, namely agreement in English, and
the alternative word orders and the rather free distribution of case markers inside the NP
in Korean. Given that the internal structure of Japanese NPs is very similar to that of
Korean, we believe that our analysis can be easily extended to include Japanese as well.

1 Interpretation of Quantifiers in Predicate Calculus

Since Russell’s 1905 celebrated analysis of definite descriptions in terms of predicate calcu-
lus, the most widely used semantic interpretation of determiners like the, all, some, every,
several, and the numerals one, two, three, etc., is by means of the familiar quantifiers ∃ and
∀. Consider the following example:

1.1 Predicate Calculus Analysis of All girls sleep

∀x [girl(x) → sleep(x)]

The interpretation of such a formula is defined with respect to a model and a variable assign-
ment. Following Montague (1974), the model @ is defined as a tuple (A,F), where A is a set
of individuals, e.g., \{a_0, a_1, a_2, a_3\}, and F is an assignment function which assigns to every
one-place predicate in the formal language an element of \(2^A\) (i.e., the power set of A) as an
interpretation (and accordingly for two-place predicates, etc.). For example, \(F(\text{girl})\) might be
defined in @ as \{a_1, a_2\} and \(F(\text{sleep})\) as \{a_0, a_2\}. This means that a_1 and a_2 in the model are
girls, while a_0 and a_2 are sleeping.

The dependence of the truth-value of the formula on the actual definition of the model is
represented by Montague as follows:
1.2 INTERPRETATION RELATIVE TO A MODEL

\( \forall x \ [\text{girl}(x) \rightarrow \text{sleep}(x)]^{\mathcal{A}}_{g} \)

The quantifier \( \forall \) is interpreted by means of the variable assignment \( g \): the whole formula is true relative to the model \( \mathcal{A} \), if it holds for all possible variable assignments \( g' \) that the formula without the outermost quantifier is true.

1.3 ELIMINATION OF THE QUANTIFIER

\[ [\text{girl}(x) \rightarrow \text{sleep}(x)]^{\mathcal{A}}_{g'} \]

The purpose of eliminating the quantifier is to reduce the formula to propositional calculus and its truth-tables (cf. Bochenski 1961). This is achieved by systematically assigning all possible values in the set of individuals \( A \) to the variable \( x \) and determining the truth-value of the subformulas \( \text{girl}(x) \) and \( \text{sleep}(x) \) for each assignment. Thus, \( g' \) first assigns to \( x \) the value \( a_0 \), then the value \( a_1 \), etc. Given the definition of the model, we can now check for each such assignment whether or not it makes the formula 1.3 true.

For example, the first assignment \( g'(x) = a_0 \) makes the formula true: \( a_0 \) is not in the set denoted by \( F(\text{girl}) \) in \( \mathcal{A} \); therefore, based on the truth-table of \( p \rightarrow q \) in propositional calculus, the formula in 1.3 is true for this assignment. The second assignment \( g'(x) = a_1 \), in contrast, makes the formula in 1.3 false: \( a_1 \) is in the set denoted by \( F(\text{girl}) \), but not in \( F(\text{sleep}) \) in \( \mathcal{A} \). Having shown that not all variable assignments \( g' \) make the formula in 1.3 true, the interpretation of the formula in 1.1 is determined to be false relative to \( \mathcal{A} \). Given how the model \( \mathcal{A} = (A,F) \) was defined, this is in accordance with intuition.

2 Interpretation of Determiners in Database Semantics

The linguistic analysis of determiners requires not only a semantic interpretation, but also a handling of (noun phrase) internal and external agreement. In English, internal agreement is illustrated by the fact that \textit{every} girl is grammatical while *\textit{every girls} is not. External agreement is illustrated by the fact that \textit{every girl} sleeps is grammatical, while *\textit{every girl} sleep is not.

In preparation of our comparison of Predicate Calculus (PC) and Database Semantics (DBS) regarding the treatment of determiners in Section 3, let us consider the sentence \textit{every man loves a woman}. In DBS, the first step of a grammatical analysis is the lexical analysis of the word forms:

2.1 LEXICAL ANALYSIS OF \textit{every}, \textit{man}, \textit{loves}, \textit{a}, AND \textit{woman}

Each word is analyzed as a feature structure\(^1\) called proplet. A feature structure is defined as a set of features. A feature is defined as an attribute-value pair. As feature structures, proplets are special only insofar as the values of attributes may not be feature structures. In
other words, proplets are ‘flat’ or ‘non-recursive’ feature structures. For better readability, the order of attributes in a proplet is fixed. They have the following interpretation:

### 2.2 Definition of Proplet Attributes

| sur      | = surface          |
| noun, verb, adj | = core attributes, represent the part of speech |
| cat      | = category, specifies combinatorial properties |
| sem      | = semantics, specifies non-combinatorial properties |
| mdr      | = modifier modifying a noun, a verb, or an adjective |
| mdd      | = modified, i.e. the noun, verb, or adjective which a modifier modifies |
| fnc      | = functor, specifies the verb belonging to a noun |
| arg      | = argument, specifies the nouns belonging to a verb |
| idy      | = identity, indicates whether two nouns are distinct or not |
| prn      | = proposition number, holding the proplets of a proposition together |

**cat** and **sem** are called the grammatical attributes, **fnc**, **arg**, and **mdd** the obligatory continuation attributes, **mdr** the optional continuation attribute, and **idy** and **prn** the book-keeping attributes. In a complete result, obligatory attributes must have a non-NIL value, while optional attributes may have the value NIL. Continuation attributes specify the primary grammatical relations between proplets, namely the functor-argument structure and coordination. The book-keeping attributes have integers as values which are incremented by the control structure of the parser each time a new value is provided.

Next consider the proplet values needed for a complete treatment of internal and external agreement in English:

### 2.3 Definition of Proplet Values

<table>
<thead>
<tr>
<th>value:</th>
<th>explanation:</th>
<th>attribute:</th>
</tr>
</thead>
<tbody>
<tr>
<td>n’</td>
<td>unrestricted nominative valency position (slept)</td>
<td>cat of a verb</td>
</tr>
<tr>
<td>ns1’</td>
<td>nominative singular 1. person (am)</td>
<td>cat of a verb</td>
</tr>
<tr>
<td>n-s3’</td>
<td>nominative except singular 3. person (sleep)</td>
<td>cat of a verb</td>
</tr>
<tr>
<td>ns3’</td>
<td>nominative singular 3. person (sleeps)</td>
<td>cat of a verb</td>
</tr>
<tr>
<td>n-s13’</td>
<td>nominative except singular 1. and 3. person (are)</td>
<td>cat of a verb</td>
</tr>
<tr>
<td>ns13’</td>
<td>nominative singular 1. and 3. person (was)</td>
<td>cat of a verb</td>
</tr>
<tr>
<td>d’</td>
<td>dative valency position (gave)</td>
<td>cat of a verb</td>
</tr>
<tr>
<td>a’</td>
<td>accusative valency position (kiss)</td>
<td>cat of a verb</td>
</tr>
<tr>
<td>nm</td>
<td>proper name (John)</td>
<td>cat of a noun</td>
</tr>
<tr>
<td>ns1</td>
<td>nominative singular 1. person (I)</td>
<td>cat of a (pro)noun</td>
</tr>
<tr>
<td>ns3</td>
<td>nominative singular 3. person (he)</td>
<td>cat of a noun</td>
</tr>
<tr>
<td>pro2</td>
<td>nominative and oblique 2. person sg and pl filler (you)</td>
<td>cat of a (pro)noun</td>
</tr>
<tr>
<td>np-2</td>
<td>nominative plural 1. and 3. person (we, they)</td>
<td>cat of a noun</td>
</tr>
<tr>
<td>snp</td>
<td>singular noun phrase (the girl)</td>
<td>cat of a noun</td>
</tr>
<tr>
<td>pnp</td>
<td>plural noun phrase (the girls)</td>
<td>cat of a noun</td>
</tr>
<tr>
<td>obq</td>
<td>oblique (non-nominative) (me, him, her, us, them)</td>
<td>cat of a (pro)noun</td>
</tr>
<tr>
<td>nm’t</td>
<td>noun valency position unmarked for number (the)</td>
<td>cat of a determiner</td>
</tr>
<tr>
<td>pn’t</td>
<td>noun valency marked for plural (all)</td>
<td>cat of a determiner</td>
</tr>
<tr>
<td>sn’t</td>
<td>noun valency marked for singular (every)</td>
<td>cat of a determiner</td>
</tr>
</tbody>
</table>

1Feature structures were first introduced by M. Minsky 1974.
value: explanation: attribute:
nn noun valency filler unmarked for number (sheep) cat of a noun
pn noun valency filler for plural (books) cat of a noun
sn noun valency filler for singular (book) cat of a noun
def definite sem of a noun
exh exhaustive sem of a noun
f femininum sem of a noun
indef indefinite sem of a noun
m masculinum sem of a noun
pl plural sem of a noun
sg singular sem of a noun
sel selective sem of a noun

Having defined the attributes and the values used in 2.1, these lexical proplets must be connected. This process is shown schematically in the following time-linear derivation.

2.4 TIME-LINEAR DERIVATION OF *Every man loves a woman*

In line 1, the substitution value \(n_1\) in the core attribute of *every* is replaced by the core value of the second proplet *man*, which is then discarded. In line 2, the new core value man of the
first proplet is copied into the arg slot of the third proplet, and the core value love is copied into the fnc slot of the first proplet, establishing a functor-argument relation between the two proplets. In line 3, the substitution value n_2 serving as the core value of the indefinite article is copied into the arg slot of the love proplet, and the core value love is copied into the fnc slot of the definite article, establishing a second functor-argument relation. Finally, the substitution value n_2 is replaced by the core value woman of the last proplet, which is then discarded.

The rules of the derivation are based on matching between proplet patterns of the rule level and proplets of the language level. Consider the rule application in the first composition:

### 2.5 Example of an LA-hear Rule Application

<table>
<thead>
<tr>
<th>rule name</th>
<th>ss pattern</th>
<th>mw pattern</th>
<th>operations</th>
<th>rule package</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 DET+NN</td>
<td>noun: N_n</td>
<td>noun: α</td>
<td>delete N^2 ss.cat</td>
<td>{6 NOM+FV, ...}</td>
</tr>
<tr>
<td></td>
<td>cat: N' X</td>
<td>cat: N</td>
<td>replace α N_n</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>copy ss</td>
<td></td>
</tr>
</tbody>
</table>

The rule level consists of (i) a rule name, (ii) a pattern for the sentence start (ss), (iii) a pattern for the next word (nw), (iv) a set of operations, and (v) a rule package. The rule patterns are matched with the proplets at the language level, whereby the following conditions apply.

### 2.6 Matching Conditions

1. **Attribute condition**

   The matching between two proplets A and B requires that the intersection of their attributes contains a predefined list of attributes:

   \[
   \text{list} \subseteq \{ \{ \text{proplet-A-attributes} \} \cap \{ \text{proplet-B-attributes} \} \}
   \]

2. **Value condition**

   The matching between two proplets requires that the variables (and a fortiori the constants) of their common attributes are compatible.

In 2.5, the attributes of the rule patterns are a subset of the attributes of the language proplets. The rule patterns in 2.5 use the substitution variable N_n, which is restricted to the substitution values n_1, n_2, etc, the binding variable α, which is restricted to single core values, the binding variables N' and N, the restrictions of which are defined in 2.8, and the unrestricted binding variable X, which matches any sequence of length zero to four.

During matching, the variables of the rule level are bound to corresponding values at the language level. For example, N' is bound to sn' and X is bound to sn'. This is the basis for executing the rule level operations at the language level. Variable binding based on matching is called vertical binding, in contrast to the horizontal variable binding based on quantifiers, as in Predicate Calculus (cf. Section 1).
The first operation, delete \( N \ s\ential.cat \), cancels the category segment \( sn' \), representing a valency position for a singular noun, in the \( cat \) slot of the determiner. The second operation, replace \( \alpha N_n \), replaces the substitution value \( n_1 \) in the noun slot of the determiner with \( man \). The third operation, copy, specifies that only the first proplet, i.e. the sentence start, is in the result, while the second proplet, i.e. the next word, is discarded.

The operations can only apply if the matching is successful. For this, the binding of the variables must fulfill (i) the restrictions on variables and (ii) the agreement conditions.

2.7 Restrictions of Variables

- \( N \in \{sn, pn\} \) fillers for a noun valency slot
- \( N' \in \{nn', sn', pn'\} \) valency slots for a noun in a determiner
- \( NP \in \{pro2, nn, ns1, ns3, np-2, snp, pnp, pn, obq\} \) fillers for a noun phrase valency slot
- \( NP' \in \{n', n-s3', ns1', ns3', ns13', n-s13', d', a'\} \) valency slots for a noun phrase in a verb

In example 2.5, the value corresponding to the restricted variable \( N' \) is \( sn' \), while the value corresponding to the restricted variable \( N \) is \( sn \). Given that these two values are in the respective restriction sets of the two variables, binding can proceed.

The internal agreement and external agreement of nouns in English is handled by the following definition:

2.8 Agreement Conditions

- if \( N' = nn \), then \( N \in \{nn, sn, pn\} \)
- if \( N' = sn \), then \( N \in \{nn, sn\} \)
- if \( N' = pn \), then \( N \in \{nn, pn\} \)
- if \( NP = ns1 \), then \( NP' \in \{n', n-s3', ns1', ns13'\} \)
- if \( NP = pro2 \), then \( NP' \in \{n', n-s3', n-s13', d', a'\} \)
- if \( NP = ns3 \), then \( NP' \in \{n', ns3', ns13'\} \)
- if \( NP = np-2 \), then \( NP' \in \{n', n-s3', n-s13'\} \)
- if \( NP = \{nn, snp\} \), then \( NP' \in \{n', ns3', ns13', d', a'\} \)
- if \( NP = pnp \), then \( NP' \in \{n', n-s3', n-s13', d', a'\} \)
- if \( NP = obq \), then \( NP' \in \{d', a'\} \)

In example 2.5, the second condition of the above definition is fulfilled. Therefore, matching is successful, the operations apply, a new sentence start is derived, a new next word is looked up from the lexicon, and the rules of the package are applied to the new sentence start and the new next word.

3 Comparing the Two Approaches

In Predicate Calculus, the sentence derived in the previous section is represented as follows:

3.1 PC Analysis of Every man loves a woman

- Reading 1: \( \forall x \ [man(x) \rightarrow \exists y \ [woman(y) \land love(x, y)]] \)
- Reading 2: \( \exists y \ [woman(y) \land \forall x \ [man(x) \rightarrow love(x, y)]] \)

On reading 1, it holds for every man that there is some woman who he loves. On reading 2, there is a certain woman, e.g. Marilyn Monroe, who is loved by every man.

The two formulas of Predicate Calculus are based on the notions of functor-argument structure, coordination, and coreference, though in a manner different from their use in Database
Semantics. Functor-argument structure is used in \textit{man}(x), \textit{woman}(y), and \textit{love}(x,y), coordination is used in [(\textit{man}(x) \rightarrow P) \text{ and } (\textit{woman}(y) \& Q)], and coreference is expressed by the quantifiers and the horizontally bound variables in $\forall x \ [\text{man}(x) \ldots \text{love}(x,y)]$ and $\exists y \ [\text{woman}(y) \ldots \text{love}(x,y)]$.

The meanings of \textit{every} and \textit{a}, handled in PC at the highest level of logical syntax using quantifiers, variables, and connectives, is expressed in DBS by values of the \textit{sem} attribute:

### 3.2 RESULT OF PARsING \textit{Every man loves a woman} IN DBS

<table>
<thead>
<tr>
<th>sur:</th>
<th>noun: man</th>
<th>sur:</th>
<th>noun: woman</th>
</tr>
</thead>
<tbody>
<tr>
<td>cat:</td>
<td>snp</td>
<td>cat:</td>
<td>snp</td>
</tr>
<tr>
<td>sem:</td>
<td>pl exh</td>
<td>sem:</td>
<td>pres</td>
</tr>
<tr>
<td>mdr:</td>
<td></td>
<td>mdr:</td>
<td></td>
</tr>
<tr>
<td>fnc:</td>
<td>love</td>
<td>fnc:</td>
<td>love</td>
</tr>
<tr>
<td>idy:</td>
<td>1</td>
<td>idy:</td>
<td>2</td>
</tr>
<tr>
<td>prn:</td>
<td>1</td>
<td>prn:</td>
<td>1</td>
</tr>
</tbody>
</table>

In this analysis, the sentence is not ambiguous: it has only reading 1 of 3.1 – which is entailed by reading 2 (i.e. reading 1 is true, whenever reading 2 is true, but not vice versa). The intuition represented by the two PC readings is treated as matter of pragmatic interpretation.

Furthermore, the DBS analysis uses only intra-propositional functor-argument structure; as in the natural surface, there is neither coordination nor coreference. Treated as determiners, \textit{every} and \textit{a} are each fused with their noun into a single proplet (function word absorption).

The meanings of the two determiners are expressed by the values of their respective \textit{sem} attribute, which are \textit{pl exh} (for plural exhaustive) in the case of \textit{every} and \textit{sg sel} (for singular selective) in the case of \textit{a}. Before we turn to the set-theoretic intuitions underlying these values, let us consider the treatment of the definite article in the two approaches.

### 3.3 PC ANALYSIS OF \textit{The girl sleeps}

\[ \exists x \ [\forall y \ [\text{girl}(x) \rightarrow x = y] \ & \text{sleep}(y)] \]

Again, the meaning of the determiner is expressed at the highest level of the logical syntax. According to Russell 1905, the salient semantic property of the definite article is uniqueness, coded by the uniqueness condition $\forall y \ [\text{girl}(x) \rightarrow x = y]$. The formula is true relative to a model if there exists an \( x \), such that it holds for all \( y \), if \( x \) is a girl, then \( x = y \) and \( y \) sleeps.

The DBS analysis, in contrast, consists of two proplets in a functor-argument relation. The contribution of the definite article is represented by the value \textit{def} of the noun’s \textit{sem} attribute.

### 3.4 DBS ANALYSIS OF \textit{The girl is sleeping}

<table>
<thead>
<tr>
<th>sur:</th>
<th>noun: girl</th>
<th>sur:</th>
<th>verb: sleep</th>
</tr>
</thead>
<tbody>
<tr>
<td>fnc:</td>
<td>sleep</td>
<td>arg:</td>
<td>girl</td>
</tr>
<tr>
<td>cat:</td>
<td>snp</td>
<td>cat:</td>
<td>v</td>
</tr>
<tr>
<td>sem:</td>
<td>def sg</td>
<td>sem:</td>
<td>pres prog</td>
</tr>
<tr>
<td>mdr:</td>
<td></td>
<td>mdr:</td>
<td></td>
</tr>
<tr>
<td>idy:</td>
<td>3</td>
<td>prn:</td>
<td>3</td>
</tr>
<tr>
<td>prn:</td>
<td>2</td>
<td>prn:</td>
<td>3</td>
</tr>
</tbody>
</table>

There are also plural definite noun phrases, characterized by the feature $[\text{sem: def pl}]$. 
The values \texttt{exh} (exhaustive), \texttt{sel} (selective), \texttt{sg} (singular), \texttt{pl} (plural), \texttt{def} (definite), and \texttt{indef} (indefinite) are used in different combinations to characterize the following kinds of noun phrases in English:

\subsection*{3.5 The sem \textit{values of different determiner-noun combinations}}

<table>
<thead>
<tr>
<th>Example</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>a girl</td>
<td>\texttt{sem: indef sg}</td>
</tr>
<tr>
<td>some girls</td>
<td>\texttt{sem: indef pl sel}</td>
</tr>
<tr>
<td>all girls</td>
<td>\texttt{sem: pl exh}</td>
</tr>
<tr>
<td>the girl</td>
<td>\texttt{sem: def sg}</td>
</tr>
<tr>
<td>the girls</td>
<td>\texttt{sem: def pl}</td>
</tr>
</tbody>
</table>

Consider the following proposal to interpret these values set-theoretically:

\subsection*{3.6 Set-theoretic interpretation of \texttt{exh, sel, sg, pl, def, indef}}

\begin{itemize}
  \item The value \texttt{exh} refers to all members of a set, called the domain, while \texttt{sel} refers only to some.
  \item The value \texttt{sg} refers to a single member of the domain, while \texttt{pl} refers to more than one. The value \texttt{def} refers to a prespecified subset, while no such subset is presumed by \texttt{indef}.
  \item Each value can only be combined with values from the other pairs. Thus \texttt{exh} cannot be combined with \texttt{sel}, \texttt{sg} cannot be combined with \texttt{pl}, and \texttt{def} cannot be combined with \texttt{indef}.
  \item However, the combinations \texttt{exh pl}, \texttt{sel pl}, \texttt{indef pl}, \texttt{indef sg}, \texttt{def sg} and \texttt{indef sg} are legitimate and have different meanings. The combination \texttt{exh sg} is theoretically possible, but makes little sense because the domain would have to be a unit set.
\end{itemize}

The DBS approach differs from PC in that PC uses the words \texttt{some} and \texttt{all} in the meta-language to define the words \texttt{some} and \texttt{all} in the object-language (as shown by the use of the variable assignment function \texttt{g'} described in Section 1), while DBS is based on a procedural interpretation. This difference is based on profoundly different ontological assumptions of the two approaches, illustrated below with the most simple sentence \texttt{Julia sleeps}.

\subsection*{3.7 Reference in the alternative ontologies of PC and DBS}

\begin{itemize}
  \item In PC, the sentence is formalized as \texttt{sleep (Julia)}, indicating that \texttt{sleep} is a functor denoting a set while \texttt{Julia} is an argument denoting an element. The meta-language-defined relation between the language expressions and their set-theoretic denotations is indicated by the dotted lines. There is no agent and therefore there are no external interfaces. Thus there is neither a need nor a place for agent-internal procedures.
\end{itemize}
The DBS example on the right shows an agent in the hearer-mode. The agent relates the sentence Julia sleeps to the referent solely by means of cognition. The agent, the language expression, and the referent with its property of sleeping are all part of the real world. The agent interacts with the real world based on its external interfaces for action.

Regarding the interpretation of determiners, consider a robot in the speaker-mode. If it perceives the set-theoretic situation corresponding to \( \text{exh} \) and \( \text{pl} \) as shown in 3.6, it will use the determiner all, and similarly with the other values. Correspondingly, if a robot in the hearer-mode hears the noun phrase all girls, for example, it will be able to draw the corresponding set-theoretic situation or choose the right schema from several alternatives.

A related difference between PC and DBS is that the semantics of PC is based on truth-conditions, while that of DBS is not. Instead, DBS handles truth as procedural assertions. For example, if a robot observes correctly that every girl is sleeping and communicates this fact by saying every girl is sleeping, it is speaking truly. Semantically, every girl is sleeping asserts that there is a set of more than one girl and all elements of the set participate in whatever is asserted by the verb.

4 Korean Noun Phrases with Numerals and Classifiers

Having shown how quantification in English is handled in Database Semantics and how it compares with quantification in Predicate Calculus, we now extend the descriptive coverage to the noun phrases of Korean, a language unrelated to English and of a different type (cf. Chang 1996). For each kind of Korean NP, an automatic derivation and representation in Database Semantics will be provided.

Our discussion of the internal structure of noun phrases in Korean begins with constructions involving numerals and classifiers. Consider the most simple kind of NP in Korean, namely a noun phrase consisting of a single common noun sonye ‘girl’.

4.1 Time-linear Derivation of sonye-ka canta ‘(A) girl sleeps.’

```
sonye-ka canta
```

\[\text{lexical lookup}\]

\[
\begin{array}{l}
\text{sur: sonye-ka} \\
\text{noun: girl} \\
\text{cat: (n)} \\
\text{case: (nom)} \\
\text{sem: ()} \\
\text{mdr: ()} \\
\text{fnc: @2}
\end{array}
\]

\[
\begin{array}{l}
\text{sur: canta} \\
\text{verb: sleep} \\
\text{cat: (nom' v)} \\
\text{sem: (present)} \\
\text{arg: ()} \\
\text{ctn: (0 nil)}
\end{array}
\]
The above derivation is rather trivial in Database Semantics: the key operation in the derivation block marked 15 is to copy the core value `sleep` of the second proplet into the `fnc` slot of the first proplet (`ecopy`), and to copy the core value `girl` into the `arg` slot of the second proplet (`acopy` or `append`), thus establishing a functor-argument relation between the two. Also the `nom` element of the `cat` value of the second proplet is now saturated and deleted (`cancel`) due to the presence of the first proplet as its argument.

However, one thing to note in the lexical entry of the noun `sonye-ka` ‘girl-NOM’ is that a new attribute `case` is introduced to keep the information that originates from the case particle, namely, the nominative case marker `-ka` in the above example. The primary candidate for the attribute to hold the case information would be the `cat` attribute as it typically handles ‘subcategorization’ aspect of the grammar, but we tentatively separate it from the rest of the `cat` value in this paper due to the reason to be discussed in Section 4.4.

There are various ways a noun phrase can represent its quantity related information on the surface in Korean. The most typical way is to make use of numeral classifiers. For example, a *girl/one girl* in English can be represented as follows.

### 4.2 Post-nominal Numerals and Classifiers: Noun-Num-CL

1. `sonye han myeng`
   
   girl a/one CL

   The classifier `myeng` is used for nouns that refer to human beings or its hyponyms, and its semantic role is to ‘unitize’ the referents of the noun (cf. Chae 1996). One can say its semantic content is somewhat redundant, as is shown by its optionality. With or without the classifier `myeng`, the meaning of the noun phrase remains the same.

2. `sonye hana`
   
   girl a/one

   In the case of some numerals, as in the one above, there is a change in their form, namely from the adnominal form to the nominal one, when the classifiers are absent. For example, the adnominal form `han` ‘one’ has its nominal counterpart `hana`, which is appropriate when there is no classifier immediately following, or when it is the sole member of the whole NP.
An interesting complication to this construction is that some case-markers like the nominative -ka(-i) and accusative -lul(-ul) can attach either to the host noun or the classifier, or to both. Given that the classifier itself is optional, there would be up to six possible variants of the construction.

1. sonye-ka han myeng
   girl-NOM one CL
2. sonye han myeng-i
   girl one CL= NOM
3. sonye-ka han myeng-i
   girl-NOM one CL=NOM
4. sonye-ka hana
   girl-NOM a/one
5. sonye hana-ka
   girl a/one-NOM
6. sonye-ka hana-ka
   girl-NOM a/one-NOM

Then the eight possible variations can be summarized as follows:

4.3 PATTERNS OF POST-NOMINAL NUMERALS AND CLASSIFIERS

1. NOUN(case) NUM CL(case)
2. NOUN(case) NUM(case)

Note that the case marker can attach virtually to any element in the NP structure. Whichever element the case marker attaches to, its value should be copied to the proplet that remains to be included in the resulting representation. If we were to keep the information as part of the cat value, then linking it to the surface position of the case marker would get complicated, and that is why we introduce a separate attribute case. Since the case marker can attach to NOUN, CL, or NUM when it appears in a nominal position, all their proplets will have the case attribute in the lexicon.

Now the question is how we can deal with these various Korean quantificational constructions in the framework of Database Semantics. The first issue would be whether we should
treat classifiers as constituting a separate proplet apart from its host noun in the resulting semantic representation. In this paper, we will assume that information contained in the classifier is copied to its preceding numeral to form a single proplet. This is motivated by the observation that the classifier is optional and distributionally dependent on its adjacent numeral. Typical classifiers cannot stand alone without a preceding numeral (Im 2002).5

We will show next how the sequence NOUN-NUM-CL sequence is derived step by step in Database Semantics, starting from an input sentence, ending up with a set of connected proplets. The relevant grammar is presented in Section 7.

4.4 DERIVATION OF sonye-ka han myeng canta ‘One girl sleeps.’

sonye-ka han myeng canta

lexical lookup

| sur: sonye-ka | sur: han |
| noun: girl | noun: @1 |
| cat: (n) | cat: (cl' n' n) |
| case: (nom) | case: () |
| sem: () | sem: (one) |
| mdr: () | mdr: () |
| fnc: @2 | fnc: nil |

| sur: myeng | sur: canta |
| noun: @1 | noun: @1 |
| cat: (cl) | cat: (cl) |
| case: () | case: () |
| sem: (individual) | sem: (present) |
| arg: () | arg: () |
| ctnt: (0 nil) | ctnt: (0 nil) |

Syntactic-semantic parsing

11
NOUN+NOUN ecopy(SS.sur NW.sur) (NOUN+CL NOUN+FV)
ecopy(SS.noun NW.noun)
ecopy(SS.fnc NW.fnc)
cancel(N')
append(SS.sen NW.sen)
append(SS.mdr NW.mdr)
appendf(SS.case NW.case)
copy(0)
cancel(0)

[noun: $SS1] [noun: $NW1 ]
[cat : ($N)] [cat : ($X $N' n)]
[case : (nom)] [case : ()]
[sem : ()] [sem : (one)]
[fnc : sleep] [fnc : nil]
[mdr : ()] [mdr : ()]
[prn : (6)] [prn : (6)]
[wrd : 1] [wrd : 2]

11.1
NOUN+CL cancel(CL') (NOUN+FV NOUN+NOUN)
append(NW.sen SS.sen)
appendf(NW.case SS.case)

[noun: $SS1] [noun: $NW1 ]
[cat : ($X $CL' $Y $N)] [cat : ($CL)]
[case : $SSL2] [case : $SSL2]

5Most classifiers do not allow any modifiers other than the numerals.

i) sonye han myeng
girl one CL

ii) *sonye yeppun myeng
girl pretty CL

iii) *sonye motun myeng
girl all CL
In the derivation block 11, where the noun-numeral input sequence matches the rule NOUN+NUM, the relevant values of the noun girl, including the case value nom, are all copied (ecopy) or appended (append) to their respective values of the numeral one proplet including the core value noun, and the girl proplet is then discarded. Note that the cat value of the one proplet remains in place except for the N element which gets deleted (cancel) as it is saturated by the preceding noun. The operations copy(NW) and cancel(SS.1) are for housekeeping purposes.

One issue that has to be addressed concerns appropriate percolation of the case value. Since the case information of the noun will eventually survive to become the case value of the whole NP, there has to be a way to keep the case information when the case marker is attached to the numeral or classifier but not to the noun, as in the pattern sonye han myeng-i girl one CL-NOM. One solution is to introduce an extra set of rules to handle these cases. Another solution would be to make the append operation in the rule conditional to the presence or absence of the value of the case attribute: When the numeral or the classifier becomes the next word in the derivation process, its case value will be copied as the case value of the sentence start provided that its value is null. This is what the operation appendif does in the.

+++ Final State +++

[sem : $SSL1 ] [sem : $NWL1 ]

[cat : (cl' n) ] [cat : (cl) ]
[case : (nom) ] [case : () ]
[sem : (one) ] [sem : (individual)]
[idy : (6) ] [prn : (6) ]
[fnc : sleep ] [wrd : 3 ]
[mdr : () ]
[prn : (6) ]
[wrd : 2 ]
above derivation. In block 21.1, the relevant information is copied from the new next word, the classifier *myeng*, to the sentence start resulting from the previous composition. The key value to be copied is the *sem* value, *individual*, which is added to the *sem* value of the sentence start. Here the cancellation of the relevant element of the *cat* value also occurs. The rest of the parsing are the same as before, the completed noun phrase combining with the verb.

Returning to the possible patterns of quantificational NPs in Korean, even the noun is not always required in an NP. For example, an NP can consist of a *NUM* sequence only.

4.5 RESULT OF PARSING *hana-ka canta* ‘One sleeps.’

The sentence does not seem specific enough to be counted as an independent proposition, but there is no doubt that one comes across such kind of utterances rather frequently in everyday life. We can assume that the rest of the information to make the sentence concrete enough will come from the discourse, and the unsaturated element of the *cat* value of the one proplet will eventually be cancelled or linked to some salient discourse referent through inference.

5 Prenominal Numerals in Korean

So far we have considered cases of quantificational NP in Korean where the numeral follows the related noun. But the numerals can precede the noun as well – with or without an intervening classifier.

5.1 PRENOMINAL NUMERALS AND CLASSIFIERS: NUM-CL-NOUN

1. *han myeng sonye*
   
   one CL girl

2. *han sonye*
   
   one girl

When the classifier precedes the noun, its case relation to the noun becomes more restricted and allows only a genitive case marker as its suffix.

1. *han myeng-ui sonye*
   
   one CL-GEN girl

Therefore, there will be all six variants of the prenominal numeral/classifier construction for noun phrases in Korean.

---

*However, allowing a rule operation to be sensitive to the context could cause some undesirable complication in the whole system, so this might require some further investigation.*
5.2 PATTERNS OF PRENOMINAL NUMERALS AND CLASSIFIERS

1. NUM CL(case_gen) NOUN(case)

2. NUM NOUN(case)

For one of these new constructions, namely the NUM-CL-NOUN sequence, we provide the following derivation in Database Semantics.

5.3 DERIVATION OF han myeng-ui sonye-ka canta ‘One girl sleeps.’

\begin{verbatim}
han myeng-ui sonye-ka canta
\end{verbatim}

lexical lookup

\begin{verbatim}
[function: 12
[case: ()
[cat: (cl' n' n)]
[sem: (one)]
[fnc: nil]

[case: (gen)]
[cat: (cl)]
[sem: (individual)]
[fnc: @2]

[case: (nom)]
[cat: (n)]
[sem: ()]
[fnc: @2]

[case: (nom)]
[cat: (nom)]
[sem: (present)]
[arg: ()
[ctn: (0 nil)

Syntactic-semantic parsing

12
NUM+CL cancel(CL') {NOUN+FV NUM+NUM)
append(NN.sur SS.sur)
append(NN.case SS.case)

[function: 22
[case: ()
[cat: ($X n' n)]
[sem: (one)]
[fnc: nil]

[case: (gen)]
[cat: (n)]
[sem: ()]
[fnc: @2]

[case: (nom)]
[cat: (n)]
[sem: ()]
[fnc: @2]

\end{verbatim}
In the derivation block 12 in the above, the \textit{sem} value of the classifier proplet is copied to the preceding numeral proplet, while the value of the \textit{cat} attribute of the sentence start gets cancelled due to the presence of the following classifier. The numeral proplet then receives again some relevant values from the noun proplet, and the proplet of the next word is discarded as shown in the block 22.2. The numeral proplet, having collected all the relevant information from the classifier and the noun, then gets combined with the verb, satirating the \textit{nom'} value of the verb proplet's \textit{cat} attribute (the derivation block 32.2.1).

Now we turn to noun phrase quantification phenomena that involve words other than numerals. As a typical example of those words, we consider the universal quantifier.

6 Universal Quantification in Korean

For universal quantification in Korean, there are again two possibilities concerning the position of the universal expression, either to the right of the related noun or to its left, with appropriate morphological adjustments. However, classifiers are not appropriate in either case as they can co-occur with numerals only.

1. \textit{sonye motwu}
   
   girl all

2. \textit{motun sonye}
   
   all girl
In the case of a post-nominal quantifier, it can host a case marker like numerals in the above. Then there would be four possible variants for 1, and two for 2. They are summarized in the following.

### 6.1 Patterns of Quantifiers

1. NOUN(case) Q(case)
2. Q NOUN(case)

However, unlike the universal quantifier, the selective quantifier *myech* ‘some’ behaves in the same manner as the numerals, combining with the classifiers, so it will be treated as a kind of numeral.

Let us now consider another derivation, which involves universal quantification.

### 6.2 Derivation of *motun sonye-ka canta* ‘Every girl sleeps.’

<table>
<thead>
<tr>
<th>lexical lookup</th>
</tr>
</thead>
<tbody>
<tr>
<td>sur: motun</td>
</tr>
<tr>
<td>noun: @1</td>
</tr>
<tr>
<td>cat: (n’n)</td>
</tr>
<tr>
<td>case: ()</td>
</tr>
<tr>
<td>sem: (pl exh)</td>
</tr>
<tr>
<td>mdr: ()</td>
</tr>
<tr>
<td>fnc: nil</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Syntactic-semantic parsing</th>
</tr>
</thead>
<tbody>
<tr>
<td>13 NOUN+NOUN</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

\[
\begin{array}{c}
\text{noun: $SS1$} \\
\text{noun: $NW1$} \\
\text{cat: ($X$ $N'$ $Y$ n)} \\
\text{cat: ($N$)} \\
\text{case: ($Z$)} \\
\text{sem: $SSL1$} \\
\text{sur: motun} \\
\text{noun: girl} \\
\text{cat: (n’n)} \\
\text{cat: (n)} \\
\text{sem: (pl exh)} \\
\text{sem: {}} \\
\text{idy: (8)} \\
\text{fnc: nil} \\
\text{fnc: sleep} \\
\text{mdr: {}} \\
\text{mdr: {}} \\
\text{prn: (8)} \\
\text{prn: (8)} \\
\text{wrd: 1} \\
\text{wrd: 2} \\
\end{array}
\]

\[
\begin{array}{c}
\text{noun: $SS1$} \\
\text{verb: $NW1$} \\
\end{array}
\]
The word *motun ‘every’* has the `sem` values `pl` and `exh` as part of its lexical information (See Section 3.6). The quantificational determiner collects relevant information from its adjacent noun, and then gets connected to the verb, forming a set of connected proplets. The derivation in the above is just like the one for the prenominal numerals in Section 5.

### 7 Definition of LA-Korean.1

So far we have considered 28 patterns of the noun phrase internal structures in Korean with respect to numerals, classifiers and quantifiers. We have also provided some key derivations showing how we can parse the noun phrases in Korean step-by-step in Database Semantics. In conclusion let us present the grammar package, *LA-Korean.1*, on which the automatic parsing of the derivations has been based.

#### 7.1 Restrictions of Variables

\[
\begin{align*}
N & \in \{n\} \\
NP & \in \{n \text{ nom acc dat}\} \\
N' & \in \{n'\} \\
NP' & \in \{n' \text{ nom' acc' dat'}\} \\
CL & \in \{cl\} \\
CL' & \in \{cl'\} \\
CS' & \in \{n \text{ nom acc dat}\}
\end{align*}
\]

The second and the fourth definitions are needed to handle the matching between a non-case marked noun phrase and its verb. The last definition can be used to restrict the distribution of case information.
7.2 AGREEMENT CONDITIONS

if CL' ∈ {cl'}, then CL ∈ {cl}
if NP ∈ {nom n}, then NP' ∈ {nom'}
if NP ∈ {acc n}, then NP' ∈ {acc'}
if NP ∈ {dat n}, then NP' ∈ {dat'}

The first definition would be needed to distinguish between quantificational expressions which allow classifiers, and other quantifiers which do not. It blocks, for example, a Q-CL sequence from being parsed.

7.3 DEFINITION OF START STATE, RULES, AND FINAL STATES

ST States = def \{ \{ [cat: X] \{ 1 NUM+CL 2 NUM+NOUN 3 NOUN+NUM 4 NOUN+FV \} \} \}

NUM+CL \{ 2 NUM+NOUN \}

noun: α
\begin{array}{l}
\text{case: } \beta \\
\text{sem: } \gamma \\
\end{array}
\quad \text{cancel CL'}

\begin{array}{l}
\text{append } \gamma \text{ ss.sem} \\
\text{appendif } \beta \text{ ss.case} \\
\end{array}

NUM+NOUN \{ 4 NOUN+FV \}

noun: α
\begin{array}{l}
\text{noun: } \beta \\
\text{cat: X N' Y N} \\
\text{sem: } N \\
\end{array}
\quad \text{ecopy } \beta \alpha

\begin{array}{l}
\text{cancel } N' \\
\text{append nw.sem ss.sem} \\
\end{array}

NOUN+NUM \{ 1 NUM+CL, 4 NOUN+FV \}

\begin{array}{l}
\text{noun: } \alpha \\
\text{cat: N} \\
\text{sem: } \beta \\
\end{array}
\quad \text{ecopy } \alpha \text{ nw.noun}

\begin{array}{l}
\text{append } \beta \text{ nw.sem} \\
\text{cancel } N' \\
\text{appendif ss.case nw.case} \\
\end{array}

NOUN+FV \{ \}

\begin{array}{l}
\text{noun: } \alpha \\
\text{cat: X NP} \\
\text{fnc: } \beta \\
\text{arg: } \gamma \\
\end{array}
\quad \text{acopy } \alpha \text{ nw.arg}

\begin{array}{l}
\text{ecopy } \beta \text{ ss.fnc} \\
\text{delete NP'} \\
\end{array}

\text{copy}_{nw}

ST Final = def \{ \{ [cat: v] \{ r\text{NP+NUM=FV} \} \} \}

It has been shown that the NP internal structure of Korean is somewhat more complicated than that of English due to some variation of word order and a rather free distribution of case markers inside the NP. Yet it has also been shown that those diverse constructions can be handled rather nicely in Database Semantics with little complication in the rule system as compared to that for English. During the talk, all constructions shown here will be demonstrated as running software.
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Abstract Semantic associative search and semantic space integration are promising and significant functions for obtaining appropriate and significant information resources in multimedia database and knowledge base environments. Semantic space creation and integration for semantic associative search are essentially important for realizing advanced semantic associative search environments and synergy effects among different domain fields. This paper presents implementation and application of our semantic associative search and semantic space integration methods to actual medical fields. This implementation realizes a domain-specific semantic associative search and semantic space integration by referring to domain-specific encyclopedias. This paper also shows the feasibility and applicability of the semantic associative search environment with integration of those medical fields. Several experimental results are shown to clarify the feasibility and applicability of the semantic associative search environment in actual medical fields.

1. Introduction

Semantic associative search is recognized as a promising and important function for obtaining appropriate and significant information resources in multimedia database and knowledge base environments. Semantic space creation for semantic associative search is one of the most essential processes for realizing semantic associative search environments [3,4,10,13].

In current information societies, it is essentially important to realize logical and semantic associative search environments for various scientific and social areas [1,2,6,11,12,13]. In this background, we have designed a meta-level knowledge base system with a new semantic associative search method based on the Mathematical Model of Meaning (MMM) [4,5,6]. This method makes it possible to obtain information resources semantically related to queries from multimedia databases with semantic spaces for various natural and social scientific areas. In this method, the acquisition of information resources in multimedia databases is performed by semantic computations on semantic spaces. When a keyword with context words explaining the keyword is given as a query, context-dependent interpretation for the keyword is performed, and the related information to the meaning of the keyword is obtained according to the given context. Context-dependent interpretation means that information included in multimedia databases is extracted by specifying a keyword with context words explaining the keyword itself.

In this method, it is not necessary to know concrete representations of information resources in multimedia databases. It is possible to submit queries for information acquisition to multimedia databases by using keywords and context words which are independent of individual database contents. The most important feature of this method is
that information resources in multimedia databases are mapped onto an orthogonal semantic space and extracted by an intelligent semantic associative search mechanism with metrics[4,5,6]. This method realizes the computational machinery for recognizing the meaning of a keyword according to a context (context words) and obtaining the semantically related information resources to the keyword in the given context.

We have implemented a meta-level knowledge base system with a semantic associative search function realizing this method[4]. In this system, we have also designed and implemented another significant method for of semantic space integration (SSI) for heterogeneous fields[20]. Semantic space integration for semantic associative search is essentially important for realizing synergy effects among different domain fields. The SSI method makes it possible to integrate semantic spaces with the interpretation of meanings by using common concepts (common terms) for matrices of heterogeneous fields. This method realizes information acquisition from viewpoints related to semantically integrated fields. For example, in the integrated medical space, information resources, such as medical documents, including contents related to both of those independent medical fields, high correlation values can be obtained. The advantage of the space integration typically appears in extracting those relevant information resources with high correlation values only in the integrated space.

In the SSI method, it is assumed that common concepts (common terms) between heterogeneous fields are detected in advance before applying this method to the semantic associative search spaces corresponding to those fields. It is assumed that the semantic equivalence and similarity between terms in different fields are recognized by using our mathematical model of meaning (MMM) or the concept of ontology[1,10,13]. In [20], we have also presented an implementation method for applying our integration method to semantic associative search spaces.

In this paper, we apply this meta-level knowledge base system to two medical fields, in order to semantically integrate and obtain those information resources based on various semantic relationships between those fields. A lot of medical documents exist in wide area networks. As each document has different semantics, it is difficult to choose and access appropriate medical documents for obtaining significant medical knowledge. Those databases from the medical fields include the same kind of information, and one of the objectives of this application is to provide a significant semantic associative search environment for obtaining medical information resources which are semantically related to those fields.

In this paper, we present implementation and application of a semantic associative search and semantic space integration methods (MMM and SSI) to various medical fields. This implementation realizes a domain-specific semantic associative search and semantic space integration by referring to a medical textbook(encyclopedia) [19] which describes not only word definitions but also word explanations in specialized medical fields. In the creation of a domain-specific semantic space, an appropriate feature word set should be defined sufficiently to express the domain field. There are two requirements of encyclopedias and dictionaries for automatic generation of semantic search spaces:

1. Each entry word is described by focusing attention on definitions of words themselves.
2. Each entry word is defined by a fixed set of feature words that are primitive essences of the domain-specific field.

In this implementation, medical semantic spaces are created by referring to medical encyclopedias. We have created two semantic spaces from medical encyclopedias, where each entry word description contains not only words definitions but also word explanations.
In this paper, we also show several experimental results to clarify the feasibility and applicability of the semantic associative search and space integration methods in two actual medical fields.

2. The Outline of Semantic Associative Search and Semantic Space Integration Methods

2.1 Semantic Associative Search Method

In this section, the outline of our semantic associative search method based on the Mathematical Model of Meaning (MMM) is briefly reviewed. This model has been presented in [4,5,6] in detail.

The semantic associative search method is used to extract information resources corresponding to the words, which represent the “user’s query” (“searcher’s query” or “query context”) and data contents. Each information resource is mapped in the orthogonal semantic space. This space is referred to as “orthogonal metadata space” or “semantic space.” The mathematical model of meaning gives the machinery for creating orthogonal semantic space and dynamically searching the associated information according to a given context.

For searching appropriate information resources, context words that represent the user’s query (query context) and data contents are given as the context. According to these context words, a semantic subspace is selected dynamically. Then, the most related information resource to the context is extracted in the semantic subspace.

Metadata items are classified into three different kinds. The first kind of data items is used for the creation of a semantic space, which is used as a search space for semantic associative search. These data items are referred to as “data items for space creation.” The second kind of metadata items is used as the metadata items of the information resources, which are the candidates for semantic associative data retrieval. These metadata items are referred to as “metadata for information resources.” The third kind of metadata items is used as the context words, which represent user’s query (query context). These metadata items are referred to as “metadata for contexts.” The basic functions and metadata structures are summarized as follows:

(1) Creation of metadata space:

To provide the function of semantic associative search, basic information on \( m \) data items (“data items for space creation”) is given in the form of a matrix. Each data item is provided as fragmentary metadata which is independently represented one another. No relationship between data items is needed to be described. The information of each data item is represented by its features. The \( m \) basic data items are given in the form of an \( m \times n \) matrix \( M \). For given \( m \) basic data items, each data item is characterized by \( n \) features. By using this matrix \( M \), the orthogonal space is computed as the metadata space \( MDS \).

(2) Representation of information resources in \( n \)-dimensional vectors:

Each of the information resources is represented in the \( n \)-dimensional vector whose elements correspond to \( n \) features used in (1). These vectors are used as “metadata for information resources.” The information resources become the candidates for the semantic associate search in this model. Furthermore, each of context words, which are used to represent the user’s impression and data contents in semantic information retrieval, is also represented in the \( n \)-dimensional vector. These vectors are used as “metadata for contexts.”

(3) Mapping information resources into the metadata space \( MDS \):
Metadata items (data-items for space creation, metadata for information resources and metadata for context words) which are represented in n-dimensional vectors are mapped into the orthogonal metadata space.

(4) **Semantic associative search:**

When a sequence of context words which determine the user’s query and data contents are given, the mostly related information resource to the given context is extracted from a set of metadata items for information resources in the semantic space.

### 2.2 Semantic Space Integration Method

We have proposed a semantic space integration method (SSI) in [20] for obtaining information related to multiple research fields. This method realizes semantic search space integration from different semantic search spaces as shown in Fig. 1.

![Integrated matrices](image)

**Fig.1:** Integrated matrices

#### 2.2.1 Procedure for Semantic Space Integration

The procedure for semantic space integration and semantic search consists of the following processes:

- **Process-1:** Creation for individual matrices (Original matrix creation).
- **Process-2:** Semantic Space Integration (SSI) for matrices (Space Integration).
- **Process-3:** Orthogonal semantic space creation for MMM and SVD (Integrated and Orthogonal Semantic Space creation).

The SSI method defines a set of functions and data structures to realize Process-2. Process-1 and Process-3 are dependent on semantic search methods. We explain Process-1
and Process-3 in the case for applying the mathematical model of meaning (MMM) to orthogonal semantic space creation.

2.2.2 Data structures and Functions of Semantic Space Integration

(1) Data Structure

The data structure is defined as a set of basic words and features in the form of a matrix (Matrix “\( M \)”) with basic words and feature words as shown in Fig. 2. The data structure is referred to as “space matrix with words.” A set of basic words which characterizes the data items to be used is given in the form of an \( m \) by \( n \) matrix. That is, for given \( m \) basic words, each word is characterized by \( n \) features.

\[
\begin{array}{cccc}
\vdots & \vdots & \ddots & \vdots \\
d_1 & f_1 & \cdots & f_n \\
d_2 & f_1 & \cdots & f_n \\
\vdots & \vdots & \ddots & \vdots \\
d_m & f_1 & \cdots & f_n \\
\end{array}
\]

Fig.2: Metadata represented in data matrix \( M \)

(2) Basic function for semantic space integration

The semantic space integration function is defined for integrating individual spaces corresponding to two different fields. This method can be applied to integration of various semantic spaces created in different research fields independently of the order of the space sequence in semantics.

This function integrates two space matrices as shown in Fig.3 and Fig.4. That is, this function performs the semantic space integration between two different research fields. This new function is very important for integrating semantic spaces originally created in different research fields independently.

Fig.3: Integration for features and words
Although this function is not commutative between two space matrices $M_1$ and $M_2$, the integrated space $M_3$ is not dependent on the order of the space sequence in semantics. That is, the order of the result spaces does not change the semantics in the integrated space. Therefore, this function can be applied repeatedly to integration of various semantic spaces. This function consists of the following three steps:

**Step-1: Feature word integration:**

Each feature word in the space matrix $M_2$ is checked whether it exists commonly in the feature words of the space matrix $M_1$ with the interpretation of synonymy. It is assumed that the semantic equivalence and similarity between words are recognized in advance by using ontology research results, such as in [1,2,6,12,13], before applying this step to the space matrices $M_1$ and $M_2$. If a synonym or a common concept exists between feature words in $M_1$ and $M_2$, it is removed from the set of feature words of $M_2$. The feature words of the integrated space matrix $M_3$ consist of the feature words of $M_1$ and the reduced feature words of $M_2$, as shown in Fig. 3 and 4.

**Step-2: Basic word integration:**

Each basic word in the space matrix $M_2$ is checked whether it exists commonly in the basic words of the space matrix $M_1$ with the interpretation of synonymy. If a synonym or a common concept exists between basic words in $M_1$ and $M_2$, it is removed from the set of basic words of $M_2$. The basic words of the integrated space matrix $M_3$ consists of the basic words of $M_1$ and the reduced basic words of $M_2$, as shown in Fig. 3 and 4.

**Step-3: Value settings to the integrated space matrix $M_3$:**

The basic words and feature words are set as vertical and horizontal words in $M_3$ as shown in Fig. 4. Each element of $M_3$ is set in this step. $M_3$ consists of four sub-matrices $M_1'$, $M_2'$, $M_2''$ and $M_2'''$ as shown in Fig. 4. $M_3$ is the matrix integrating two different space matrices which are created independently from different research fields.

$M_1'$ is the sub-matrix corresponding to the original $M_1$. The basic and feature words in $M_1'$ are the same as those words in $M_1$. Each element of $M_1'$ is set to the same
value as the value in the original M1 if the basic word and the feature word corresponding to this element are not commonly existing between the original M1 and M2. If both of the basic word and the feature word in M1’ are commonly existing between the original M1 and M2, the element corresponding to these words is set to the value computed by the integrating operation (integrator) between the M1 and M2 elements corresponding to the common basic and feature words.

M2’ is the sub-matrix corresponding to the reduced M2 after eliminating both of common basic and feature words to M1 from M2. Each element of M2’ is set to the same value as the value in the original M2 in terms of the reduced basic and feature words neither of which has common words to the original M1.

M2” is the sub-matrix corresponding to the elements where the common basic words are existing between the original M1 and M2 and the feature words between M1 and M2 are different. Each element of M2” is set to the same value as the value corresponding to the basic and feature words in the original M2.

M2’’ is the sub-matrix corresponding to the elements where the common feature words are existing between the original M1 and M2 and the basic words between M1 and M2 are different. Each element of M2’’ is set to the same value as the value corresponding to the basic and feature words in the original M2.

3. The Creation Method of Medical Semantic Spaces

We have created medical semantic spaces by extracting medical knowledge from a textbook [19] of the medical field. Especially, we have implemented two detailed domain-specific semantic spaces, namely “the Pulmonary and Respiratory Diseases” and “the Bacterial Infectious Diseases.” To realize semantic associative search spaces, essential primitives of semantic associative search spaces are feature words.

A basic word set is also required for creation of semantic associative search spaces. They are characterized by feature words and feature words, and basic words are used to construct a basic data matrix. The basic data matrix is created as a semantic associative search space. We generate basic data matrices for semantic associative search spaces. We show the processes briefly as follows.

Process1: This process selects basic words. Candidates of basic words are selected from diseases that appear in headings. Because characterization of basic words by feature word sets materializes the semantic search space, it is desirable to list candidate words with specific knowledge with encyclopedias, such as [15,16,17,18,19].

Process2: This process extracts descriptions of basic word selected at the Process1. Perform morphological analysis on the description, then remove function-words and stop-words from it. The residual words are the candidates of feature words.

Process3: Feature words are selected from the candidates extracted at the Process2. We select the feature word set by considering the importance of the word in the medical field. This process is performed by the medical specialist, such as medical doctors.

Process4: This process generates a basic data matrix used by Mathematical Model of Meaning (MMM) referring to the descriptions in the textbook. Each of the basic words extracted at the Process1 is featured by using the feature word set selected at the Process3 according to words’ descriptions in the textbook.
3.1. Implementation of a Semantic Associative Search Space for Medical Document Databases

(1) textbook:

We have referred to two main parts of the textbook (encyclopedia) “Cecil Textbook of Medicine”[19], which are related to the “Pulmonary and Respiratory” and “Microbism (bacterial infections)” fields respectively, for describing basic words by feature words. This textbook is one of the most authentic textbooks in the medical field.

(2) basic words sets:

We have extracted 131 and 199 words for creating the “Pulmonary and Respiratory” space and the “Microbism (bacterial infections)” space from the textbook by applying Processes 1 and 2. By extracting basic words for this medical textbook, the important word sets have been extracted in these domain-specific fields.

(3) feature words sets

We have selected 512 and 928 feature words for these spaces respectively from the textbook by applying Process3. The words extracted above are characterized to constitute semantic associative search spaces. By extracting these feature words sets, the primitive essences of these two domain-specific fields are acquired.

(4) generation of semantic associative search spaces

We have generated a basic data matrix from basic words, feature words and descriptions of their associations. And, we have generated the 328-dimensional semantic space for the “Pulmonary and Respiratory” field and 569-dimensional semantic space for the “Microbism (bacterial infections)” automatically from the basic data matrices, which consist of basic words featured by feature word set.

In our semantic associative search method, as shown in Section 2.1 and [4,5,6], when a searcher issues a query context which consists of a number of phrases represented in words, the vectors that associate to the corresponding words are mapped into the semantic space according to the definition of the query context in the semantic space. These vectors are synthesized into the semantic center vector[4,5,6] in the semantic space.

The norms of document data in the selected subspace of the semantic space are correlations of the document data with the query context. Correlations between searcher's query context and document data are quantized by norms in the subspace through the procedure above. The search result in the subspace is shown as a list of document data sorted by the degree of correlations.

4. Implementation and Experiments for actual medical applications

As the application study of semantic associative search and semantic space integration methods to two medical fields (“Pulmonary and Respiratory” and “Microbism”), we have applied those methods to two actual and practical medical fields (“Pulmonary and Respiratory” and “Microbism”), in order to semantically integrate and obtain medical information resources based on various semantic relationships between those fields.

Those information resources (databases) from those medical fields include several
common concepts and contents, and one of the objectives of this application is to provide a significant semantic associative search environment for obtaining medical information resources which are semantically related to both of those fields.

To clarify the feasibility of this application system on medical information of "Pulmonary and Respiratory" and "Microbism", we have implemented semantic spaces and space integration of those spaces by using the processes described in Section 3.

(1) Experimental study for actual medical applications

Table 1 shows six semantic spaces created in this implementation. In each space, "Importance" indicates the word and phrase sets which are used in the space creations. The three importance levels(A,B,C) of words and phrase sets are indicated, and those sets are combined and used to create semantic spaces.

**Importance level A**: The words and phrases necessary to characterize a name of a disease

**Importance level B**: The words and phrases of the medicine fields of "pulmonary and respiratory" and "microbism"

**Importance level C**: The words and phrases of the medicine field not included in Importance level A or B.

For integrating semantic spaces of “pulmonary & respiratory” and “microbism” fields by our SSI method, individual semantic spaces are created for “pulmonary & respiratory” and “microbism” fields independently, as shown in Fig. 5.

For creating the “pulmonary & respiratory” semantic space(M1), we have referenced a textbook for the medical field [19]. From the “pulmonary & respiratory section” of the textbook, we have extracted basic words and feature words for the pulmonary & respiratory semantic space, as shown in Table 1.

For creating the "microbism" semantic space(M2), we have also referenced a
textbook for the medical field[19] and extracted basic words and feature words from the "microbism section" of the textbook for the microbism semantic space. By applying the SSI method to "pulmonary & respiratory" semantic space(M1) and "microbism" semantic space(M2), we have created an integrated semantic space(M3) combining both of "pulmonary & respiratory" (M1) and "microbism"(M2) spaces.

Three semantic spaces(M1, M2 and M3) have been created for searching and retrieving medical documents semantically related to "pulmonary & respiratory", "microbism" and both of "pulmonary & respiratory" and "microbism". Each semantic space is independently used for searching those documents.

1) the pulmonary & respiratory semantic space for retrieving pulmonary & respiratory documents as the space matrix M1 in SSI.

2) the microbism semantic space for retrieving microbism documents as the space matrix M2 in SSI.

3) the integrated pulmonary & respiratory-microbism semantic space for retrieving pulmonary & respiratory and/or microbism documents as the space matrix M3 in SSI.

Our semantic space integration method(SSI) is applied to create the integrated pulmonary & respiratory-microbism semantic space (M3) from the space matrices M1 and M2. We have implemented our semantic space integration method by developing the programs in Perl programming language and the Java application.

Table 1: Semantic spaces

<table>
<thead>
<tr>
<th>Importance</th>
<th>Number of feature</th>
<th>Number of words</th>
<th>Space dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulmonary and Respiratory semantic space</td>
<td>A+B</td>
<td>512</td>
<td>131</td>
</tr>
<tr>
<td>Pulmonary and Respiratory semantic space</td>
<td>A+B+C</td>
<td>854</td>
<td>131</td>
</tr>
<tr>
<td>Microbism semantic space</td>
<td>A+B</td>
<td>928</td>
<td>199</td>
</tr>
<tr>
<td>Microbism semantic space</td>
<td>A+B+C</td>
<td>1470</td>
<td>199</td>
</tr>
<tr>
<td>Integrated semantic space</td>
<td>A+B</td>
<td>1361</td>
<td>330</td>
</tr>
<tr>
<td>Integrated semantic space</td>
<td>A+B+C</td>
<td>2101</td>
<td>330</td>
</tr>
<tr>
<td>common (duplication) words</td>
<td>A+B</td>
<td>79</td>
<td>0</td>
</tr>
<tr>
<td>common (duplication) words</td>
<td>A+B+C</td>
<td>223</td>
<td>0</td>
</tr>
</tbody>
</table>

As retrieval candidate documents for the pulmonary & respiratory semantic space, we have divided the pulmonary & respiratory section of the medical textbook[19] into 132 pieces in each name of a disease and mapped these 132 documents into the space. As retrieval candidate documents for the microbism semantic space, we have divided the microbism section of the medical textbook [19] into 199 pieces in each name of a disease and mapped these 199 documents into the space. We have also mapped those 331 documents into the integrated pulmonary & respiratory-microbism semantic space.

For mapping each of those documents into semantic spaces, we created a vector for each document by extracting a set of metadata from the document in the medical textbook [19]. Several metadata sets are shown in Table 2 as examples.
Table 2: Examples of metadata

<table>
<thead>
<tr>
<th>Document-ID</th>
<th>Metadata</th>
</tr>
</thead>
<tbody>
<tr>
<td>b1</td>
<td>meningitis, Endocarditis, Bone, endemic, Diarrhea, antibiotic-therapy, Toxin, purulent, immunity, macrophage, virus</td>
</tr>
<tr>
<td>b2</td>
<td>Antibiotics, LOSs, malaise, streptococcus, Bone, infiltrate, Diarrhea, outbreaks, nosocomial, Trauma, antibiotic-therapy</td>
</tr>
<tr>
<td>b3</td>
<td>Skin, bacteria, culture, Strains, Diarrhea, Trauma, purulent, animal, virus, immunocompromised, febrile</td>
</tr>
<tr>
<td>l1</td>
<td>alveolar, obstruction, lung, cor-pulmonale, cardiopulmonary, dyspnea, arterial-blood-gas, Diaphragmatic, hyperventilation, Paco2, respiratory-center</td>
</tr>
<tr>
<td>l2</td>
<td>Pulmonary, dyspnea, alveolar, ventilation, ventilatory, Chest-Wall, cor-pulmonale, cardiopulmonary, hypoxia, arterial-blood-gas, hyperventilation</td>
</tr>
<tr>
<td>l3</td>
<td>Pulmonary, lung, obstruction, respiratory, Paco2, parenchymal-lung-disease, ventilatory, sleep-apnea, obstructive-apnea, respiratory-failure, obstructive</td>
</tr>
</tbody>
</table>

(2) Experimental results

We have performed several experiments to clarify the feasibility of the application system on medical information of “Pulmonary and Respiratory” and “Microbism.” The objective of these experiments is to evaluate the effectiveness and applicability of our system to the actual medical information resources.

Table 3: Search context

<table>
<thead>
<tr>
<th>Context</th>
<th>Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEPTIC-EMBOLISM</td>
<td>Pulmonary and respiratory</td>
</tr>
<tr>
<td>ENDOCARDITIS</td>
<td>Microbism</td>
</tr>
</tbody>
</table>

Table 4: Evaluation point

<table>
<thead>
<tr>
<th>Point</th>
<th>Adjudication</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Exact</td>
</tr>
<tr>
<td>4</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Possible</td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Not related</td>
</tr>
</tbody>
</table>

Tables 5 and 6 typically show the advantage of our semantic space integration method.

In these tables, the “ID” is a document identifier (Document ID: “b-I” represents a “Microbism” document, and “l-j” represents a “Pulmonary and Respiratory” document). And, the “norm” is a semantic correlation value between a query (context, shown in Table 3) and each document in semantic computation, and the “point” is an evaluation value which indicates a score of precision (1: lowest and 5: highest, as shown in Table 4) evaluated by medical specialists (medical doctors) in “Pulmonary and Respiratory” and “Microbism” fields.
The main advantage of our method is that it realizes the acquisitions of the documents which are related to two or more independent fields, but are not selected in each single semantic space because they do not have high correlation to each single field.

Table 5 shows the retrieval results to the context(query) “ENDOCARDITIS.”

<table>
<thead>
<tr>
<th>context</th>
<th>ENDOCARDITIS</th>
<th>Microbism space</th>
</tr>
</thead>
<tbody>
<tr>
<td>A+B+C</td>
<td>A+B</td>
<td>A+B</td>
</tr>
</tbody>
</table>

Table 5: Experimental results (context : ENDOCARDITIS)

<table>
<thead>
<tr>
<th>rank</th>
<th>ID norm</th>
<th>point</th>
<th>ID norm</th>
<th>point</th>
<th>ID norm</th>
<th>point</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>b101</td>
<td>0.3975</td>
<td>2</td>
<td>b40</td>
<td>0.4087</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>b174</td>
<td>0.3818</td>
<td>1</td>
<td>b52</td>
<td>0.2821</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>b40</td>
<td>0.3103</td>
<td>5</td>
<td>b51</td>
<td>0.2649</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>b149</td>
<td>0.3013</td>
<td>2</td>
<td>b14</td>
<td>0.2635</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>b167</td>
<td>0.2694</td>
<td>1</td>
<td>b150</td>
<td>0.2531</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>b133</td>
<td>0.2493</td>
<td>1</td>
<td>b147</td>
<td>0.2489</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>b163</td>
<td>0.2483</td>
<td>3</td>
<td>b39</td>
<td>0.2429</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>b166</td>
<td>0.2483</td>
<td>3</td>
<td>b174</td>
<td>0.2369</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>b31</td>
<td>0.2428</td>
<td>4</td>
<td>b12</td>
<td>0.2334</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>b169</td>
<td>0.2374</td>
<td>3</td>
<td>b161</td>
<td>0.2308</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>b39</td>
<td>0.2342</td>
<td>4</td>
<td>b49</td>
<td>0.2272</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>b88</td>
<td>0.2322</td>
<td>3</td>
<td>b30</td>
<td>0.2270</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>b161</td>
<td>0.2303</td>
<td>1</td>
<td>b175</td>
<td>0.2266</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>b11</td>
<td>0.2246</td>
<td>3</td>
<td>b163</td>
<td>0.2262</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>b151</td>
<td>0.2226</td>
<td>1</td>
<td>b115</td>
<td>0.2254</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>b50</td>
<td>0.2181</td>
<td>1</td>
<td>b94</td>
<td>0.2252</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>b104</td>
<td>0.2173</td>
<td>1</td>
<td>b41</td>
<td>0.2235</td>
<td>3</td>
</tr>
<tr>
<td>18</td>
<td>b85</td>
<td>0.2153</td>
<td>3</td>
<td>b178</td>
<td>0.2231</td>
<td>4</td>
</tr>
<tr>
<td>19</td>
<td>b197</td>
<td>0.2152</td>
<td>2</td>
<td>b191</td>
<td>0.2229</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>b24</td>
<td>0.2127</td>
<td>2</td>
<td>b181</td>
<td>0.2227</td>
<td>4</td>
</tr>
</tbody>
</table>
Table 6: Experimental results (context: SEPTIC-EMBOLISM)

<table>
<thead>
<tr>
<th>Context</th>
<th>SEPTIC-EMBOLISM</th>
<th>Pulmonary and respiratory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space</td>
<td>Integrated space</td>
<td>Pulmonary and respiratory</td>
</tr>
<tr>
<td>Importance level</td>
<td>A+B+C</td>
<td>A+B</td>
</tr>
<tr>
<td>Rank ID</td>
<td>norm point</td>
<td>ID</td>
</tr>
<tr>
<td>1</td>
<td>b53</td>
<td>0.2307</td>
</tr>
<tr>
<td>2</td>
<td>b165</td>
<td>0.2241</td>
</tr>
<tr>
<td>3</td>
<td>b174</td>
<td>0.2234</td>
</tr>
<tr>
<td>4</td>
<td>b95</td>
<td>0.2188</td>
</tr>
<tr>
<td>5</td>
<td>b89</td>
<td>0.2186</td>
</tr>
<tr>
<td>6</td>
<td>b54</td>
<td>0.2127</td>
</tr>
<tr>
<td>7</td>
<td>b71</td>
<td>0.2079</td>
</tr>
<tr>
<td>8</td>
<td>b64</td>
<td>0.1998</td>
</tr>
<tr>
<td>9</td>
<td>b151</td>
<td>0.1996</td>
</tr>
<tr>
<td>10</td>
<td>b148</td>
<td>0.1968</td>
</tr>
<tr>
<td>11</td>
<td>b37</td>
<td>0.1952</td>
</tr>
<tr>
<td>12</td>
<td>b113</td>
<td>0.1856</td>
</tr>
<tr>
<td>13</td>
<td>b83</td>
<td>0.1840</td>
</tr>
<tr>
<td>14</td>
<td>b52</td>
<td>0.1808</td>
</tr>
<tr>
<td>15</td>
<td>b19</td>
<td>0.1808</td>
</tr>
<tr>
<td>16</td>
<td>b65</td>
<td>0.1776</td>
</tr>
<tr>
<td>17</td>
<td>b169</td>
<td>0.1769</td>
</tr>
<tr>
<td>18</td>
<td>b34</td>
<td>0.1726</td>
</tr>
<tr>
<td>19</td>
<td>b168</td>
<td>0.1722</td>
</tr>
<tr>
<td>20</td>
<td>b63</td>
<td>0.1698</td>
</tr>
</tbody>
</table>

Table 6 shows the retrieval results to the context (query) “SEPTIC-EMBOLISM.” The word “SEPTIC-EMBOLISM” is included in the feature set of “Pulmonary and Respiratory” but not in “Microbism.” The document (“l95”) is a document related to “Pulmonary and Respiratory” and selected in high ranking in the integrated space. The important result is in the high ranking of documents (b69, b40, b50, b68, b37, b52, b169), which are highly related to the “microbism.” That is, this result shows that the query is belonging to the field of “Pulmonary and Respiratory” but our method realizes to extract documents highly related to the field of “Microbism” by the space integration. And, the integrated space can realize the extraction of more documents with high scores (high points) than those in the single space.

In [21], we have presented a learning system with a Semantic Spectrum Analyzer to realize appropriate and sharp semantic vector spaces for semantic associative search. We have proposed a learning algorithm with a Semantic Spectrum Analyzer for the semantic associative search. The Semantic Spectrum Analyzer makes it possible to extract semantically related and appropriate information for adjusting the initial positions of semantic vectors to the positions adapting to the individual query requirements.
Fig. 6: Semantic spectrum of the document (b51) which was retrieved with the context “ENDOCARDITIS” in the Microbism semantic space that was generated with words and phrases of the importance level A+B.

Metadata of the document b51:
Bacteremia, meningitis, Septic, H.-influenzae, pneumoniae, N.-meningitidis, S.-pneumoniae

Fig. 7: Semantic spectrum of the document (b51) which was retrieved with the context “ENDOCARDITIS” in the integrated semantic space that was generated with words and phrases of importance level A+B.

Metadata of the document b51:
Bacteremia, meningitis, Septic, H.-influenzae, pneumoniae, N.-meningitidis, S.-pneumoniae
Fig. 6 shows the semantic spectrum analysis for the query “ENDOCARDITIS” and the document “b51” in the single “Microbism” space. Fig. 7 shows the semantic spectrum analysis for the query “ENDOCARDITIS” and the document “b51” in the integrated space. The document “b51” is highly relevant to the query “ENDOCARDITIS,” but it is not in the high ranking in the single “Microbism” space. However, this document “b51” is in the high ranking in the integrated space. The semantic spectrum analysis shown in Fig. 6 and 7 clearly indicates the details for the semantic correlations between the query “ENDOCARDITIS” and the document “b51” in those semantic spaces.

Those figures show that this semantic spectrum analysis is effectively used to evaluate the quality of each of “pulmonary & respiratory” semantic space (M1), “microbism” semantic space (M2), and integrated semantic space (M3).

This experimental study has clarified the applicability of our semantic associative search and semantic space integration methods to domain-specific fields (medical fields). This application system has realized actual semantic associative search environments and extracted synergy effects among different domain fields.

5. Conclusion

This paper has presented the implementation and application of our semantic associative search and semantic space integration methods to actual medical domain fields in a meta-level knowledge base environment. In this implementation, we have created actual medical semantic spaces for realizing semantic associative search environments and extracting synergy effects among different medical domains.

This implementation has realized domain-specific semantic associative search and semantic space integration by referring to domain-specific encyclopedia. This paper has also shown the feasibility and applicability of the semantic associative search environment with integration of those medical fields. Several experimental results have been shown to clarify the feasibility and applicability of the semantic associative search environment in two actual medical fields.

As the future work, we will create semantic spaces for various fields and realize advanced knowledge base environments [7,8,9,20,21] for extracting synergy effects among various domains by using our semantic associative search and space integration methods.
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Abstract. Time is the core resource of a project. A project combines human and non-human resources together into a temporary organization that aims to achieve a specified objective. A project has a temporal structure of its own, with related operations and deliverables that also are functions of time. In knowledge-intensive organizations, more and more projects are distributed, document-driven processes with parallel phases and tasks. Change management between parallel phases and tasks with associated documents has become one of the core functions in distributed project management. In our paper, we present a framework for time contexts in distributed project management environments, particularly from a project manager’s point of view. In document-driven projects, document life-cycles, the statuses of documents, temporal relations between documents, all define the document logistics of a project and describe the overall temporal structure of a project. We analyze the life-cycles of project documents with related time statuses and temporal relations between different documents. We apply time-sensitive links to illustrate the temporal characteristics of project documents and to construct time-based navigation support through the life-cycles and temporal relations of the project documents in single and simple project environments. Our approach is designed to be applied especially to the analysis phase of document logistics from a time-based project management point of view before an organization selects and implements a commercial or customized distributed project management system. We extend our approach to more complex, multi-project environments. We discuss an ontology of time, and Topic Maps as a means of analyzing, deriving and managing time rule sets separated from project document space. The focus of our approach is on knowledge-intensive organizations, on Web-based document-centric projects and on solutions based on W3C Recommendations.

1. Introduction

Distributed project management systems (DPMS) on the Web play an important role in project execution between different organizations - particularly when inter- and intra-organizational projects involve geographically dispersed teams in different time zones. Such systems provide a virtual project workspace for communication, information interchange, creation of knowledge, document and knowledge management and monitoring the progress of the project. Within given access rights, the virtual project workspace and tools are available to all project partners. The use of distributed and mobile technologies allows project teams and project managers to work both in the office and on the move. The new ways of working enabled by mobile technologies are often characterized in terms of access to corporate information and communication with people - anytime, anywhere [7, 16, 17, 24]. Distribution and mobility provide new challenges when the roles of users,
contexts and related documents, as well as technological requirement specifications for document logistics and project management systems, are defined. Nor should the role of national culture in the management of large-scale international projects be underestimated [17, 19, 21].

In a context-sensitive framework for distributed project management three basic layers can be identified. The resource layer, on the bottom, consists of all the project information resources available on the Internet, extranet and/or intranet environments. The context sensitive layer, in the middle, includes methods and tools for selective information retrieval, use and dissemination based on knowledge creation and management technologies and context-sensitive computing. The top layer, for users anywhere and anytime, provides context-dependent access and navigation services to relevant information.

From the vantage points of project managers, several context classes can be identified such as individual users and their roles, project teams and tasks, geographical dispersion and time. Context classes are not totally separate but are also partially overlapping. However each of them provides an interesting viewpoint of the project. Effective time-based project management can decrease project lead-times and thus results in economical benefits with increased competitiveness. Special attention should be paid to analyzing life-cycles of project documents and developing monitoring services and tools for project managers both in single project and in multi-project environments.

In order to develop time-sensitive monitoring methods, tools and services for project managers in document-driven projects, a deeper understanding of the time contexts and temporal structures of the project and associated documents is needed. Time-based project management in distributed environments fundamentally means the management of information flows – in our case study document flows - across interfaces between tasks and the passing of work flows smoothly from one task and resource to the next one [9, 10]. In knowledge-intensive organizations, more and more projects are distributed and document-driven processes with parallel phases and tasks. Change management between parallel phases, tasks and document flows has become one of the core functions in distributed project management (Figure 1). In document-driven projects, document life-cycles, document statuses, temporal relations between phases, tasks and documents define the document logistics of the project and describe the overall temporal structure of the project.

Our paper makes the following contribution. Initially, we introduce a framework for time contexts in distributed project management environments, particularly from a project manager’s point of view. Secondly, we present an analysis of temporality as related to project documents. We apply time-sensitive links [11, 12, 13] to construct temporal structures in the analysis phase of document logistics in organizations and to support time-based navigation through the life-cycles of project documents in single project environments. Thirdly, we extend our approach to multi-project environments. We discuss an ontology of time for analyzing and deriving the temporal structures of documents in multi-project environments. We also discuss the implementation of a time ontology by means of Topic Maps as one possibility [22]. The focus of our approach is on knowledge-intensive organizations and on document-driven projects.

The remainder of the paper is organized as follows. In Section 2, as a synthesis of related work, we present a temporal framework for time contexts in distributed project environments. In Section 3, we introduce life-cycles of and temporal relations between project documents and we present an example of their implementations to the document logistics analysis phase in single project environments. In Section 4, we discuss multi-project environments and the possibility of applying a time ontology approach to construct temporal structures for project documents. Section 5 is reserved for conclusions and issues needing further research.
In serial document logistics the main direction of the information flow is from left to right. The project is milestone driven.

In parallel document logistics the main direction of the information flow is both from bottom-up and from top-down. The project is change driven and change management is one of the most essential monitoring operations of the project progress.

Figure 1. From serial to parallel document logistics

2. Related Work: Time Contexts in Distributed Projects

A project can be defined as a combination of human and non-human resources pulled together into a temporary organization for achieving a specified purpose [30]. The project manager is the chief executive of this temporary organization. In addition to temporal structures of the projects and temporal relations between project phases, tasks and documents, there are other time contexts which a project manager has to face.

Time attitudes include cultural, organizational, group specific and personal issues. Despite globalization, many temporal habits, calendars and clocks coexist [28]. Calendars and clocks differ in many ways. Examples are [20]:

- the beginning and end of an interval - such as a year
- the length of the interval
the measuring unit of the interval
• the method of synchronization with the solar year.

Hence, even when a person is located in a different country he/she may celebrate the New Year on the day it is celebrated in that person’s country of origin. While a project’s events may be marked on the Gregorian calendar, many social, personal and even professional events may be marked on or driven by a local calendar. Monochronic cultures differ from polychronic cultures in that the former encourage a highly structured, time-ordered approach to life and the latter a more flexible, indirect approach, based more upon personal relationships than scheduled commitments [27].

A project manager has to optimize harmonizing with the local time contexts [4, 26]. However, he/she can’t compromise on the overall goals of the project. At a more fundamental level the project schedule is simply another calendar that is particular to that project. It may be implemented by means of UTC (Coordinated Universal Time), which is a standard time common to every place in the world [31]. The UTC-based calendar can coexist with other local calendars by adapting to them with minimum conflict, by including the events of local calendars and by working around them as additional constraints.

A project manager has to optimize harmonizing with the local time contexts [4, 26]. However, he/she can’t compromise on the overall goals of the project. At a more fundamental level the project schedule is simply another calendar that is particular to that project. It may be implemented by means of UTC (Coordinated Universal Time), which is a standard time common to every place in the world [31]. The UTC-based calendar can coexist with other local calendars by adapting to them with minimum conflict, by including the events of local calendars and by working around them as additional constraints.

Anacolina et al. [2] introduced the concept of temporal zones in organizations. Three different zones can be identified: short-term time zones, medium-term zones and long-term zones. Temporal zones applied to distributed project environments reflect activities that share the same temporal parameters, such as pace, time horizon and cycle.

Computer system failures are examples of trouble-shooting situations related to the technical resources of a project, and they have effects of their own on project scheduling. Natural phenomena and social conditions can be anticipated to some extent. However, they can have critical follow-ups to a project’s lead time. A new invention is an example of a totally unplanned temporal issue that a project manager may have to face, and therefore may result in re-estimation of the realization of the whole project.

One of the essential design issues of DPMS for document-driven projects has been the reduction of project lead-times. A layer model of distributed project management integrates key disciplines for designing, executing, analyzing and understanding document-driven processes in project operations [9, 10]. The model usually consists of four main layers: a document management layer, a communication layer, a project operations layer and a business performance layer. The business performance layer implements tools for document processing across the whole project workspace according to a company’s given strategy. The project operations layer provides tools for general management issues. The communication layer implements tools for keeping project members informed about what other members are doing and thus increases project transparency and information transfer. The document management layer constitutes the repository and management tools for project deliverables which reflects the created knowledge of the project.

Takeuchi [29] pointed out one of the fundamental differences between Western project managers and Asian project managers, and the difference between the concept of knowledge management and knowledge creation. Western managers emphasize the importance of explicit knowledge whereas, for instance, Japanese intellectual tradition places a strong emphasis on tacit knowledge, seeing the explicit knowledge as being just the tip of the iceberg. The distinction between explicit and tacit knowledge is the key to understanding the differences between the Western and Asian approaches to knowledge. For tacit knowledge to be communicated and shared within a project organization, it has to be converted into words, drawings or numbers that everyone can understand. It is precisely during the time that this kind of conversation and conversion process takes place – from tacit to explicit – that project- and task-specific and more widely organizational knowledge is created [29].
Project tasks can have several temporal characteristics [2]. Duration is the amount of time spent to complete a task. Temporal location of activities and tasks can be situated at particular points over a continuum of time, when they take place. Sequence means the order in which tasks take place. A deadline is the fixed time by which the work is to be completed. A cycle means periodic regularity in which work is done repeatedly. A time interval between repetitions can be constant or a function of time. Rhythm describes an alternation in the intensity of being busy. Three types of task interactions can be observed: independent, dependent and coupled [4]. Tasks are independent when no information exchange is required between them, and they can be executed simultaneously. Dependent tasks are engaged in sequential information transfer and would typically be performed in series. Coupled tasks are interdependent and need multiple iterations to complete.

As a synthesis, we present a temporal framework for time contexts in distributed project management environments, particularly for a project manager (Figure 2) [14]. Knowledge created in the projects and tasks is stored in documents. The field of document logistics aims at developing concepts, technologies and applications for need-oriented document supply. Documents-on-demand services are a typical application area for document logistics, as they have to fulfill user needs with respect to content, location and time. Our focus is on time contexts of documents’ life-cycles and temporal relations between different documents related to document-driven issues (Figure 3).

There are basically two approaches of realizing temporal structures and relations between project documents: a bottom-up and a top-down approach. Bottom-up approach can be applied to small and rather simple projects as top-down approach is to more complex ones. In a bottom-up approach temporal attributes corresponding to a document’s life-cycle can be embedded into linking elements inside XML documents by means of extending the XML Linking Language (XLink) with a timerule namespace [11, 12, 13, 32]. Temporal relations between documents can be calculated by means of time interval functions. This approach works in single project environments where temporal structures and relations are often quite simple. In multi-project environments temporal relations between documents become more complicated. Temporal relations common to all projects and project specific sets of temporal relations could be described by means of a time ontology and implemented by means of Topic Maps. We will first introduce the bottom-up approach and then the top-down approach.
3.1 A Practical Problem

The main goal of training time-based project management in enterprises is to create best practices for project execution. As a consequence, project lead-times should decrease bringing about economical benefits with increased competitiveness. Before implementing a time-based project management system for document-driven projects, an organization has to analyze the temporal structures of its project management process with related teams, phases, tasks and project documents. In a document-driven analysis, the organization defines document classification, document users and user groups with associated usage contexts, the life-cycles of documents and temporal relations between documents, and finally, as a consequence, step-by-step document logistics for the whole project. Document logistics can be realized by means of a document flow chart.

An organization or project specific, document flow chart is an essential tool for training project teams, members and managers to understand their roles, tasks and responsibilities in a project. The document flow chart makes it easier for them to piece together their roles throughout the whole project. This may also help project teams to adopt a new, forthcoming project management system, as well as new working habits. It may add commitment and minimize possibly existing resistance to change.

However, training project progress and document logistics, related operations and deliverables with a static flow chart against the temporal structure of the project all pose problems. To make the temporal structure of the project and document logistics more illustrative, we demonstrated a more dynamic document flow chart. Our approach is independent of the project management system to be later selected by and installed in the organization. Our approach is for the pre-analyze phase of the project management process in the organization. The concept “dynamic” in our context means that the views in the flow chart depend on the life-cycles of documents and on the temporal relations of project documents with related phases and tasks.

3.2 A Theoretical Solution

Because project documents are rich in associations between different documents and within documents, it is reasonable to add more semantics to these associations and to construct temporal structures by means of links. Links can be regarded as independent information objects. Our approach has the following premises. Firstly, document space is known. Secondly, temporal relations between documents and/or portions of documents can be identified in the application design phase. Thirdly, the amount of documents and the number of associated links and temporal relations are limited. Fourthly, temporal relations are phase and task dependent. Fifthly, a user’s information needs are mostly temporally oriented. Sixthly, the environment of use is the World Wide Web and the project document space is based on XML (Extensible Markup Language). Finally, the realization of the solution should be based on international document standards and on W3C Recommendations because common standards and recommendations provide a basis for consistent working methods in inter- and intra-organizational environments.

Temporal structures of project documents are compounded by the life-cycles of documents, document statuses and temporal relations between documents. The statuses of documents describe the stage reached in a document’s life-cycle, and can be used to control the document logistics process by means of limiting user access privileges in each status. The main five document status classes can be titled as ‘new’, ‘in work’, ‘for approval’, ‘released’ and ‘obsolete’ (Table 1). Phases, tasks and associated documents in projects are functions of time intervals or time instants. These time functions can be regarded as
temporal relations between certain phases, tasks and documents. Nine temporal relations can be identified (Table 2). We have used terminology here that is consistent with Allen’s relationships between two time intervals [1, 3].

Table 1. Document statuses are like time stamps. Their temporal values are defined according to the related tasks or phases of the project, usually by the project manager. Status naming can differ in different organizations

<table>
<thead>
<tr>
<th>Status</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>New</td>
<td>A document is created in a given time instant.</td>
</tr>
<tr>
<td>In work</td>
<td>A document is under construction.</td>
</tr>
<tr>
<td>For approval</td>
<td>Authorities evaluate the document(s).</td>
</tr>
<tr>
<td>Released</td>
<td>A document has been approved.</td>
</tr>
<tr>
<td>Obsolete</td>
<td>A document becomes outdated. In some cases a new version will be created and its critical time intervals for validity defined.</td>
</tr>
</tbody>
</table>

Table 2. Temporal relations between documents

<table>
<thead>
<tr>
<th>Temporal relation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ready before</td>
<td>A document must be ready before a given time instant.</td>
</tr>
<tr>
<td>Ready right-before (R-before) (*)</td>
<td>A document must be ready just before a given time interval.</td>
</tr>
<tr>
<td>Ready after</td>
<td>A document must be ready after a given time instant.</td>
</tr>
<tr>
<td>Ready right-after (R-after) (*)</td>
<td>A document must be ready just after a given time interval.</td>
</tr>
<tr>
<td>Ready equal</td>
<td>A document must be ready at a given time instant.</td>
</tr>
<tr>
<td>Overlap</td>
<td>Two documents share the same status during a given time interval.</td>
</tr>
<tr>
<td>Within</td>
<td>Documents with a certain status totally inside a given interval are chosen. In &quot;overlap&quot; the status of a document may also exceed the given interval.</td>
</tr>
<tr>
<td>Start</td>
<td>Document’s life-cycle starts at a given time instant.</td>
</tr>
<tr>
<td>Finish</td>
<td>Document’s life-cycle finishes at a given time instant.</td>
</tr>
</tbody>
</table>

(*) For example, if the interval in R-before is 1.9.2006 – 14.9.2006, the resulting set of documents are those which end on 1.9.2006 and if the R-after is chosen the resulting set of documents are those which start on 14.9.2006. The difference between the Before/After and R-Before/R-After is that, in R-Before/R-After, documents are stuck at the edge of the given interval. The Before-rule also selects those documents which ended long before the given time interval.

Time-sensitive documents are only presented to a user when the right time context is given. Every document or group of documents may be assigned with its own time context. Time context is defined by temporal attributes. When time-sensitive documents are accessed, the user-given time context is checked against each individual document or document group. Whenever the given condition is valid, the related documents are shown to the users. Time context structures of the project documents can be constructed by means of XLinkTime [11, 12, 13]. XLinkTime is based on a multi-ended link structure which is defined in the XML Linking Language (XLink) specification [32].

XLinkTime extends XLink by defining a timerule namespace xmlns:timerule with attributes timerule:start, timerule:end, timerule:title and timerule:status. The timerule:start and the timerule:end attributes can be used to specify the whole time interval $T_{whole} = [T_{start}, T_{end}]$ which can consist of sub-intervals related to $T_{whole}$. A practical example of this is the
whole schedule of a project and sub-schedules inside the project. The timerule:start and the timerule:end attributes are used with an attribute in the XLink namespace called type with a value of “extended” i.e. xlink:type=“extended”. An example is:

```xml
<project xmlns:timerule="http://www.tut.fi/amc/2005/05/timerule"
         xmlns:xlink="http://www.w3.org/1999/xlink" xlink:type="extended"
timerule:start="StartMonth StartDay StartYear" timerule:end="EndMonth EndDay EndYear">….</project>
```

Inside xlink:type=“extended” there can be n time-sensitive links. They are defined by an attribute in the XLink namespace called type with a value of “locator” i.e. xlink:type=“locator”. An example is:

```xml
<remote xlink:type="locator" xlink:title="Title of a link" xlink:href="file.html"
timerule:start="StartMonth StartDay StartYear" timerule:end="StartMonth StartDay StartYear" />
```

With a timerule:status attribute one document can be split into parts according to the sub-life-cycles of the document. We use “new”, “in work”, “for approval”, “released” and “obsolete” as examples for status names. A timerule:title attribute can be used for human-readable purposes. For example, with timerule:title=“The Third Checking Point of the Project” the corresponding text string will be shown to a user. To summarise, an xlink:type=“extended” can include timerule:start and timerule:end attributes, and an xlink:type=“locator” can include timerule:start, timerule:end, timerule:title and timerule:status attributes.

3.3 An Example of Implementation

The temporal relations between two documents X and Y and corresponding functions implemented with JavaScript are given in Table 3. The functions include two time objects, startTime and endTime. The value of the date in the number of milliseconds is returned by the getTime method since the 1st of January 1970, and which is defined as 00:00:00.

<table>
<thead>
<tr>
<th>Relations</th>
<th>Functions and inverse functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>X before Y</td>
<td>function before(x,y) { return (x.endTime.getTime()) &lt; (y.startTime.getTime()); } inverse: function before(x,y) { return !before(x,y); }</td>
</tr>
<tr>
<td>X equals Y</td>
<td>function equal(x,y) { return ((x.startTime.getTime()) == (y.startTime.getTime())) &amp;&amp; ((x.endTime.getTime()) == (y.endTime.getTime())); } inverse: function equal(x,y) { return !equal(x,y); }</td>
</tr>
<tr>
<td>X meets Y</td>
<td>function meets(x,y) { return (x.endTime.getTime()) == (y.startTime.getTime()); } inverse: function meets(x,y) { return !meets(x,y); }</td>
</tr>
<tr>
<td>X overlaps Y</td>
<td>function overlaps(x,y) { return (x.startTime.getTime()) &lt;= (y.endTime.getTime()) &amp;&amp; (x.endTime.getTime()) &gt;= (y.startTime.getTime()); } inverse: function overlaps(x,y) { return !overlaps(x,y); }</td>
</tr>
<tr>
<td>X during Y</td>
<td>function during(x,y) { return (x.startTime.getTime()) &lt;= (y.startTime.getTime()) &amp;&amp; (x.endTime.getTime()) &lt;= (y.endTime.getTime()); } inverse: function during(x,y) { return !during(x,y); }</td>
</tr>
<tr>
<td>X starts with</td>
<td>function starts(x,y) { return (x.startTime.getTime()) == (y.startTime.getTime()); } inverse: function starts(x,y) { return !starts(x,y); }</td>
</tr>
<tr>
<td>X ends with</td>
<td>function ends(x,y) { return (x.endTime.getTime()) == (y.endTime.getTime()); } inverse: function ends(x,y) { return !ends(x,y); }</td>
</tr>
</tbody>
</table>
With time-sensitive linking structures it is possible to illustrate and realize the temporal characteristics of a project’s phases, tasks and documents. Phase and task specific documents have different document statuses and they obey a set of preplanned temporal relations. In our example the names of the phases and the tasks are according to Rational Unified Process (RUP) framework used in software engineering [18].

When the user activates a certain block in the flow chart he/she can give a temporal relation and/or a document status to retrieve the appropriate documents. An example of two views is given in Figure 4. A corresponding functional schema is presented in Figure 5 and part of the corresponding XLinkTime syntax in Figure 6. In Figure 4 the user selected “Construction” phase and he/she got a list of all documents belonging to that phase, as well as the time interval of the phase. Then the user wanted to study the sub-life-cycles defined by document statuses in the “Construction” phase proportioned to the whole project schedule. The user selected a certain time interval (15.9.2006 – 1.10.2006), a status “For Approval” and the temporal relation, “after”. He/she got the list of documents that should have “For Approval” status after the selected time interval in the “Construction” phase.

![Figure 4](image-url)

**Figure 4.** A dynamic document flow chart with time-sensitive linking and navigation support
Figure 5. Functional schema of the document flow chart

Figure 6. A part of the XLinkTime syntax of the Construction phase. The syntax describes the life-cycle of the Beta Version document.
The phase [Inception, Elaboration, Construction, Transition] that a document belongs to is identified with XLink’s grouping attribute xlink:label. Document statuses are defined by means of the timerule attribute with the value status. Temporal values are expressed with timerule:start and timerule:end attributes. In our demonstration temporal relations between whole documents are calculated by means of functions presented in Table 3. However, there is the possibility of having more in-depth levels of temporal relations inside documents. XPointer is a language that allows link sources and destinations to be defined in any granularity, i.e. ranging from a single character to a text paragraph, from a single line to a grouping of graphical objects, from a single note to a set of audio sequences, and from a single frame to an entire video or animation sequence [33]. By means of XPointer it is possible to define temporal values for components inside documents.

The demonstration runs on XUL-supported (XML User Interface Language) browsers, like Mozilla [38]. XUL provides more advanced ways to generate user interfaces than HTML. In general, the Mozilla environment was chosen because of the more convenient Java programming techniques. The implementation files are described in Table 4.

In international projects, time mapping across time zones can be implemented by means of the UTC [31]. When temporal values are defined and temporal relations calculated according to the UTC, it is easy to render customized views for users in various time zones. For example, when the project manager wants to view the current work schedule, the application maps UTC data to the local time zone and the manager can have an accurate outlook regardless of how distributed the project actually is.

<table>
<thead>
<tr>
<th><strong>Table 4. Descriptions of the files associated to the dynamic document flow chart demonstration</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>File name</strong></td>
</tr>
<tr>
<td>allen.js</td>
</tr>
<tr>
<td>xlinktime.js</td>
</tr>
<tr>
<td>common.js</td>
</tr>
<tr>
<td>inception.xml, elaboration.xml, construction.xml, transition.xml</td>
</tr>
<tr>
<td>commonstyle.xsl</td>
</tr>
<tr>
<td>index.html</td>
</tr>
<tr>
<td>lower.html</td>
</tr>
<tr>
<td>upper.html</td>
</tr>
<tr>
<td>main.html</td>
</tr>
<tr>
<td>navitime.html</td>
</tr>
</tbody>
</table>
4. Multi-Project Environments: A Top-Down Approach

4.1 A Practical Problem

In multi-project environments there are multiple interdependencies across time. From a macro perspective, an organization should have an inventory of all projects under way at any given time, as well as aids to plan and control resources [5, 23, 25]. Such knowledge is to be automatically generated at regular intervals, such as in weekly, monthly and bi-monthly reports, but also on demand whenever needed. Project repositories to store knowledge from past projects also help to manage lessons learned. Such repositories form a base for organizational memory.

According to the project typology [6], as illustrated in Figure 7, a distributed project can be divided into two main categories: single projects and multiple projects. Furthermore, multiple projects can be divided into multiple traditional projects, multiple co-located projects, multiple distributed projects with discrete locations and finally, multiple distributed projects with shared locations. The more complex the distributed project typology is, the more complex are the temporal structures of the projects and associated document logistics. Also the amount of documents and the number of links between documents increase significantly. The bottom-up approach does not work anymore in multi-project environments. More versatile solutions are needed.

![Figure 7. Distributed project management typology](image)

4.2 A Theoretical Solution

A practical example of the top-down approach is a multi-project management environment in an enterprise that carries out and is responsible for many projects at the same time. The top-down approach could be applied to describe both project specific temporal structures and general temporal structures common to many projects. Figure 8 illustrates a case where the time rule space is separated from the document space. Document space consists of project documents and time rule space of temporal structures of the projects and temporal relations between the phases, tasks and documents of the projects.

An ontology of time and Topic Maps are two interesting methods of realizing the top-down approach. Ontology includes (a) entities, (b) the relationships between entities, (c) the properties and property values of entities, (d) the functions and processes involving the entities and (e) constraints on and rules about the entities [8]. Ontologies can be classified according to two dimensions: their level of detail and their level of dependence on a particular task or point of view [8]. The second dimension is especially interesting.
from our research point of view. Three levels can be identified in the second dimension: top-level ontologies, domain ontologies and task specific ontologies. Top-level ontologies describe very general concepts which are independent of a particular problem or domain. In our case, the top level ontology could be a general ontology of time. Domain ontologies describe the vocabulary related to a certain domain. On this level the terms introduced in the top-level ontology are specialized according to domain ontologies. Task ontologies are often specializations of the top level and domain ontologies. “Change management” in change and document-driven projects can be regarded as an example of task ontology.

Zhou and Spikes [39] developed a time ontology that can be applied to applications which utilize the notion of time. The approach adopted by Zhou and Spikes is treating both time instants and time intervals as independent time primitives. Their time ontology is implemented in KIF (Knowledge Interchange Format) and a source file is available at the URL http://ksl.stanford.edu/ontologies/time. The ontology is based on the notion of a time line analogous to a continuous number line.

Time-Point and Time-Interval are the two fundamental classes in the ontology [39]. Non-Convex-Time-Interval and Convex-Time-Interval are a disjoint and complete decomposition of Time-Interval. Convex-Time-Interval, which corresponds to connected intervals on the number line, is a subclass of Time-Interval. Useful subclasses of Convex-Time-Interval are Calendar-Year, Calendar-Month and Calendar-Day. Calendar-Month has 12 subclasses. Calendar-Day has subclasses, Calendar-Day-1 through Calendar-Day-31, and Calendar-Sunday through Calendar-Saturday. Non-Convex-Time-Interval is the class of time intervals that are not connected, i.e. with "holes" in them. Regular-Non-Convex-Time-Interval is a subclass of Non-Convex-Time-Interval. This class is handy for representing regularly recurring events. For example, "every Wednesday in September" can be an instance of Regular-Non-Convex-Time-Interval. By means of a class Time-Quantity, a time quantity can be represented by a real number and a time unit. Granularity is specified for time points, not for time intervals. A time point with a certain level of granularity is a single time point with the uncertainty that it may be anywhere in a certain time interval. For example, time point "Jan 1st, 2007" with day granularity is a single time point that can be any point within the convex time interval starting at midnight of Dec 31st, 2006, and ending at midnight of Jan 1st, 2007.

Another interesting time ontology is by Hobbs and Pan [15, 35]. Their time ontology describes the temporal content of Web pages and temporal properties of Web services. The
ontology covers topological properties of instants and interval, measures of duration and the meanings of clock and calendar terms.

4.3 Towards an Implementation

With topic maps an associative information structure, which is located outside that information, can be created [14]. The core of the XML Topic Maps (XTM) 1.0 specification is formed of topics, which represent the subjects the topic map is about [22, 37]. Topics can be grouped into classes called topic types. A topic may be linked to one or more information resources that are relevant to the topic. Such resources are called occurrences of the topic. Topics can be related through associations expressing given semantics. Just as topic and occurrences can be grouped according to type, so can associations between topics also be grouped according to their type. Each topic that participates in an association plays a role in that association called the association role. Topic associations are completely independent of information resources. The same topic map can be overlaid on different information repositories such as on different project document spaces. Different topic maps can be overlaid on the same information repository to provide different views to users. An example of this would be views according to different time rule sets as illustrated in Figure 8.

The ontology-driven topic maps approach offers several major advantages [22]. Producing the ontology first from which to generate the topic map separates the ontological design from the XTM implementation details. As versioning of the XTM specification occurs, if the ontology for a given topic map remains unchanged, then only the mapping from the ontology language to the XTM specification need to be updated.

Because ontologies and topic maps are the results of significant investments it is reasonable to avoid the efforts of building knowledge from scratch on domains for which considerable knowledge representation work has already been done. Existing ontologies have usually been tested and used for various applications. Ontologies are built using languages focused on knowledge representation, whereas topic maps are artefacts created specifically to organize Web resources. It is advisable to leave the actual implementation to the topic map, allowing the conceptualization to be specified by the ontology.

5. Conclusions

Time is an essential resource of a project. Human and non-human resources are combined in a project together into a temporary organization that aims to achieve a specified objective. In our paper, we have identified several time contexts related to project management. Time contexts are partially qualitative and partially quantitative. A challenge for a long term research is to develop functions by means of which we could map the qualitative time contexts into quantitative space and express them as temporal attributes. Time contexts can be regarded as temporal metadata of the project. In our paper we have concentrated on quantitative time contexts of document-driven issues.

The project, with related operations and deliverables that are functions of time, has a temporal structure of its own. In knowledge-intensive organizations, more and more projects are distributed and document-driven processes with parallel phases and tasks. Change management between parallel phases and tasks has become one of the core functions in distributed project management. In document-driven projects, document life-cycles, document statuses, temporal relations between phases, tasks and documents define the document logistics of the project and describe the overall temporal structure of the project.
In our paper we presented a framework for time contexts in distributed project management environments particularly from a project manager’s point of view. We introduced the granularity levels of project documents’ life-cycles i.e. document statuses, and temporal relations between different documents. Document life-cycles and related statuses are like time stamps. Their temporal values are defined according to the related tasks or phases of the project, usually by the project manager and a client. In some projects these are quite fixed and in some projects there can be more temporal tolerance.

We applied time-sensitive links, as a bottom-up approach, for single project environments to illustrate the temporal characteristics of project documents and to construct time-based navigation support through life-cycles and temporal relations of documents. Our approach is designed to be applied especially to the analysis phase of document logistics from a time-based point of view before an organization selects and implements a commercial or customized distributed project management system.

We extended our approach to multi-project environments. We discussed an ontology of time and Topic Maps as means of realizing a top-down approach that separates time rule space from project document space. The focus of our approach was on knowledge-intensive organizations and on document-centric projects.

The problem with XLinkTime has been with its formal representation. The main reason is that the XLink is based on the “xmlns:xlink="http://www.w3.org/1999/xlink” namespace, i.e. elements that serve as links in XML documents are identified by means of a type-attribute defined in the XLink namespace. A DTD (Document Type Definition) defines the structure of an XML document with a list of legal elements. The XLink specification only gives a non-normative, general level DTD. The DTD makes invalid all XLink constructs for which the specification does not specify behavior. Only constructs that have XLink-defined meaning are allowed, and no other vocabularies are mixed in, since DTDs do not work well with namespaces. However, the XLink Version 1.1, which is the W3C Working Draft dated on the 28th of April 2005, also introduces a non-normative sample XML Schema and a sample RELAX NG Grammar for XLink [36]. These could provide new possibilities for more formal representations for XLink and related extensions such as XLinkTime, and would be the first challenging issue for further research. The general trend in developing XLink language is to explicitly reserve the XLink namespace for attributes defined in the XLink Recommendation and to prohibit developers from using new attributes in the XLink namespace [34]. Such use would create interoperability problems. New namespaces should be reserved for new attributes as we have done in the XLinkTime construction.

The second challenging issue for further research is a time ontology approach. With this approach, time ontology is an explicit artifact distinct from the project documents. Identifying ontological levels and deriving appropriate time rule sets are interesting research topics. The two existing ontologies of time will need more in-depth analysis from a distributed project management point of view. There are several essential questions. Could one or the other be selected to serve as a general time ontology, or is there a need for integration or for supplement? The mapping process from time ontology to Topic Maps and the possibilities of the XML Query as a query language are the third challenge of future work - in a practical sense.
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**EL** description logics with aggregation of user preference concepts

Peter Vojtás


**Abstract.** We consider querying containing several vague concepts of user’s preferences (with preference scale \( T \)), which is quite typical in semantic web. These particular preferences need to be combined to get an overall ordering of results. We propose \( T - \mathcal{EL}^a \) - a description logic allowing existential restrictions, crisp roles, \( T \)-fuzzy concepts and \( T \)-fuzzy combining functions @. We discuss problems of consistency, subsumption and the instance problem. We show some results on polynomial complexity of this problem. We conclude with a sketch of an embedding of \( T - \mathcal{EL}^a \) into a sort of classical \( \mathcal{EL} \) logic with concrete domain.

**Keywords:** Description logic, crisp role, existential restrictions, fuzzy concept, fuzzy aggregation operator, user preference query, instance problem

1 Introduction and motivation

In the semantic web context, information has to be retrieved, processed, shared, reused and aligned in an automatic way by software agents. In [23] authors describe experience with applications in the semantic web, which have shown that these operations are rarely a matter of true or false, but rather procedures that require degree of relatedness, similarity or ranking. Similar motivation led to development of fuzzy description logic for the semantic web in [25].

Exact constraints of a query often lead to empty or too many answers. Using fuzzy atomic concepts, we can better express gradualism of user preferences.

Another source of fuzziness referred in the literature are uncertain, vague values. Here we share our opinion with that of [10] when describing fuzzy attribute type 1 - ” these are represented as usual attributes because they do not allow fuzzy values. Nevertheless, information is stored in the fuzzy background knowledge base about the nature or context of them. They are classical attributes that admit fuzzy processing.” This coincides with our viewpoint here, information on the web (though vague or imprecise) is interpreted by a user query. A web resource creator often cannot assign a degree of fuzziness, because this often depends on user preference and context.

In what follows, we use usual notation from description logic (see [2]).

---

1 Email: peter.vojtas@mff.cuni.cz, Partially supported by Czech projects MSM 0021620838, 1ET100300419 and 1ET100300517
1.1 Example

As a motivation example, imagine a user $U$ looking for a hotel which is close to a beach, cheap and has a new building. Here (user dependent) fuzzy concepts can express users preferences cheap$_U$, close$_U$ and new$_U$ (the syntax is not fuzzy, fuzziness comes with interpretations).

These fuzzy concepts can express particular constraints over crisp roles representing extensional data

\[ \text{cheap}_U \equiv \exists \text{hotel.price.cheap}_U \]

\[ \text{close}_U \equiv \exists \text{distance.to.beach.close}_U \]

\[ \text{new}_U \equiv \exists \text{year.of.construction.new}_U \]

In our approach we model preferences by linearly ordered set of preference degrees $\mathcal{T}$ extending classical truth values

\[ 0 = \text{false} = \bot = \text{worst} \in \mathcal{T} \]

and

\[ 1 = \text{true} = \top = \text{best} \in \mathcal{T} \]

Hence, all questions which classical (two valued) description logic answers yes/no we expect answer from $\mathcal{T}$. Typical representatives of preference (classification) degrees are school grades, stars of hotels or $\mathcal{T} = [0, 1]$.

In our model role instances remain yes/no

\[ \text{hotel.price}(h_1, 1000) \]

and concepts have instances graded, e.g. our atomic concepts

\[ \text{cheap}_U(1000) = 0.75 \]

give overall score

\[ \text{cheap}_U(h_1) = 0.75 \]

i.e. the same degree as of being cheap for user $U$. This is the effect of using crisp roles - it substantially simplifies our model in comparison with full fuzzy description logic. With similar argument and data, we can get remaining values of hotel, where $p$ is a degree of a hotel $p$rice being cheap, $d$ degree of close distance and $n$ is the novelty degree.
Table 1. Degree of hotel attribute score

<table>
<thead>
<tr>
<th>Hotel</th>
<th>p</th>
<th>d</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>h1</td>
<td>0.75</td>
<td>0.6</td>
<td>0.2</td>
</tr>
<tr>
<td>h2</td>
<td>0.5</td>
<td>0.3</td>
<td>0.9</td>
</tr>
</tbody>
</table>

1.2 Aggregation of particular attribute score to global object score

Here the main point of our motivation comes. Practical experiences have shown that comparison of overall user’s ordering of objects with score of particular attributes is seldom a conjunctive or disjunctive combination (see e.g. [28]). In databases it means that some orderings cannot be described by neither conjunctive nor disjunctive queries. We need a more general combination of different features of a query. One solution is to work with a fuzzy aggregation (e.g. a weighted sum), which can order objects with incomparable particular attributes. By an inductive method ([28]) we could learn user’s U combination function to be

\[ \hat{\circ}_U(p, d, n) = \frac{2 \times p + 3 \times d + n}{6} \]

This for hotel h1 gives

\[ \hat{\circ}_U(0.75, 0.6, 0.2) = \frac{2 \times 0.75 + 3 \times 0.6 + 0.2}{6} = \frac{3.5}{6} = 0.58 \]

and this is an overall degree with which the hotel h1 is good for the user U. For the hotel h2 we get \( \hat{\circ}_U(0.5, 0.3, 0.9) = 0.46 \), so scoring to global score hotel h2 is less preferable for user U than h1.

This feature of querying was already studied in GAP - generalized annotated programs of M. Kifer and V.S.Subrahmanian [15], information retrieval by R. Fagin [9], database rank aware querying by Ilyas et al in [13] and Papadias et al [21] and computation of the skyline of candidates for the best answer by Borszonyi et al [4].

As description logic has become a part of standards for the semantic web, we would like to have this feature in models like DL, OWL, ...

In this paper we propose a description logic \( T - \mathcal{EL}^{\text{sa}} \) which allows construction of the concept

\[ \text{good
d\textunderscore hotel
d\textunderscore } U \]

as being equivalent to

\[ \hat{\circ}_U(\text{cheap
d\textunderscore hotel
d\textunderscore } U, \text{close
d\textunderscore beach
d\textunderscore } U, \text{new
d\textunderscore hotel
d\textunderscore } U) \]

for which the solution of instance problem gives the degree of overall preference of hotels for user U based on aggregation of particular attribute preferences
good_hotel(U(h1)) = 0.58

and

good_hotel(U(h2)) = 0.46

The paper is organized as follows: first we describe the syntax and semantics of description logic $T - \mathcal{EL}^\alpha$. Further we discuss DL problems of satisfaction, consistency, subsumption and the instance problem. We show some results on polynomial complexity of this problem. We continue with a sketch of an embedding of $T - \mathcal{EL}^\alpha$ into a sort of classical $\mathcal{EL}$ logic with concrete domain. We conclude with some observations, comparison and plans for future research.

2 Description logic $T - \mathcal{EL}^\alpha$

In this section we introduce a description logic which in some parameters (e.g. crisp roles, without negations) is a weakening of fuzzy description logic of U. Straccia [24], [25] and in some parameters is a strengthening (aggregations). Moreover we use only existential restrictions which have surprisingly great expressive power wrt. applications ([2], [17]). We loose the ability to describe fuzziness in roles (e.g. uncertainty in values) but we gain combining of particular user preferences to a global score. Intended meaning is that complex concepts describe user query and atomic concepts play the role of selection conditions (similarly as in WHERE expressions in an SQL query).

Note that we do not have negation in our logic because we are convinced that negations have-to-be/can-be hidden in atomic concepts (similarly as SQL selection conditions are usually closed on negation).

2.1 Syntax of $T - \mathcal{EL}^\alpha$

Our alphabet consists of (mutually disjoint) sets $N_C$ of concepts names containing $\top$, $N_R$ role names, $N_I$ instance names and constructors containing $\exists$ and a finite set $\mathcal{C}$ of combination functions with arity function $ar : \mathcal{C} \rightarrow \{n \in N : n \geq 2\}$.

Concept descriptions in $T - \mathcal{EL}^\alpha$ are formed according to the following syntax rules

$$C \rightarrow \top | A | @((C_1, \ldots, C_n)) | \exists r.C$$

2.2 Interpretations of $T - \mathcal{EL}^\alpha$

Our description logic $T - \mathcal{EL}^\alpha$ has interpretations parameterized by an ordered set of truth values with aggregations. Let $T = \{T, \leq, \{\oplus_T : @ \in C\}\}, (T, \leq, \top_T)$ is an upper complete semilattice which contains bottom element $0_T$ for truth
value expressions and $\otimes_T^* : T^n r(\otimes) \rightarrow T$ lattice totally continuous functions (hence order preserving).

A $T$-interpretations a pair $\mathcal{I} = \langle \Delta^T, \cdot^T \rangle$, with nonempty domain $\Delta^T$ and interpretation of language elements

- $a^T \in \Delta^T$, for $a \in N_I$ (with unique name assumption)
- $A^T : \Delta^T \rightarrow T$, for $A \in N_C$ (fuzzy concept)
- $r^T \subseteq \Delta^T \times \Delta^T$, for $r \in N_R$ (crisp role)

The $T$-interpretation $\mathcal{I}$ extends to arbitrary $T - \mathcal{E} \mathcal{L}^\otimes$ concepts by

\[
\mathcal{I}((C_1, \ldots, C_n))^T(x) = \otimes^* (C_1^T(x), \ldots, C_n^T(x))
\]

and

\[
\exists r. C)^T(x) = \sup \{ C^T(y) : (x, y) \in r^T \}
\]

Note that interpretation of existential restrictions is a special case of the fuzzy by [24], assuming his fuzzy connective is a $t$-norm $\ast$ fulfilling $\ast(\top_T, t) = t$.

2.3 TBox and Abox in $T - \mathcal{E} \mathcal{L}^\otimes$

All problems and questions of classical description logic which end with yes-no answer are in fuzzy logic subject to answers with a certain degree - in our case from $T$. We can formulate a yes-no problem with a threshold (e.g. true with degree 1 or degree at least 0.5) or as a v-problem (variable-problem) to find best degree true in all models (see e.g. [24], [25] or analogy in fuzzy logic programming [29]).

An equivalence problem $C \equiv D$ asks whether in all interpretations $\mathcal{I}$ is $C^T = D^T$ similarly a subsumption problem $C \subseteq D$ questions $C^T(x) \leq D^T(x)$ for all $x \in \Delta^T$. Here in the $\leq$ is hidden the question whether the truth value of a many valued implication $C^T(x) \rightarrow D^T(x)$ equals $\top_T$ for all $x \in \Delta^T$. For the formulation of v-equivalence and v-subsumption we have to specify which many valued implication we mean (this is out of the scope of our paper).

Similarly the (v-)satisfiability of a concept has several variants of formulation.

Following U. Straccia [24] we have to define ABox expressions using thresholds. For an $t \in T$, $a \in N_I$ and $C$ an $T - \mathcal{E} \mathcal{L}^\otimes$ concept $\langle a : C \geq t \rangle$ is a $T$-ABox expression. As far as we have only crisp roles, role assertions are as in any DL, see [2].

An $T$-ABox is a finite set $\mathcal{A}$ of $T$-ABox expressions. A fuzzy interpretation $\mathcal{I}$ is a model of $\mathcal{A}$ if it satisfies all assertions, especially if $C^T(a^T) \geq t$.

2.4 Formulation of the instance problem of $T - \mathcal{E} \mathcal{L}^\otimes$

An individual $a$ is an instance (for $t \in T$ a t-instance) of $C$ with respect to a $T$-ABox $\mathcal{A}$ if for all interpretations $\mathcal{I}$ which are model of $\mathcal{A}$ we have $C^T(a^T) = \top_T$, or $\geq t$. A $t \in T$ is a correct answer to a v-instance problem $? - a : C$ wrt $\mathcal{A}$ if $C^T(a^T) \geq t$ in all models of $\mathcal{A}$ and $t$ is the greatest such element of $T$ (if all operations involved are left continuous, such an element always exists, see [29]).
3 Instance problem in $T - \mathcal{EL}^\oplus$

Note first that the satisfiability problem for $T - \mathcal{EL}^\oplus$ is trivial. All $T - \mathcal{EL}^\oplus$ concepts are $T$-satisfiable, provided all $@ \in \mathcal{C}$ fulfill $@^*_T(T, \ldots, T) = T$. The subsumption problem is very difficult for fuzzy description logic in general, a little bit more hopeful is it for logic $T - \mathcal{EL}^\oplus$. We will see, that it is a part of the instance problem.

In this section we would like mainly concentrate on discussion of the instance problem.

3.1 Instance problem for classical $\mathcal{EL}$ logic

The instance problem for classical description logic with existential restrictions was shown to be polynomial time solvable by R. Kuesters and R. Molitor in [17] (for acyclic forms). Main idea of their solution is following. Concepts are represented as (labeled) $\mathcal{EL}$-description trees, ABox as an (labeled) $\mathcal{EL}$-description graph and the instance problem was equivalent to finding a homomorphic embedding of the tree into the graph (preserving some monotonicity conditions on sets of labels of the tree and graph). To find an embedding of a tree into a graph has low polynomial complexity, so the full complexity is influenced by checking homomorphism (subsumption) conditions.

These monotonicity (homomorphism) conditions use a knowledge true in all models (a sort of logical axioms) about the interpretation of $\sqcap$. Namely for all $\mathcal{EL}$ concepts $C_1, \ldots, C_n, C_{n+1}, \ldots, C_{n+m}$ and two valued $\mathcal{EL}$ interpretations $\mathcal{J}$, we have

$$C_1^\mathcal{J} \sqcap \ldots \sqcap C_n^\mathcal{J} \sqcap C_{n+1}^\mathcal{J} \sqcap \ldots \sqcap C_{n+m}^\mathcal{J} \subseteq C_1^\mathcal{J} \sqcap \ldots \sqcap C_n^\mathcal{J}$$

and hence if the concept requires an individual to be in $\bigcap_{i=1}^{n+m} C_i$ and in the ABox is a information that this individual is in $\bigcap_{i=1}^{n+m} C_i$, the requirement is fulfilled. Hence the embedding of the tree into graph can be easily constructed checking inclusion of finite sets of labels.

So, Kuesters-Molitor KM-algorithm is correct, because uses correct inclusions between intersections. The KM-algorithm is also complete, because using only intersection (without negation and union) the only remaining tautologies are equalities of the form $C \sqcap C \equiv C$, and this is handled by the fact that labels of $\mathcal{EL}$-graphs and trees are sets of concepts appearing in expressions.

3.2 Instance problem for $T - \mathcal{EL}$ logic

In fuzzy case it is possible to mimic this under severe restrictions. Using ideas and techniques of R. Kuesters and R. Molitor from [17] we can show

**Theorem.** Assume, all combination functions in $T$ are $n$-ary compositions of an associative and commutative computable t-norm $\otimes$ and to check $\otimes$-tautology
is in PTIME. Then the basic, threshold and v-instance problems for $\mathcal{EL}^\otimes$ can be solved in polynomial time.

Note that this is true especially because the truth value computations can be run parallel in a bookkeeping procedure along the classical tree embedding (see [29]). Without assumption on $\otimes$-tautologies we cannot guarantee the completeness of our algorithm.

From a application point of view it is hardly to assume that all combination arose from a single t-norm. Even for two t-norms the associativity and commutativity cannot be guaranteed in general.

Our approach has an extra feature. Namely fuzzy aggregation (annotations) are a generalization of both conjunctions and disjunctions. An additional change of the [17]-algorithm enables to prove PTIME complexity results. This is new even for the two valued logic. We formulate it in different statements, depending whether the corresponding conjunction and disjunction are coupled by some relations and depending on the complexity of the $\land, \lor$-tautology problem. E.g. thinks of inclusions like

$$\bigcap_{i=1}^{n+m} C_i \subseteq \bigcap_{i=1}^{n} C_i \subseteq \bigcup_{i=1}^{n} C_i \subseteq \bigcup_{i=1}^{n+m} C_i$$

and further deduced inclusions.

When comparing expressions containing both $\cap$ and $\cup$ we have to be careful. Namely in [5] S. Brand has shown that

deciding subsumption in $\mathcal{ELU}$ is co-NP-hard.

The argument is based on a transformation of 3SAT problem to a non-subsumption - using expressions mixing both connectives on both sides of the $\sqsubseteq$-problem.

To overcome this problem and still remain interesting for applications we can restrict ourselves to comparison of expressions consisting only of one type of connective on each side of the expression, like in the above subsumptions between conjunctions and disjunctions. We will call such problems “problem separated in language”.

For many valued logic we know at least for a linearly ordered set of truth values (e.g. $[0, 1]$) the set of min, max-tautologies separated in language are in PTIME.

**Theorem.** The instance problem for classical two valued logic for expressions separated in language in $\mathcal{ELU}$ can be correctly and completely decided in polynomial time.

Assume, all combination functions in $T$ are n-ary compositions of an associative and commutative computable t-norm $\otimes$ and t-conorm $\oplus$ and all $\otimes\oplus$-tautologies separated in language are in PTIME. Then the basic and threshold instance problems separated in language for $\mathcal{EL}^{\otimes, \oplus}$ can be solved in polynomial time.

To prove this results is easier using the fact that we have only crisp roles. Working with fuzzy roles coupled in $\exists r.C$ with a t-norm is a computational overhead we do not have to solve here (Again, why should in practice, roles
be combined with concepts with same function as various concepts between themselves).

### 3.3 An open problem

When considering the instance problem for ABoxes and TBoxes containing different aggregations, in general it can be in co-NP. Namely, any expression composed from conjunctions and disjunctions is monotone and hence a fuzzy aggregation. The result of S. Brand in [5] can be reformulated as: deciding whether for arbitrary fuzzy aggregations

\[ \bar{a}_1(\bar{t}) \leq \bar{a}_2(\bar{s}) \]

is co-NP-hard.

So we can look for pairs of aggregations for which this is still tractable.

**A separation problem for fuzzy aggregations.** Assume \( T \) is an upper semilattice and \( C_T \) is the combination set (a set of fuzzy aggregation functions over \( T \)). The separation problem for \( C_T \) looks for a procedure which can decide

\[ \bar{a}_1(\bar{t}) \leq \bar{a}_2(\bar{s}) \]

for arbitrary vectors of values \( \bar{t} \) and \( \bar{s} \) from \( T \) and arbitrary fuzzy aggregation functions \( \bar{a}_1 \) and \( \bar{a}_2 \) from \( C_T \).

Then, if we give up completeness of our algorithm, we can proceed as follows: On each step where in the construction of an embedding of a \( T - EL^{\alpha} \)-tree into a \( T - EL^{\alpha} \)-graph we come to a problem to decide whether for two vectors of values \( \bar{t} \) and \( \bar{s} \)

\[ \bar{a}_1(\bar{t}) \leq \bar{a}_2(\bar{s}) \]

use the algorithm for separation problem for fuzzy aggregations and decide the instance problems in the same complexity class as that of separation problem.

### 4 Embedding of \( T - EL^{\alpha} \) into a classical description logic

The OWL Web Ontology Language is designed for use by applications that need to process the content of information instead of just presenting information to humans. OWL facilitates greater machine interpretability of Web content than that supported by XML, RDF, and RDF Schema (RDF-S) by providing additional vocabulary along with a formal semantics. OWL has three increasingly-expressive sublanguages: OWL Lite, OWL DL, and OWL Full [20].

Situation like in our motivation example have been tested on prototypes developed in Msc. diploma works written under our supervision by V. Vaneková [26] and A. Eckhardt [7], see also [8]. In these systems data and ontologies were stored as RDF data in the system Sesame [22]. In these respective systems both input and output were RDF data. To obtain the functionality of querying with concepts of \( T - EL^{\alpha} \), an additional tool operating above Sesame was implemented.
This shows, that functionality of $T - \mathcal{EL}^{\mathcal{D}}$ can be obtained working with classical RDF data.

A natural question arose:

Can we formalize (embed) $T - \mathcal{EL}^{\mathcal{D}}$ into a classical description logic?

A possible solution can look like follows. It is possible to do it by a modification and in the spirit of description logic with concrete domain $ALC(D)$ introduced in [3] and role constructors.

4.1 Syntax of $\mathcal{EL}(D^{\mathcal{D}})$

In our description logic $\mathcal{EL}(D^{\mathcal{D}})$ we distinguish in our alphabet between data role names $N_{dr}$ (typically denoted $r$, e.g. price) and fuzzy concept role names $N_{fcr}$ (typically denoted $c$ e.g. cheap). We assume all $N_{fcr}$ roles are functional. Classical concepts can be described by two valued (fuzzy) concept roles, hence we do not need concepts in our language (similarly, as a set can be identified with its characteristic functions). We have also $N_{I}$ instance names and constructors containing $\circ$ (a sort of composition of data and concept roles, equivalent of existential restriction, resulting in a complex fuzzy concept role) and a finite set $\mathcal{C}$ of combination functions with arity function $ar : \mathcal{C} \rightarrow \{n \in \mathbb{N} : n \geq 2\}$.

There are no constructions giving new data roles.

Complex fuzzy concept role descriptions in $\mathcal{EL}(D^{\mathcal{D}})$ are formed according to the following syntax rules

$$c \rightarrow \mathcal{@}(c_1, \ldots, c_n) \circ c$$

4.2 Interpretations of $\mathcal{EL}(D^{\mathcal{D}})$

Interpretations are again parameterized by an ordered set of truth values with aggregations (but now playing a role of a concrete domain).

A $T$-interpretation the description logic $\mathcal{EL}(T^{\mathcal{A}})$ is a pair $\mathcal{I} = \langle \Delta^T, \bullet^T \rangle$, with nonempty domain $\Delta^T$ and interpretation of language elements

$c^T : \Delta^T \rightarrow T$, for $A \in N_{fcr}$ a functional fuzzy concept role

$r^T \subseteq \Delta^T \times \Delta^T$, for $r \in N_{dr}$ a data role.

The $T$-interpretation $\mathcal{I}$ extends to arbitrary $\mathcal{EL}(T^{\mathcal{A}})$ concepts by

$$(r \circ c)^T(x) = \sup \{z : \exists y \in \Delta^T(x, y) \in r^T \text{ and } (y, z) \in c^T\}$$

and $\mathcal{@}$ is interpreted as a sort of existential predicate restriction introduced in [3].

To express cheap hotels, we use a composition of a data role and a fuzzy concept role

$$hotel\_price \circ cheap\_U$$

which is a fuzzy concept role with extension

$$(h1, 0.7) \in \{(hotel, z) : z = \sup \{z^* : \exists y(hotel, y) \in hotel\_price \land (y, z^*) \in cheap\_U\}\}$$
so, similarly as above

\[ \text{cheap.hotel}_U \equiv \text{hotel.price} \circ \text{cheap}_U \]

and further with \( \text{close.beach}_U \) and \( \text{new.hotel}_U \).

A TBox axiom in \( \mathcal{EL}(\mathcal{T}^\oplus) \) can look like

\[ \text{good.hotel}_U \equiv \oplus_U(\text{cheap.hotel}_U, \text{close.beach}_U, \text{new.hotel}_U) \]

hence same as in the fuzzy case, just the semantics is different and the fuzziness is hidden in the concrete domain (similarly as fuzzy databases can be embedded in classical just adding one additional attribute and some conditions).

It is not a goal of this paper to develop \( \mathcal{EL}(\mathcal{D}^\oplus) \) further. These considerations show that both description logics mentioned in this paper have impact on web modeling language and could be embedded into (some extension) of OWL (for some other see [6]).

5 Conclusions

Despite successful standardization efforts by the W3C, there are still numerous different ontology representation languages being used and for practical applications we even need these. P. Hitzler, R. Studer and Y. Sure in [12] argue for an OWL subset known as DLP-Description logic programs to be used in applications. Let us we mention that our description logic \( \mathcal{T} - \mathcal{EL}^\oplus \) has the DLP part of semantics equivalent to a DLP part of a variant of generalized annotated programs of [15], for details see [16].

The realm of instance problem with aggregations changes dramatically if we allow noncyclic constructions. In this case we can even get undecidable problem (using the [15] result on non-continuity of the production operator for restricted semantics of GAP programs).

In future we would like to apply these results on projects from network security (see [14]) and job market system (see [19] and [18]).

Of course, we can shift discussed problem to the rule based system above our knowledge base ([27], [11]). It is a question of decision, which task can/should be done in a preprocessing stage in a DL and which in the time of a query. Further results indicate that it suffices to work with a universal set of fuzzy concepts and aggregation (fixed for a set of users with similar profile), check consistency and satisfaction degree and then the query answering (in a rule based system or query engine) can concentrate on finding the best answer - a resource with highest degree of user preferences, which is the ultimate goal of the semantic web.

It is a future work to study \( \mathcal{EL}(\mathcal{D}^\oplus) \) in the realm of classical description logic with concrete domains.
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Abstract Abstraction is commonly recognized as ubiquitous mechanism in human action. Conceptions about principles, concepts and constructs of abstraction are, however, quite vague and divergent in the literature. This paper proposes an ontology for abstraction, composed of two inter-related parts. The first-order abstraction defines concept things, called primary things, and their abstraction-based relationships. The second-order abstraction, also known as predicate abstraction, involves predicates that characterize primary things. The ontology covers four basic abstraction principles: classification, generalization, composition, and grouping. For each of them, key concepts and structural rules are defined and predicate derivation is discussed. The ontology is also described in meta models in a UML-based ontology representation language. We believe that the abstraction ontology can promote the achievement of a shared understanding of abstraction principles and constructs. Predicate abstraction can also be used as a foundation on which more sound systems of perspectives and viewpoints for database design and information systems development can be built.

Introduction

Conceiving is a complex process that human beings carry out by epistemological methods to organize their knowledge. Doing this, some abstraction is unconsciously applied to suppress details of particular things and to emphasize those features that are pertinent to the problem at hand. Besides to organize knowledge, abstraction is a fundamental means to produce new knowledge as well. To take a full advantage of abstraction requires that concepts and principles underlying it are made explicit and deployed consciously.

Abstraction is widely discussed in the PL, SE, DB, AI and IS literature (e.g. [54, 55, 37, 8, 31, 67, 36, 53, 28, 32, 68, 40, 41, 39, 18, 65]). Unfortunately, the discussion has brought out insights that are, to a considerable extent, vague and confusing. First, different terms are used to refer to abstraction principles and constructs. For instance, the terms ‘aggregation’ (e.g. [54, 55, 18]), ‘whole-part relation’ (e.g. [3]), and ‘meronomic relation’ (e.g. [46]) are often used interchangeably. Likewise, ‘set membership’ (e.g. [15]), ‘association’ (e.g. [10, 48, 18]), ‘partitioning’, and ‘cover aggregation’ [52] are used to refer to a kind of relationship between an element and a group/set. Second, different ways to categorize and define abstraction principles are presented. Goldstein et al. [18] combine classification and generalization through the term ‘inclusion abstraction’. Third, there are divergent views on what conceptual mechanisms are included in abstraction. Mylopoulos [41], for instance, considers contextualization, materialization, parameterization, and normalization to be instances of abstraction mechanisms. Rayté et al. [49] regard abstraction as the reverse principle to instantiation and consider specialization/generalization and aggregation/decomposition to be separate from abstraction. What have been said above are only a few examples from that large variety of conceptions that are prevailing in these fields. What is
clearly needed is to have a general framework which could facilitate the specification and sharing of a common understanding of abstraction in all its varieties.

Ontologies are commonly used to present consensual knowledge in a generic way to be reused and shared across fields and by groups of people (cf. [14]). An ontology is a kind of framework unifying different viewpoints, thus functioning in a way like a lingua-franca [13]. We define an ontology to mean an explicit specification of a conceptualization of some part of reality that is of interest [20, 21]. A specification can be presented in the form of a vocabulary, a taxonomy, a thesaurus, a conceptual framework, or a theory. A conceptual framework is composed of concepts, relationships, and rules for combining concepts (cf. [59]).

The purpose of our study is to present consensual knowledge about abstraction as an ontology in the form of a conceptual framework, combining philosophical and semiotic standpoints. We argue that an ontological framework can help establish a holistic view of the broad range of abstraction and enables the formulation and elaboration of a consistent and coherent set of essential concepts and constructs of abstraction. The ontology provides a vocabulary with explicit definitions. In addition, to enhance the clarity and preciseness of the ontology, we deploy a UML-based [4] ontology representation language to describe our ontology in meta models. The meta models specify the concepts, relationships, and rules for combining concepts. We have preferred the UML language [4], rather than some special ontology representation language (e.g. CLEO, LINGO, DAML+OIL), because it has a very large and rapidly expanding user community, it has an intrinsic mechanism for defining extensions for specific domains, and it is supported by widely adopted CASE tools which are more accessible than current ontology engineering tools (e.g. Ontolingua, Protégé). Our UML-based language for ontology representation is a slight variant of a sub-set of features of the UML class diagram. Our suggestion for an abstract ontology is not intended to be a complete ontology, but to be later enhanced and formalized.

To our knowledge, there is no explicitly defined ontology concerning abstraction so far. Most of the presentations in the literature provide conceptual and formal specifications of some specific abstraction principle(s), such as generalization, aggregation or grouping. There are also some studies that apply an ontological approach to specify and classify relationships, but they do not conceptualize abstraction. An instance of these is the ontology of Ullrich et al. [61] for classifying verb phrases to capture their semantics. There are also a number of top-level ontologies, or foundational ontologies (e.g. Cyc, SUO, GUM, SENSUS, BFO, etc.), which conceptualize reality by elementary abstraction constructs. These ontologies are quite large including many other issues, not only abstraction, and they are presented in a way which makes it difficult to recognize and utilize abstraction constructs in them. We have made an extensive analysis of the literature on abstraction. Due to the scarcity of space, we are not able to present results from the analysis but to give only some examples of different conceptions found in the analysis.

The study is organized as follows. First, we define basic concepts that are needed to establish the abstraction ontology. Second, we define two main categories of abstraction: first-order abstraction and second-order abstraction. Third, we specify four basic principles of the first-order abstraction. Fourth, we derive the principles and constructs of the second-order abstraction from those presented above. The study ends with a summary and discussions.

1. Basic Concepts

Reality is anything that exists, has existed or will (possible) exist. A thing means any phenomenon in the physical or subjective reality. In the subjective reality things are
characterized with one or more properties. A property also is a thing. A characterized thing is a thing that is characterized by at least one property. Things may be related to other things through relationships. A relationship is a thing that relates two or more characterized things together, each one associated with one property characterizing the role of that thing within that relationship (cf. [15]). A role is a property that reflects a position the thing holds, or a function the thing conducts, in the relationship. Because a relationship is a thing, relationships between relationships can also be recognized.

The human mind produces a variety of subjective conceptions from the same thing in the physical reality, depending on the point of view adopted. To put it more precisely, we say that every thing has many properties, and to adopt a point of view is to consider some of these properties relevant. Using a point of view, some things and some properties of the thing(s) are selected because they are more relevant than the others. When a statement is made from that point of view, then the reasons for the statement are just selected properties (cf. [25]). Applying a point of view leads to a more or less limited or "predefined" conception of certain things and their properties in reality. To derive and relate the views, a framework is commonly deployed. A framework is a thing that guides a human being to select the points of view that are the most appropriate for the case or the problem at hand. A framework can be intuitive or formally established, vague or rigid. An example of the rigid frameworks is the semiotic framework.

According to the semiotic framework [44], there are three kinds of things: concept things, sign things, and referent things. Concepts are mental things, words of mind [25]. They are basic epistemological components of human knowledge. A referent is a thing in reality to which a concept refers. It can be a physical thing, a process, an event, Wonderland that Alice visited, or the like. A sign or a symbol is any thing, which can stand for something else. It is a representation of a concept expressed in a symbolic or iconic language. Our world is full of things that are used as signs: words, pictures, facial expressions, body postures, films, traffic lights, etc. Here, we mainly consider verbal representations. A sign signifies or designates a concept. A concept refers to a referent. A sign stands for a referent, but it is not directly associated with a referent because a sign may have several meanings leading to different referents.

The intension or comprehension of a concept consists of all its concept predicates, shortly predicates. Predicates are concepts, which are used to characterize the (original) concept (cf. [25]). They are properties of things referred by the concept. The predicates determine the applicability of the concept. For instance, the concept Animal is a predicate of the concept Cat. An intension makes up an idea, and none of its constituent parts can be removed without destroying the idea (cf. [2]). The extension of a concept is the set of all (referent) things to which the intension of the concept applies. Those things exist, have existed in the past, or will possibly exist in the future. The population of a concept is the set of the existing (referent) things to which the intension of the concept applies.

For some concept, one corner of the meaning triangle [44] may be absent. The concepts with no referent things are called abstract concepts. The other concepts are called concrete concepts. The concepts, which can only refer to one thing, are called individual concepts, or particulars. The concepts referring to many things are generic concepts, or universals. In the fields of conceptual modelling, information systems, and knowledge engineering, a generic concept is called a type concept, or shortly a type. Elements in the extension of a type are instances.
2. Abstraction Categories

Abstraction is not an easy concept to pin down. It means different things to different people and tends to be used in an incantatory rather than a scientific manner. The term comes from Latin and means a withdrawal, or a removal. It is used to mean abstraction from unnecessary details, abstraction from the “how” to the “what”, abstraction from instance-level to type-level, and so on. On the other hand, abstraction is deployed to refer to a mental process, or to a principle for, or to a result from, that process. In this study, abstraction is defined to be the principle by which irrelevant things are ignored and the things relevant to understanding some problem of interest are uncovered. Abstraction is used to manage the complexity, thus implying that some information is always lost. If this is not the case, then there is no abstraction, just a transformation. The principle inverse to abstraction is called concretizing.

Abstraction can be performed in many ways, as the following examples show. Instead of looking at individual persons (John, Mary, and Paul), the attention can be focussed on persons in general, or more specifically, on systems analysts and system designers in which roles John, Mary and Paul are acting. Likewise, a machine with its functionalities may be of interest, and not its components. For a discussion a labor union with its properties can be more relevant than persons as its members. These cases exemplify abstraction, which concerns things in different meanings: e.g. as types, subtypes, wholes, and groups. This kind of abstraction that concerns concept things and their abstraction-based relationships is called the first-order abstraction.

On the other hand, there are cases in which only some properties of the things are of interest. For instance, what a customer wants to know about a machine may be related to its functional properties only. Characteristics related to its electrical wiring and other physical features are irrelevant. Likewise, one may be concerned with the financial status of a person. For someone else, physical skills a person possesses are more relevant. Mental health is an example about still another aspect abstracted from a large variety of properties related to a person. Essential to all these cases is that abstraction here concerns predicates of a given thing (a machine or a person). The process of abstraction is guided by a specific criterion. In the case of a machine, the criterion is related to independence from the physical structure. The cases of a person illustrate specific criteria related to finance, physics or healthy. The abstraction, which mainly concerns predicates of the concept things, is called the predicate abstraction, or the second-order abstraction. Predicate abstraction is important in database design and information systems development where complexity is reduced by the use of perspectives or viewpoints (e.g. [27, 60, 16, 29, 33]). These are rooted on abstraction levels that are related to one another by relationships of predicate abstraction.

The main abstraction categories, the first-order abstraction and the predicate abstraction, are closely intertwined. As will be shown later, the predicate abstraction mostly behaves like the first-order abstraction, except that it operates with the predicates, or the so-called secondary things. Furthermore, these main categories of abstraction will be shown to be un-orthogonal.

In the following we define four main principles of the first-order abstraction. They are: classification, composition, generalization and grouping. All these principles are semantically irreducible modeling primitives helping us conceive reality more clearly. To provide a proper understanding of the abstraction principles, it is necessary to specify their structural properties in an explicit way. To meet this requirement, our specifications cover basic concepts and constructs, structural rules and derivation of predicates for each kind of principle. Defining the semantics of the abstraction principles completely would require the
discussion of operations creating, changing and dismissing instance structures. This goes beyond the scope of this study.

3. Classification

Classification is the principle of abstraction by which the concept $c^0$, called the type, is generated from other concepts $c_i^{in}$, called instances. By classification, features special to individual things are ignored to uncover features common to all the things of interest. Thus, the type is a generic characterization of all the predicates shared by every instance of that type. Respectively, a thing is an instance of the type if it has all the predicates defined in the type, and at least some of them are instantiated. Classification serves two primary functions: cognitive economy and inference [50, 56]. The principle inverse to the classification is called instantiation.

Consider the example of Person and John. Person is the type characterized by the predicates hasName, hasAddress and isMarriedTo. John is one of the instances of Person, characterized by the predicates [hasName]:John and [hasAddress]:MainStreet3. Based on the informal definition above, we define the instanceOf relationship to be the (non-reflexive, non-transitive and antisymmetric) relationship between an instance $c_i^{in}$ and the type $c^0$ and present it as follows: $\text{instanceOf}(c_i^{in}, c^0)$.

Figure 1 presents the basic concepts and relationships related to the principle of classification in a metamodel. Assume that the type is Person and the instance is John. Then, the TypeExtension consists of all those persons, including John, who are referred to by the instance concepts of the type Person. The concepts of Type and Instance are defined by their intensions, which are composed of predicates, TypePredicates and InstPredicates, respectively. All the predicates in the TypeIntension (e.g. hasName, hasAddress, hasTwoLegs) are included in the InstIntension, some of them being instantiated (e.g. [hasName]:John).

Applying the principle of classification iteratively, a hierarchy of concepts with the instanceOf relationships is established. Hence, also a type can be regarded as an instance of some other thing. For instance, Person is an instance of the type Concept. Concept is defined by the intension composed of predicates. When instantiating Concept into Person, the predicates characteristic to Person have to be specified. When instantiating Person, still more specific predicates have to be provided. To make the difference between a type (Person) and its types (Concept), we take into use the term ‘meta type’. A meta type is a type, instances of which are types.

In order to elaborate the concepts discussed above, we consider structural constraints enforced to them, presented as multiplicity constraints in the metamodel (cf. Figure 1). Let us start with a simple case and then extend it with diverging assumptions. In Figure 1 we
can see that there may be one or more instances that apply to the intensional definition of a certain type. A thing can be an instance of one or more types. For a type, there is one and only one TypeExtension. It can be empty or include several referents. An instance that is related to a certain type, refers to only one referent, if any. A referent can be referred to by several instances, provided that the instances apply to different types. Likewise, a referent can be a member of several TypeExtensions. A TypeIntension is composed of one or more type-level predicates (TypePredicates). An InstIntension is composed of one or more predicates that are either type-level predicates or instance predicates (InstPredicates). Instance predicates are instantiations from some type-level predicates.

The meta model in Figure 1 is based on four basic assumptions: it reflects (a) one person's point of view, (b) at a certain time, (c) each instance applies to at least one type, and (d) an instance is an individual concept. Accepting or rejecting one or more of these assumptions affects how the principle of classification is understood. This means that a set of specializations of the principle of classification emerges, as it will be shown in the following. First, each person interprets phenomena in reality subjectively. Consequently, from the inter-subjective viewpoint, for a type (e.g. Customer) there may be several TypeExtensions. Thus, we can distinguish between objective classification and subjective classification. Second, comprehensions about the meanings of the concepts may evolve in time, implying that there may be an instance, which has different referents in different times. To cope with this, we distinguish between permanent classification and evolving classification. Third, the assumption about associating an instance to at least one type is questioned in several fields (e.g. [34, 53, 47]). Consequently, we can distinguish between strict classification and non-strict classification. Fourth, let us consider the case in which an instance concept (e.g. Person) is a generic concept and the corresponding type concept (e.g. Concept) is a meta type (see Figure 2). Like above, the type has its TypeExtension but an instance (e.g. Person) does not refer to one referent only. Therefore, in the meta model there is InstExtension. In this case TypeExtension does not contain (real) referents referred to by its instances. In some literature (e.g. [25]) TypeExtension is said to contain instance concepts (e.g. TypeExtension of Concept contains Person, Car, Building etc.), meaning that TypeExtension is conceptual. We adopt this view.

Figure 2. Meta model of the concepts and relationships of classification in the case of generic and meta type concepts

As defined in Section 1, each concept is defined by its characterizing concepts, called predicates. Some of the predicates are derived from predicates of some other concepts. This is traditionally called "property inheritance" (e.g. [55]). In this study, "inheritance" is discussed more generally in terms of predicate derivation. For each principle of the first-order abstraction, there are specific rules for predicate derivation. Before discussing derivation in conjunction with classification, we distinguish between two kinds of predicates, factual predicates and definitional predicates (cf. [41, 52]).

Factual predicates mainly contain individual concepts. Definitional predicates are composed of solely generic concepts, expressed in common nouns. Most of the predicates
of a type are definitional, while individual concepts have also factual predicates. In fact, factual predicates are instances of some definitional predicates of the type. For instance, while John is instantiated from the type Person, Age and Salary, in turn, are instantiated into the predicates \( [\text{Age}]:45 \) and \( [\text{Salary}]:5000 \).

There are two kinds of predicate derivation, intensional and extensional derivation. In intensional predicate derivation, every predicate of a type is expected to apply to the corresponding instance concepts. Thus, derivation proceeds downwards from a type to its instance concepts. Derived predicates are usually definitional although factual predicates are also possible. For example, the predicate "The manager earns at least 500 dollars more than his/her subordinates" should be true for each individual manager. Sometimes in defining a new generic concept, predicate derivation can proceed from the bottom up: individual predicates of the instances effect the selection and specification of predicates of a new type. This approach may be called "concept prototyping".

On the other hand, we can logically infer some properties of a population. Note that the populations are also concepts. Assume that Age and Salary are predicates of the concept Person. Then, Average Age and Maximum Salary are predicates of the type PersonPopulation. For a specific PersonPopulation, factual predicates can be derived from the factual predicates of the instances included in the extension of PersonPopulation. This kind of derivation is known as extensional predicate derivation.

4. Generalization

Generalization is the principle of abstraction by which differences between types, called subtypes \( c_i \), are suppressed and a new type, called a supertype \( c_o \), is generated based on the commonalities of the subtypes. By generalization the number of predicates in the intension is reduced, and hereby the extension is enlarged. The inverse principle, specialization, is used to derive subtypes from a supertype.

In generalization one can focus on things on a proper level in the specific/generic dimension. For example, instead of considering vehicles in general, one may be more interested in trucks, helicopters, cars or gliders. Through the subtypes it is also possible to specify, elaborate and employ viewpoints that best suit the problem at hand. The supertypes offer a means to integrate these "local" views. The relationship between the subtype \( c_i \) and its supertype \( c_o \) is called the is\( A \) relationship. This reflexive, antisymmetric and transitive relationship is presented as follows: \( \text{isA}(c_i, c_o) \).

The principle of specialization itself can be specialized based on the criteria used in specialization. Subtypes can be specified according to (a) factual predicates (called discriminators in UML [4]), (b) specifications given by users, or (c) operators used in specialization (cf. [37, 24, 42, 19]). A supertype may be regarded, from another point of view, as a subtype of another supertype. For instance, a Customer is a Person, which, in turn, is a Living thing. Thus, the iterative use of the principle of generalization generates a hierarchy of concepts within which the concepts are interrelated with each other by the is\( A \) relationships. Commonly each subtype hierarchy must have a unique root, and no cycles are allowed in the hierarchy. Figure 3 describes the concepts and relationships related to generalization / specialization in a meta model. Next, we consider the multiplicities of two relationships more closely.

Based on the kind of the is\( A \) relationship between a supertype and a subtype, we can distinguish between one-type specialization, hierarchical specialization, and lattice specialization. In the first case, for each supertype there is only one subtype. In the second case, for each supertype there are several subtypes and only one supertype for each subtype. In the lattice specialization, for a subtype there may be two or more supertypes (cf. Figure
3). Based on the multiplicity of the equalsTo relationship between a SPReferent and a SBReferent, we can distinguish between total specialization and partial specialization. In total specialization, for each SPReferent there is always one SBReferent (e.g. Hourly_Employee or Salaried_Employee). In partial specialization, there may be SPReferents for which there exist no SBReferents (e.g. a Person can be a Secretary, a Technician, an Engineer, or some non-specified professional). Based on whether the extensions of the subtypes overlap or not, we can distinguish between overlapping specialization and disjoint specialization.

![Figure 3. Meta model of the concepts and relationships of generalization](image)

The way the predicates are derived in conjunction with generalization depends on the form of the generalization structure. Here, we first discuss predicate derivation in the hierarchical specialization and then describe it in conjunction with the lattice specialization. The predicate derivation, originally introduced as property inheritance in the artificial intelligence [8], refers to the principle by which all the predicates of a supertype are passed on to all of its subtypes. Thus, since Name is a predicate of Person, it also applies to Engineer, Secretary and Trucker. Likewise, the definitional predicate "a person can be married to one person only at a time" implicitly obliges the instances of every subtype of Person. The intensional definitions of subtypes can be further particularized by the predicates that are specific for the subtypes. So, the intensional predicate derivation proceeds from the top to the bottom. Extensional predicate derivation in conjunction with generalization occurs such as in classification.

There are three basic forms of predicate derivation, known as strict derivation, default derivation, and exceptional derivation. In strict derivation, the isA relationship implies that a subtype necessarily inherits all the predicates of the supertype, without any exception. In reality exceptions do always appear. A way to manage them is to take derivation as a default, and allow some of the predicates of the supertype to be overridden. This is called default derivation (cf. [7, 41]). A special case of this is the way in which a predicate is refined during derivation. For example, a predicate of Person is "age is between 0 and 120". A student is a person but its predicate is "age is between 18 and 60". Another way to prepare for exceptions is to explicitly specify the exception types as the special kinds of types ([42, 6]). This is called exceptional derivation.

For the lattice specialization, the derivation principles presented above are refined by special rules. The most common form of predicate derivation here is multiple derivation (cf. [64]), which provides a mechanism to derive predicates from multiple higher-level supertypes (cf. [48]) applying special derivation strategies. By the AND-strategy, a subtype inherits all the predicates of each supertype (e.g. Amphibious_Vehicle vs. Land_Vehicle and Sea_Vehicle). In the OR-strategy the predicates of only one supertype are inherited by a subtype (e.g. Owner vs. Person and Company).
Composition

Composition is the principle of abstraction by which a type, called a whole type $c^w$, is composed of other types, called part types $c^p_i$. Composition can also be used to abstract a whole instance from part instances. For example, Work_Station is a whole type composed of part types Processor, Main_Memory, Display, etc. In composition, predicates of and relationships between the parts are abstracted to form a whole. Besides the abstracted predicates, the intension of a whole contains predicates that characterise the whole itself. These are called emergent predicates (cf. [11, 65, 63]). Processing power of Work_Station is an emergent predicate as it depends on qualities of several parts. The inverse to composition is decomposition by which a whole (type) is decomposed into inter-related part(s) (types).

Essential to a whole is that its parts are interrelated, in contrast to a group whose “elements” are considered to be unrelated (see Section 6). Composition can concern sign things or non-sign things. For example, a Vehicle can be regarded as a whole that is composed of parts such as Identification_Number, Manufacturer, Price, Weight, and Medium_Category [55]. This kind of composition is known as syntactic composition. Semantic composition deals with the non-sign things (e.g. a Train is composed of an Engine and a number of Coaches). This dichotomy is also called linguistic aggregation and conceptual aggregation [28]. The relationship between the part (type) $c^p_i$ and the whole (type) $c^w$ is referred to as the partOf relationship and presented as follows: partOf($c^p_i$, $c^w$).

Also a whole (type) can be regarded, from another viewpoint, as a part (type) of another whole (type). For example, a Piston is a part of a Motor, and a Motor is a part of a Car. The principle of composition thus generates a composition hierarchy in which the concepts are interrelated with one another through the partOf relationships. Each composition hierarchy may have multiple roots but it cannot contain any cycles. In the hierarchy, the partOf relationship may be transitive, but only in the cases where the parts and the wholes are of the same kinds. According to [67] there are at least six kinds of whole-part relationships. For instance, partOf(Conductor_arm, Conductor) and partOf(Conductor,Orchestra) does not imply that partOf(Conductor_arm, Orchestra) [39].

Figure 4 presents the meta model of the concepts and relationships related to the principle of composition. Next, we consider the multiplicities of the relationships in more detail.

![Figure 4. Meta model of the concepts and relationships of composition](image-url)
emergent predicates, (b) there exist resultant predicates, (c) the relationship is irreflexive at
the instance level, (d) the relationship is antisymmetric at the instance level, and (e) the
relationship is antisymmetric at the type level. Resultant properties require collaborations
between wholes and parts while emergent properties do not. For instance in the case of an
egg, its freshness is an emergent property and its taste is a resultant property [3].
Irreflexivity at instance level means that no thing can be a part of the thing itself.
Antisymmetry at instance level and at type level means that if a thing A is related through
the partOf relationship with another thing B, then B cannot be a part of A.

The idea of the primary and secondary properties of the partOf relationship can be
further refined with two dimensions distinguished in [39]. The dimensions are: degree of
sharing and degree of dependence. The degree of sharing indicates the extent to which a
part can be shared by more than one whole. This dimension gives rise to purely static
constraints. The degree of dependence means how mandatory and persistent is the
relationship between a part and a whole. Based on the degree of sharing we can distinguish
two extremes, namely total exclusiveness and arbitrary sharing. The partOf relationship is
total exclusive if a thing can be a part of only one whole. For example a Motor can be a part
of only one Car (see Figure 5). The partOf relationship is arbitrary shared if a thing can be
a part in arbitrary many wholes. For example, a Figure can be a part of a Book_Chapter, an
Article and a Document [39].

![Diagram of composition types based on degree of sharing]

Figure 5. Special types of composition based on the degree of sharing

Depending on whether the partOf relationship is considered to hold between the types (type
level relationship) or the instances (instance-level relationship), the impacts of the degree of
sharing on the relationship vary. Type-level sharing, or interclass sharing [39], means that
although a certain Motor cannot be used as a part of more than one Car, Motors of certain
type can be used as parts in Cars of more than one type. An example of type-level
exclusiveness is the case in which a Windows message may be part of several Windows
programs, but not of anything else. Further, we can distinguish selectively exclusive sharing
[39], which means that a thing can be a part of one whole but of more than one alternative
type (e.g. parts like Screw and Battery).

Within the dimension of the degree of dependence we have two extremes (see Figure
6). The partOf relationship can bind a part to the whole with a lifetime dependence,
meaning that the existence of a part instance totally depends on the existence of the whole
instance. In another case, there may be things of certain part type that are not related to
things the whole type. This kind partOf relationship is called optional.

Related to the degree of dependence is the notion of essentiality. The partOf
relationship between a part type and a whole type is essential, or mandatory, if each part
instance must be interconnected to at least one arbitrary whole instance of that type. Thus,
essentiality imposes a weaker constraint, and forms a prerequisite to the lifetime
dependence. For instance, a Module must be a part of some Workspace. The extreme kind
of lifetime dependence requires that since its “birth” the thing is permanently related to the
Figure 6. Special types of composition based on the degree of dependence, or alternatively on the variety of parts.

whole (cf. the composition relationship in UML [4]). This kind of relationship is called immutable [39].

Until now, we have considered the kinds of partOf relationships from the viewpoint of a part. Similar treatment can be made from the viewpoint of a whole. Hence, we can recognize the following kinds of wholes. A homogeneous whole is a thing that is composed of things of one part type (e.g. a Puzzle). A heterogeneous whole is a thing that is composed of things of several part types (e.g. a Train). A single-part whole is a thing that contains only one thing of a certain part type (e.g. a Train with one Engine). A multi-part whole is a thing that contains several things of a certain part type. A flexible-structure whole is a thing in which parts of some part type may be missing (e.g. a Room without Windows). A fixed-structure whole is a thing, which must be composed of one or more parts of all the defined part types (e.g. a Train with an Engine and at least one Coach).

Predicate derivation within the composition hierarchy is not as common as in conjunction with generalization. Values of quantitative predicates of non-sign things can increase or decrease when going upwards in the hierarchy (e.g. the weight of a whole is the sum of the weights of the parts). This kind of predicate is monotonically increasing (cf. [36]). An example of semantic derivation rules is the one declaring that the Name of a Family is determined according to the Name of the Mother or Father (cf. [58]). Also intensional predicate derivation is suggested in the literature (e.g. [9]), especially in conjunction with sign things. But in the most cases the real essence of predicate derivation is here misunderstood. For instance, Brodie [9] argues that "each property of a constituent (i.e. a part) becomes a constituent property of the aggregate". If this would be the case, there would be no abstraction. Unfortunately, it is not possible here to discuss these issues further.

6. Grouping

Grouping is the principle of abstraction by which a concept, called a group type c^g, is generated from other concepts, called member types c^m. Grouping, also referred to as set membership (e.g. [15]), association (e.g. [18]) and cover aggregation (e.g. [52]), can also be used to abstract a group instance from member instances. By grouping, a group (type) as a unity is examined rather than its members (member types) and the features of members (member types) are abstracted away to obtain the essentials of the group (type). The principle inverse to grouping is called individualization by which a member (type) is distinguished from a group (type) for a more detailed consideration. Examples of groups are a Labor_Union whose members are Employees, and a School containing Departments. Essential to grouping is that the members of a group are of one type (in the most cases), and members are not inter-related within a group. The relationship between the member (type)
ci

and the group (type) c

is called the memberOf relationship and presented as follows: memberOf(ci

mg

The memberOf relationship is irreflexive, antisymmetric and intransitive. The intension of the group type is composed of some part of the intension of the member type, as well as of the predicates specific to the group type as such (e.g. Name, Address and Budget of a Labor Union). Correspondingly, the intension of a group is composed of some part of the intensions of the members, as well as of the predicates specific to a group. This makes the notion of a group different from the notion of a set. While two sets are equal if and only if they have the same members, this is not necessarily so for groups. Two groups having the same members, for example, two specific clubs, may differ in their internal identifiers or by the values of some predicates associated with the group. Such a predicate can be the minimum age required to become a member of a club [40]. A membership rule for a group is either predicate-defined or user-defined. The predicate-defined membership is stated explicitly in the intension of a group type while the membership of the second type is determined instance-by-instance by a human being.

A group can be regarded, from another point of view, as a member of another group. For instance, Unions can form an organisation called United_Unions. Thus, the principle of grouping generates a hierarchy of concepts within which the concepts are interrelated with each other by the memberOf relationships. Note that as the relationship is intransitive, an Employee is a member of a Union but not a member of a United_Unions. Figure 7 presents the key concepts and relationships of grouping in the meta model.

![Figure 7. Meta model of the concepts and relationships of grouping](image)

Based on the multiplicity constraints related to the memberOf relationships in Figure 7, we can distinguish between different kinds of grouping. We illustrate these with examples presented in the meta models in Figure 8. Let us first consider type level variations. In homogeneous grouping, for a group type there is only one member type. In heterogeneous grouping a group can be formed from members of several member types. Groups can also differ in type-level sharing [40]. In categorical grouping a member type is related to one group type at a time. In shared grouping a thing can be a member type of several group types. For example, an Employee may be a member of a Union, as well as a member of a Working group.

A set of kinds of grouping can be enlarged with instance-level discussion. Disjoint grouping means that an instance cannot be a member of more than one group (of the same or different type). In overlapping grouping an instance is allowed to be a member of several groups (of the same or different type). In mandatory grouping, each member must belong to some group, whereas in optional grouping an instance can exist without any memberOf relationship.

Predicate derivation within the grouping hierarchy is addressed in only a few studies (see [36, 52]). This would indicate that derivation is not possible in conjunction with grouping. Contrary to this opinion, we can recognize both extensional and intensional
predicate derivation, although derivation rules are case-specific. Some factual predicates of a group instance can be derived, e.g. by counting the number of its members (i.e. cardinality), or by applying aggregate functions (e.g. Avg_Age, Max_Salary) to the factual predicates of member instances. This kind of extensional predicate derivation proceeds in the bottom-up manner. Likewise, as Brodie [10] suggests, predicates of a member type can establish a basis for the specification of predicates of the group type. The intensional predicate derivation proceeds upwards. For example, the intensional specification of a Union may state which kinds of persons can become members of a Union.

![Diagram of group instances and types](image)

**Figure 8.** Special kinds of grouping

### 7. Summary and Integration of the First-Order Abstraction

In the sections above we have defined the principles, key concepts, and structural rules of four basic kinds of abstraction and discussed predicate derivation related to them. A variety of phenomena in reality is, however, so immense that it is impossible to expect any set of abstraction principles to completely cover all the occurrences of abstraction to which a human being is capable in his/her observing and conceiving. We have recognized the most basic kinds – as a matter of fact, by applying abstraction by generalization among a large array of abstraction principles. In doing this, we have not considered all the details and interpretations related to various principles (cf. Brachman’s taxonomy [8] for the isA relationship). To sum up the discussions, we present the names of the principles, inverse principles, relationships and key concepts of the first-order abstraction in Table 1.

To have a holistic view on the abstraction principles on the meta level, we present below an integrated meta model of the key concepts and relationships of the first-order abstraction. As seen in Figure 9, the common basis for all the abstraction principles is the concept Thing (cf. Section 1) from which all the concepts of abstraction are specialized. Classification is used to distinguish between the types and the instances (and the meta types). Generalization concerns the types only. The principles of composition and grouping have been formulated to apply to the types as well as the instances. As shown in the sections above, the multiplicities of the relationships may vary substantially depending on
the nature and structure of abstraction. In Figure 9 we present the multiplicities as they hold in the most common structures.

Table 1. Summary of the first-order abstraction

<table>
<thead>
<tr>
<th>Abstraction</th>
<th>Concretizing</th>
<th>Relationship</th>
<th>Key concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification</td>
<td>Instantiation</td>
<td>instanceOf (c(i), c(t))</td>
<td>instance, type</td>
</tr>
<tr>
<td>Generalization</td>
<td>Specialization</td>
<td>isA (c(i), c(s))</td>
<td>subtype, supertype</td>
</tr>
<tr>
<td>Composition</td>
<td>Decomposition</td>
<td>partOf (c(p), c(w))</td>
<td>part (type), whole (type)</td>
</tr>
<tr>
<td>Grouping</td>
<td>Individualization</td>
<td>memberOf (c(i), c(g))</td>
<td>member (type), group (type)</td>
</tr>
</tbody>
</table>

Figure 9. Integrated meta model of the four basic principles of abstraction

8. Predicate Abstraction

Hitherto, we have specified four principles of the first-order abstraction. The first–order abstraction can also be called the vertical abstraction because in carrying out this kind of abstraction process one perceives and builds structures of things (i.e. instances, types, wholes, and groups). There is, however, another kind of abstraction in which one proceeds to another direction. For example, from the chosen things all the features except those causing financial consequences might be abstracted away. This kind of abstraction concerns
predicates of (concept) things and it is called predicate abstraction, or the second-order abstraction (or the horizontal abstraction). The purpose of predicate abstraction is to hide irrelevant predicates, in order to reveal the predicates significant for the issues addressed.

As implied from the definitions of point of view and thing in Section 1, predicates can also be treated as things. For example, the instance John of the type Person is characterized by the predicates $\text{Age}:20$, $\text{Height}:190$, and $\text{Eyes\_Color}:\text{Blue}$. The predicate $\text{Eyes\_Color}:\text{Blue}$ can be regarded as an instance of the predicate type $\text{Eyes\_Color}$. Furthermore, $\text{Eyes\_Color}$ is a subtype of the predicate type $\text{Color}$. So, it clearly depends on the selected point of view what phenomena are regarded as things. To express explicitly the chosen point of view, the former things (e.g. Person) are called the primary things and the latter things (e.g. Eyes\_Color) are called the secondary things. Respectively, the predicates of the secondary things can be seen as the tertiary things. For example, the secondary thing Eyes\_Color is characterized by the "value set" and the semantic rules for the interpretation of this secondary thing. Some of the characterizing predicates may be values. We can conclude that the predicates can be regarded as secondary, tertiary, etc. things (see Figure 10), and consequently, the principles of predicate abstraction can simply be derived by specializing from the principles of the first-order abstraction.

![Figure 10. Meta model of the primary and secondary things](image)

In this section, we first define four principles of predicate abstraction and give some examples of them. Second, we consider consequences of predicate abstraction to the primary things. We show that the vertical and horizontal abstractions are actually not orthogonal. The section ends with some conclusions.

By predicate classification the features special to individual predicates are ignored in order to uncover features that are common to all the predicates of interest. A predicate type is a generic characterization of all the features (i.e. secondary predicates) shared by each predicate instance. For example, $\text{Has\_Color}:\text{Blue}$ is a predicate instance of the predicate type $\text{Has\_Color}$. Likewise, $\text{Owned\_by}$ is a predicate type, and one of its instances might be $\text{Owned\_by}:\text{John}$. In Section 3, the concepts of definitional predicate and factual predicate were introduced. Now, we can state that predicate classification means definitionalization of predicate instances into predicate types, and predicate instantiation means factualization of predicate types into predicate instances.

Since the intensional definition of a concept is composed of predicates, it is obvious that predicate classification directly affects the concept formulation. Let Ball be the type and one of its concept predicates be $\text{Has\_Color}$. Factualization of this predicate type to e.g. the predicate instance $\text{Has\_Color}:\text{Blue}$ creates a new primary type $\text{Blue\_Ball}$, which is a subtype of the type Ball. The type Ball has many other predicates. Each act of factualization restricts the extension of the type so that finally we get one instance of the primary type. Thus, we can say that definitionalization and factualization of predicates are closely related to abstraction and concretizing of the primary things.

By predicate generalization special features of predicate subtypes are ignored in order to uncover the features common to all the predicate subtypes. This results in a predicate supertype. For instance, the primary type Enterprise has the concept predicate $\text{Owned\_by}$.
Predicate subtypes of that are Owned by Person and Owned by Organization. Likewise, the predicate type Has Weight of the primary thing type Automobile has at least two predicate subtypes: Has Gross Weight and Has Net Weight. Another predicate type of Automobile is Owned by Person. This can be specialized into two subtypes: Owned by Man and Owned by Woman. These examples show that predicate generalization and predicate specialization can have varying effects upon the corresponding primary types. Generally speaking, predicate specialization induces the first-order specialization. This is exemplified in the case of Enterprise: the new primary type Enterprise owned by Person is specialized from the type Enterprise. But this does not hold for all cases. In the example of Weight no changes to the primary type is caused, because for each Automobile it applies to specify Gross Weight and Net Weight. What happens instead is that the specification of the predicate type is made more precise. Also non-strict predicate derivation causes exceptions to the general principle mentioned above.

By predicate composition a predicate as an entire construct, called a predicate whole (type), rather than its predicate part(s) (types) is/are examined. Predicate decomposition background a part of the predicate whole (type) for a more detailed consideration. For example, the predicate whole type Born in Date of the primary type Person can be decomposed into Born in Year, Born in Month, and Born in Day. The same can be done for the predicate whole type Living in Address. Predicate composition/decomposition has usually no direct effect upon the abstraction of the corresponding primary types. Only predicate(s) (types) may become more detailed.

By predicate grouping a predicate group (type) rather than its predicate member(s) (types) is/are examined. The inverse process is predicate individualization. For example, the predicate type Has Color Composition contains a reference to the predicate group type Color Composition, which can be individualized into member colors. It is worth of noting that as far as only the colors themselves are concerned we use grouping. But if portions that colors have in the composition are of any importance, predicate abstraction follows the principle of composition, resulting in the predicate part types Color and Portion. Predicate grouping/individualization has no direct effect on the first-order abstraction.

To conclude, we have defined the key concepts for each principles of predicate abstraction (see Table 2) and given illustrative examples about them. The discussion has been firmly grounded on the presumption that the predicates are special kinds of concept things (i.e. isA(p, c)). This has given us a reason to argue that the structural rules and constraints, as well as the rules for predicate derivation, given for the primary things, hold for the predicates as well. Due to this generative nature of the abstraction framework, the space needed for predicate abstraction is less than the significance of this issue would suggest.

<table>
<thead>
<tr>
<th>Predicate abstraction</th>
<th>Relationship</th>
<th>Key concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicate classification</td>
<td>instanceof(p, p')</td>
<td>predicate instance, predicate type</td>
</tr>
<tr>
<td>Predicate generalization</td>
<td>isA(p”, p”)</td>
<td>predicate supertype, predicate subtype</td>
</tr>
<tr>
<td>Predicate composition</td>
<td>partOf(p”, p”)</td>
<td>predicate part (type), predicate whole (type)</td>
</tr>
<tr>
<td>Predicate grouping</td>
<td>memberOf(p”, p”)</td>
<td>predicate group (type), predicate member (type)</td>
</tr>
</tbody>
</table>

9. Summary and Discussions

During the last decades, research on abstraction has resulted in a large array of studies on programming languages, software engineering, databases, artificial intelligence, and information systems. Due to the divergence in backgrounds, approaches and viewpoints,
the conceptions in the studies about the basic principles, concepts, and constructs of abstraction differ substantially from one another. In order to promote the achievement of a common understanding, we have here suggested an abstraction ontology which combines philosophical and semiotic standpoints. The ontology recognizes two main categories of abstraction. The first-order abstraction concerns the primary things and fundamental relationships between them. The second-order abstraction, or predicate abstraction, involves the predicates and their relationships. In the ontology four basic abstraction principles are distinguished: classification, generalization, composition, and grouping. For each principle, the key concepts and the structural rules have been defined and examples of predicate derivation have been provided. To advance the clarity, consistence and coherence of the abstraction ontology, the key concepts, relationships and constraints have been presented in the form of meta models.

To the best of our knowledge, there exists no explicitly defined ontology concerning abstraction so far. Instead, there are a large number of conceptual and formal specifications of some specific abstraction principles, such as composition (e.g. [54, 67, 38, 39, 63, 17, 23, 26, 46, 3]). These specifications do not, however, cover the whole range of abstraction principles, and they have not been intended to be used as ontologies. There are also some top-level ontologies, or foundational ontologies (e.g. Cyc, SUO, SENSUS, and BFO), which conceptualize reality with elementary abstraction constructs. These ontologies are quite large comprising many other issues, not only abstraction, and they are presented in a way which makes it difficult to recognize and utilize abstraction constructs. A special feature of our ontology is that it inter-relates two categories of abstraction that are commonly discussed separately, namely the first-order abstraction and the predicate abstraction. Based on predicate abstraction, perspectives and viewpoints (e.g. [27, 60, 29, 33]) deployed in database design and information systems development can be, in a more strict manner, specified and associated to one another.

A large variety of quality criteria have been suggested for ontologies in the literature (e.g. [21, 62, 66, 12]). Most commonly, criteria contain clarity, consistency, coherence, comprehensiveness, accuracy, extendibility, and applicability. Because our proposal for an abstraction ontology is not a complete ontology, it has shortcomings in terms of many of the aforementioned criteria. However, we have supported the achievement and evaluation of clarity, consistency and coherency of the abstraction ontology with the use of meta models presenting the ontology in a semi-formal manner. We have also picked up the most essential concepts and constructs from the large set of constructs suggested in the literature and integrated them into a coherent body. Extendibility has been furthered by the use of a modular structure of the ontology. The main types of abstraction constructs can be elaborated with more specialized types in the way that is illustrated in Figure 9. To make the ontology more complete, the vocabulary should be enhanced with specialized concepts and constructs. Also more constrains should be specified and presented in a formal manner, including axioms [22].

The ultimate measure of the quality of an ontology is its applicability. Applicability can be evaluated only through experiences got from using it. We have applied the abstraction ontology as a groundwork for building a comprehensive ontological framework, called OntoFrame [35]. OntoFrame provides domain-specific concepts and constructs for a large set of domains: information systems, information systems development (ISD), ISD methods, method engineering (ME), and ME methods. In this effort the abstraction ontology appeared to be profitable, providing fundamental constructs from which most of the domain-specific constructs of OntoFrame were derived. However, much more experience is needed from different kinds of situations to obtain stronger evidence on the applicability of the abstraction ontology. This experience is also needed to validate the ontology.
It could be argued that it is unrealistic to even try to merge conceptions about abstraction developed in different fields, considering how long the traditions and how established the viewpoints in each of these divergent fields are. We argue that holistic ontologies like ours can provide an arena for beneficial discussions and good opportunities for approaching to a shared conceptualization. This is worth trying, considering how fundamental the concepts and constructs of abstraction are for human action, as well as for scientific work. We believe that our abstraction ontology is of benefit in the comparison and assessment of principles, concepts and terms presented in different fields, in teaching fundamentals of abstraction for students, and in the elaboration of more specialized concepts and constructs of abstraction. The paper already at present provides a large set of references to relevant literature and compares conceptions presented in it. In the future our purpose is to extend this literature survey into an in-depth comparative analysis. In addition we aim to enhance the vocabulary of the ontology with more specialized concepts and constructs and specify a set of core rules with formal axioms.
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Abstract. In this paper, we present causality computation methods and its application of a semantic associative search. We propose two essential methods for causality search, which are a causality computation method with context dependent dynamics and a causality route search method. The causality computation method with context dependent dynamics makes it possible to retrieve documents describing causal events in the context that specifies each situation of occurrent events. The causality route search method realizes to search respectively set of documents related to each generation of causal events from query events. We define three types of vector for each event data, that is, cause vector, effect vector and cause-effect vector that are characterized respectively with cause, effect and “cause and effect” event data. Applying a set of these vectors, our search method makes it possible to retrieve respectively “the document data describing cause events” and “the document data describing effect events” according to the context specified. Also, for realizing a causality route search, we construct query that represent sequential generations of causal events from a query event. Using the query constructed, we can retrieve documents about each generation of causal events. We have implemented a search system for an aerospace engineering field and clarified the effectiveness and the feasibility of our search method by several experiments.

1 Introduction

In advanced computer and database environments, organizations are increasingly generating a large amount of document data. These document data are stored and managed in databases to support common ownership. In the research area of information retrieval and database systems, it is obvious that search methods on vector space models are effective to extract appropriate document data according to searchers’ various objectives. [1, 3, 5, 9]

Conventional search methods on vector space models have not dealt with metrical spaces to compute causal relationship, but metrical spaces to compute semantic equivalence or similarity among documents or terms. In SMART system [9, 10] and Latent Semantic Indexing (LSI) [3], queries and documents are represented as vector data based on term frequency of the documents. SMART system and LSI compute static relationships of semantic equivalence or similarity among queries and documents by inner product or cosine measure[1] in order to extract documents that correlate with the queries. The Mathematical Model of Meaning (MMM) [6, 7] provides metrics on a vector space with a context recognition function to compute the semantic equivalence and similarity on the vector space so that users can retrieve document data that are semantically closed to the contexts given by users. However, it is not
sufficient to use the conventional metrical systems to compute similarity among terms if we search for documents which describe causes or effects of some concerned events. In this case, it is also important to realize the metrical system that makes it possible to compute causality among the events. In our previous works, we have proposed a vector space retrieval method with causal relationship computation functions.\[12, 13\]

In this paper, we present a causality computation search method with a context recognition function and a query construction function for a causal-route search. Our method has the following features:

1. We can dynamically compute causality among event data according to contexts given by users. As shown in Figure 1, there is a possibility that causes or effects of some concerned events occur under multiple contexts. So it is necessary to discover causes or to analyze effects according to each situation. Our search method makes it possible to retrieve document data that describes causes or effects of query events in the context.

2. We realize a causality route search that makes it possible to retrieve respectively set of documents related to each generation of causal events from a query event. In a realization of the causality route search, we provide a query construction method that generate causal-route tokens from a query event by expanding and dividing a query event vector into a sequence of context tokens. Here, context token is a chunk of vector representing some generations of causality events.

3. We realize causality computation to retrieve causes and effects of concerned events, respectively, according to the purposes of users’ search. We define three types of vector for each event data E to generate the causality matrices, which are respectively characterized with cause, effect and “cause and effect” events of E. Using a set of these vectors, our search method makes it possible to retrieve “the document data describing cause events” and “the document data describing effect events” from a query event phrase respectively.

We have implemented our search system for an aerospace engineering field. We clarify the effectiveness and the feasibility of our method by several experiments.

2 Motivating Example

In this section, we explain our causality search method with context dependent dynamics.

Our method makes it possible to retrieve the documents describing causes or effects in the context. If we discover causes of some concerned events, we give context event words for specifying causes of the occurrent events in addition to queries so that our method enables to retrieve the document data that describe causes in the context. Thus, we can discover causes of concerned events respectively for each situation. Also, for analyzing effects, we give context event words to specify effects so that we can retrieve the document data that describe effects according to various contexts and analyze effects for each situation respectively.

The Figure 1 shows a case in which different cause event words are retrieved according to different context events words. For example, by using sample phrase “abnormal power consumption”, we can retrieves different cause event words. In this example, when we add “nonstandard frequency” to the query as a mechanical performance context, then, “abnormal vibration” and “abnormal sound” are retrieved. Otherwise, when we add “carbonization and heat decomposition” to the query as an appearance and structure context, “temperature control trouble” and “nonstandard temperature” are retrieved. In this way, there is a possibility that causes or effects of some concerned events occur under the multiple contexts. For example, a mechanical performance, a electrical performance, a optical performance context and
so on. Therefore, our search method has major utility because it enables to search dynamically causes or effects according to the context to specify the situation of various events.

3 Related Work

For computing causal relationship for information retrieval, several methods of Bayesian networks [8, 4] have been proposed. Bayesian networks compute causality using probabilistic models. In Bayesian networks, dependency such as causality or correlation among $n$ probabilistic variables $X_1, X_2, \ldots, X_n$ are described with conditional probability and joint probability distribution which are represented as a directed graph. If we apply Bayesian networks to document searches, event data with high joint probabilities are considered as the ones with strong causality to event data given as a query. So the documents that describe event data with high joint probabilities can be highly ranked. That is, the documents that describe event data which are important causes or effects of query events from the viewpoint of expertise (such as the highly critical events with the possibility to lead the sequential explosions) are not considered to be ranked highly by a search method using Bayesian networks, since the event data has low occurrence probabilities.

On the contrary, our method represents degree of importance or correlation among event data as a weight value of each vector element so that we can highly rank the documents that describe the important causal events in terms of expertise in spite of low occurrence probabilities.

4 Causality search method with context dependent dynamics and query construction method for causal-route search

We propose a causality computation method with context dependent dynamics and a query construction method for a causal-route search. The causality computation method with context dependent dynamics makes it possible to retrieve documents describing causal events in the context that specifies each situation of occurrent events. The causal-route search realizes to search respectively set of documents related to each generation of causal events from a query event. The realization process of this search method are as follows:
Process-1 We generate vector space matrices that represent causality among event data, which are called causality matrices.

Process-2 For a causal-route search, we construct a query which represent sequential generations of causal events from a query event. Using the query constructed, we can retrieve respectively set of documents related to each generation of causal events.

Process-3 We apply the Mathematical Model of Meaning (MMM) to the causality matrices in order to create a semantic space that enables to compute causality according to contexts given by users.

4.1 Fundamental methods for causality search

4.1.1 Causality matrices generation method

A causality matrices generation method create three matrices \( M, M_e, \) and \( M_c \) called causality matrices (Figure 2). This method consists of the following steps.

Step-I Set feature and basic event words to matrices

We define \( n \) event words \( E_1 \sim E_n \) in a certain domain. As shown in the Figure 1, “abnormal sound” is an example of the event word in an aerospace engineering field. We set the event words to both vertical and horizontal axis of causality matrices \( M, M_e, \) and \( M_c \), which are \( n \times n \) square matrices. In the causality matrices, we define vertical axis as basic event words and horizontal axis as feature (feature words).

Step-II Characterize basic event words with feature

We characterize basic event words in the causality matrix \( M, M_e, \) and \( M_c \) with feature as below. We call each characterized basic event word in matrices \( M, M_e, \) and \( M_c \) cause-effect vector, cause vector and effect vector, respectively.

\[ M \]: For \( E_i \) in basic event words of matrix \( M \), we set value “1” to a feature event \( E_j \) if \( E_j \) is cause or effect event of \( E_i \), or \( E_i \), otherwise, we set value “0” to the other
4.1.2 Query and target data vectorization methods

We describe methods for vectorizing query and target data in the causality matrices described in section 4.1.1. Here, let query words be \( Q \) which consists of set of event words \( E_i \) in basic event words of the causality matrix \( M_c \), \( M_e \) and \( M \). In event words \( Q \), let \( K \) be set of event words for occurrent events and \( CT \) be set of event words for a context to specify the situation. Hereinafter we call \( K \) keyword and \( CT \) context word. Also let target data (attached set of \( E \) as metadata) be \( P \).

To vectorize query words \( Q \) and target data \( P \), we configure three sets of causality matrices \( VS_1, VS_2 \) and \( VS_3 \) (Figure 3) as metadata matrices for generating query and target data vectors. Let vector transformation functions be \( V_c \), \( V_e \) and \( V \) which transform each event word into cause vector, effect vector and cause-effect vector from the causality matrices \( M_c, M_e \) and \( M \),

\[
V_c : E_i \leftrightarrow e_{ci} \\
V_e : E_i \leftrightarrow e_{ei} \quad (i = 1 \cdots n) \\
V : E_i \leftrightarrow e_i
\]

One of a set of causality matrices is selected from three sets of causality matrices \( VS_1 \sim VS_3 \) according to searchers' purposes as follows.

1. A search for causes of concerned events.

   Set of causality matrices \( VS_1(M_c, M_e) \) is configured as metadata matrices for generat-

![Figure 3: Combinations of the vector space matrices](image-url)
ing query and target data vectors. A query vector \( q \) (keywords and context words) and a target data vector \( p \) are composed by OR operation as follows.

\[
q = \sum_{E_i \in K} V_c(E_i) + \sum_{E_j \in CT} V_c(E_j)
\]

\[
p = \sum_{E_k \in P} V_e(E_k)
\]

In \( V_S_1 \), cause vectors are used for generating query vectors and effect vectors are used for generating target data vectors so that we can search for data which describes causes of query event words given by users. We call this search cause search.

2. A search for effects of concerned events.

Set of Causal matrices \( V_S_a(M_c, M_e) \) is configured as metadata matrices for generating query and target data vectors. A query vector and target data vector are composed as follows.

\[
q = \sum_{E_i \in K} V_c(E_i) + \sum_{E_j \in CT} V_c(E_j)
\]

\[
p = \sum_{E_k \in P} V_e(E_k)
\]

In \( V_S_2 \), effect vectors are used for generating query vectors and cause vectors are used for generating target data vectors so that we can search for data which describes effects of query event words given by users. We call this search effect search.

3. A search for both causes and effects of concerned events.

Set of Causality matrices \( V_S_d(M_c, M_e) \) is configured as metadata matrices for generating query and target data vectors. A query vector and a target data vector are composed as follows.

\[
q = \sum_{E_i \in K} V_c(E_i) + \sum_{E_j \in CT} V_c(E_j)
\]

\[
p = \sum_{E_k \in P} V_c(E_k)
\]

In \( V_S_3 \), cause-effect vectors are used for generating query vectors and target data vectors so that we can search for data which describes both causes and effects of query event words given by users. We call this search cause-effect search.

4.2 Query vector construction method

As described in section 4.1.1, each event vector has values in its elements, which correspond to events, if the event can be directly caused by the elements. This means that each event vector only includes the information on its direct cause (or effect) as vector elements (features). Therefore, it is essential to provide a query event vector expansion function to retrieve indirect causal events. We define the function as \( \text{Expand}(q) \) for expanding a query vector \( q \).

Basically, the function makes the new query vector which includes weighted values on elements of indirect causal events for \( q \). The algorithm for query vector expansion is described as follows.

(1) Enumerate events with value "1" on the query vector \( q \).

(2) Find next generation of event vectors with value "1" on each enumerated event in (1).

(3) Sum up each vector in (2). Here, let be the summed up vector \( q' \).
Apply the expansion function $f_{\text{expand}}$ to $q'$.

(5) Sum up each element of the original query vector $q$ and $f_{\text{expand}}(q')$.

The algorithm continues to calculate the steps of (1) ∼ (5) while recursive phases do not exceed an expansion constant number. Users can optimize the expansion function depending on their applications. In our implementation, however, we generally take advantage of the following function. Let $q$, $k$ and $\text{phase}$ be target vector, constant number and the recursive phase, respectively.

$$f_{\text{expand}}(q) = q \ast k^{\text{phase}}$$

We call the expand vector with a causal generation range, “context token” (Figure 4). In the following formula, $\text{direction}$ is a variable of a causal direction (cause | effect) for expansion, $\text{sgene}$ and $\text{lgene}$ are variables of a generation range $[\text{sgene..lgene}]$. In a context token, a query event vector are expanded within a generation range specified in the manner of expansion algorithm (1) ∼ (5). Figure 4 shows a context token of event $A$, $A(2,4)_{\text{effect}}$, which represents causal events corresponding to 2nd generation to 4th generation effects of $A$.

$$\text{Context token} := q(\text{sgene..lgene})_{\text{direction}}$$

Next we define a query constructor function as follows. Query constructor divide original event vector into a sequence of n context tokens (Figure 5). $\text{Gran}$ is a variable of generation granularity that represents a generation range of a context token. Also, $\text{span}$ is a variable of generation span that represents a span of each head-generation ($\text{sgene}$) between neighboring context tokens. Figure 5 shows query constructor divide context token $A(2,7)_{\text{effect}}$ into 3 sequential context tokens $A(2,3)_{\text{effect}}$, $A(4,5)_{\text{effect}}$, $A(6,7)_{\text{effect}}$ according to $\text{gran}$ and $\text{span}$ specified (Here, $\text{gran} = 2$ and $\text{span} = 2$).

$$A(\text{sgene}, \text{lgene})_{\text{direction}}(\text{gran}, \text{span}) \mapsto A(\text{sgene}_1, \text{lgene}_1)_{\text{direction}}, A(\text{sgene}_2, \text{lgene}_2)_{\text{direction}}, \ldots, A(\text{sgene}_{\text{N}_{\text{max}}}, \text{lgene}_{\text{N}_{\text{max}}})_{\text{direction}}$$

$$\text{lgene}_{\text{N}_{\text{max}}} \leq \text{lgene}$$
where,
\[
sgene_{n} = sgene + (n - 1) \cdot \text{span}
\]
\[
lgene_{n} = sgene_{n} + (gene - 1)
\]
\[
= sgene + (n - 1) \cdot \text{span} + gran - 1
\]
\[
(n = 1, 2, \ldots, N_{\text{max}})
\]

The query constructor function makes it possible to realize a causality route search, which retrieves respectively set of documents related to each generation of causal events from a query event.

4.3 Applying MMM to the causality matrices

Applying MMM to the causality matrices as stated in section 4.1, we realize causality computation with context dependent dynamics among event data according to context words CT which specify the situation of keywords \( K \).

MMM provides vector operations with a context recognition function to compute a semantic equivalence and similarity on a metadata space so that user can dynamically retrieve the data that are semantically closed to the context given by user. Here, the metadata space is a vector space that can measure the meanings of data in a specialized field domain using the expertise. In MMM, contexts given by searchers are represented as set of words. We call these set of words CONTEXT.

A method of applying MMM to the causality matrices consists of the following steps.

**Step-1** Creating vector space matrices

As described in section 4.1.1, we create three causality matrices \( M, M_{c}, \) and \( M_{e} \) (Figure 2). These causality matrices are configured for metadata matrices of MMM.
Step-II Generating MDS
We configure causality matrix $M$ as metadata matrix for generating a semantic search space $MDS$[5]. We execute eigenvalue decomposition of correlation matrix $M^T M$ and generate an orthonormal space which consists of eigenvectors. $MDS$ is a semantic search space to enable to compute causality among events according to contexts given by users, which specify the situation to retrieve causes or effects of occurrent events.

Step-III Generating query and target data vectors
As stated in section4.1.2, we generate a query vector $q$ and a target data vector $p$.

Step-IV Mapping query and target data vectors onto MDS
We map a query vector $q$ and a target data vector $p$ generated in Step-III into $q_0$ and $p_0$ on $MDS$. We call a normalized vector of $q_0$ in infinity norm the semantic center $G_q$[5]. $G_q$ is used for subspace selection on $MDS$. Calculating norm of $p_0$ on subspace selected by $G_q$, we can compute correlation between query words $Q$ (keyword and context word) and target data $P$.

5 Experiments
In this section, we perform experiments to clarify the effectiveness and the feasibility of our search method. We have implemented an experimental system, where we applied our method to the data contents of an aerospace engineering field.

5.1 Experimental environment
We realized a causality search system for document data of nonconformance information provided by Japan Aerospace Exploration Agency (JAXA) in the manner described in section4.3.

Using 245 event words about defect phenomenon and 120 event words of defect cause provided by JAXA, we generated causality matrices $M$, $M_c$ and $M_e$ in order to create a semantic search space $MDS$ (Table 1) and generate queries and target data vectors. These event words list about defects of rockets and artificial satellites which comes from development and production to maintenance. According to the method described in section4.1.1, experts of an aerospace engineering fields define causality among these event words and generate cause vector, effect vector and cause-effect vector for each event word. We use 253 documents of Defect report and 95 documents of Safety and reliable information provided by JAXA as target document data in our experimental system. The experts of an aerospace engineering fields configured each document data with metadata, using defect phenomenon words and defect cause words. Examples of metadata configured for each documents are shown in Table 2. The experts cannot always give all causal aspects, but we assume that they have very important knowledge of causality among events in their field. So in the experiments, it is important to map their knowledge onto our causality computation engine so that the search system can retrieve documents based on the expert’s knowledge of the causality.

<table>
<thead>
<tr>
<th>Words Number</th>
<th>Feature words 365</th>
<th>Basic event words 365</th>
<th>Space dimension $MDS$ 354</th>
</tr>
</thead>
</table>

Table 1: Structure of a semantic search space ($MDS$)
Table 2: Example of metadata

<table>
<thead>
<tr>
<th>ID</th>
<th>Metadata</th>
<th>Phenomenon</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR-59003</td>
<td>- Carelessness, easy mistake &lt;br&gt; - Lack of skill &lt;br&gt; - Work instruction inadequacy</td>
<td>Optical performance &lt;br&gt; Electrical performance &lt;br&gt; Defective soldering ...</td>
</tr>
<tr>
<td>CRA-02004</td>
<td>- Limit to technological level &lt;br&gt; - Engineering documentation &lt;br&gt; - Database error ...</td>
<td>Continuity trouble &lt;br&gt; Resistance trouble &lt;br&gt; Continuity trouble ...</td>
</tr>
</tbody>
</table>

5.2 Evaluation functions

We define two evaluation functions \( EV_{ca} \) and \( EV_{ef} \) for cause search and effect search as follows.

\[
EV_{ca}(w, mds_i) = \sum_{k=0}^{n} p_k \cdot N_{ca}(k, w, mds_i) - q \cdot N_{ca}(k, mds_i)
\]

\[
EV_{ef}(w, mds_i) = \sum_{k=0}^{n} p_k \cdot N_{ef}(k, w, mds_i) - q \cdot N_{ef}(k, mds_i)
\]

\[
N_{ca}(k)(w, mds_i) = N(mds_i) - \sum_{k=0}^{n} N_{ca}(k, w, mds_i)
\]

\[
N_{ef}(k)(w, mds_i) = N(mds_i) - \sum_{k=0}^{n} N_{ef}(k, w, mds_i)
\]

where

- \( w \) : Event word given as a query.
- \( mds_i \) : Set of event words configured to the \( i \)th ranked document for query \( w \).
- \( N(mds_i) \) : Number of event words included in \( mds_i \).
- \( N_{ca}(k)(w, mds_i) \) : Number of event words included in \( mds_i \) which represent \( k \)-previous cause of \( w \) (\( k \geq 1 \)). If \( k = 0 \), it means number of \( w \).
- \( N_{ef}(k)(w, mds_i) \) : Number of event words included in \( mds_i \) which represent \( k \)-next effect of \( w \) (\( k \geq 1 \)). If \( k = 0 \), it means number of \( w \).
- \( p_k > 0, q > 0 \) : Weighting coefficient.

\( EV_{ca} \) indicates high value when event words which represent causes of \( w \) or \( w \) are included in \( mds_i \) and low value when the other event words are included in \( mds_i \). Similarly, \( EV_{ef} \) indicates high value when event words which represent effects of \( w \) or \( w \) are included in \( mds_i \) and low value when the other event words are included in \( mds_i \). We also define the following evaluation functions \( EV_{ca}^{\bar{}} \) and \( EV_{ef}^{\bar{}} \). These functions calculate the average value of \( EV_{ca} \) or \( EV_{ef} \) from 1st to the \( rank \)-th ranked document for the query event word \( w \).

\[
EV_{ca}^{\bar{}}(w, rank) = \frac{\sum_{i=1}^{rank} EV_{ca}(w, mds_i)}{rank}
\]

\[
EV_{ef}^{\bar{}}(w, rank) = \frac{\sum_{i=1}^{rank} EV_{ef}(w, mds_i)}{rank}
\]
5.3 Experiment-1

In experiment-1, we evaluate our method makes it possible to retrieve in the higher rank respectively “the document data describing cause events” and “the document data describing effect events” from a query event word.

5.3.1 Evaluation method

In this experiment, we perform cause search ($VS_1$), effect search ($VS_2$) and cause-effect search ($VS_3$) respectively. Then we compare each search result, using evaluation functions $EV_{ca}$ and $EV_{ef}$ as described in section 5.2. We set parameters $p_0 = p_1 = p_2 = 1, p_n = 0(n > 2), q = 1/2$ to evaluation equations $EV_{ca}$ and $EV_{ef}$.

Using $EV_{ca}$, we compare the search results of cause search with cause-effect search in terms of retrieving the documents that describe cause events. Also using $EV_{ef}$, we compare the search results of effect search with cause-effect search in terms of retrieving the documents that describe effect events. In the experiment, we use the following Context1-a and Context1-b as queries.

Context1-a “Durable environmental design inadequacy”

Context1-b “Defective soldering”

5.3.2 Experimental result

Results of experiment-1 are shown in Table3~4 and Figure6~9.

Table 3~4 show the top 5 rank of documents and a part of their metadata by each query. Underlined metadata mean they are causal events from each query. In Table3, by performing cause search, document DR-80, DR-81 and DR-247 are ranked in the top3 rank. Metadata for the documents are “Interface design in adequacy” or “System design inadequacy”, which are causes from a query event word “Durable environmental design inadequacy”. When we perform effect-search, document CR-58702, CR-59202 and CR-59302A are ranked in the top3 rank. Metadata for the documents are “Limitation of technique level”, “BIT error”, “Implementation design inadequacy” and so on, which are effects from the query event word. Also, when we perform cause-effect search, document DR-80, CR-58702, CR-58111 and so on are ranked, which are documents related to both causes and effects from the query event word. Similarly, in Table4, using another query event word “Defective soldering”, documents related to cause, effect and both “cause and effect” are retrieved for cause search, effect search and cause-effect search, respectively. Thus our search method retrieves documents related causal events from a query event word according to the purposes of users’ search.

In Figure6~9, (c) and (d) are additional graphs. In terms of each function’s property as described in section 5.2, (c) represents an approximate graph of $EV_{ca}$ ($EV_{ef}$) when documents are sorted in the order of relevancy in causality. (d) means a graph when each document is sorted in the random order. In Figure6 and 8, values of $EV_{ca}$ in cause search ($VS_1$) tends to be high value in documents ranked higher and to be low value in documents ranked lower. This means in cause search, documents describing cause events are ranked higher and the others are ranked lower. Also, values of $EV_{ca}$ in cause search tends to be higher than in cause-effect search ($VS_3$) through all the documents ranked in the search. In the result of cause-effect search, documents ranked higher tend to be low value of $EV_{ca}$. This is because cause-effect search retrieves both “documents describing causes” and “documents describing effects” in the higher rank, and documents about causes are also retrieved in the middle–bottom rank. These results have shown that cause search retrieve documents describing cause events in
Figure 6: The result (1) of Experiment-1

Figure 7: The result (2) of Experiment-1
Figure 8: The result (3) of Experiment-1

Context: "Defective soldering"

Figure 9: The result (4) of Experiment-1

Context: "Defective soldering"
Table 3: The results for the query “Durable environmental design inadequacy”

<table>
<thead>
<tr>
<th>Rank</th>
<th>Document ID</th>
<th>Correlation Value</th>
<th>Metadata</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DR-80</td>
<td>0.669730</td>
<td>Interface design inadequacy</td>
</tr>
<tr>
<td>2</td>
<td>DR-81</td>
<td>0.669730</td>
<td>Interface design inadequacy</td>
</tr>
<tr>
<td>3</td>
<td>DR-247</td>
<td>0.634877</td>
<td>System design inadequacy</td>
</tr>
<tr>
<td>4</td>
<td>CR-59302A</td>
<td>0.623092</td>
<td>Application of standards mistake</td>
</tr>
<tr>
<td>5</td>
<td>DR-13</td>
<td>0.618780</td>
<td>Abnormal power consumption  Interface design inadequacy Interface adjustment inadequacy</td>
</tr>
</tbody>
</table>

Effect search ($V_{S_2}$)

<table>
<thead>
<tr>
<th>Rank</th>
<th>Document ID</th>
<th>Correlation Value</th>
<th>Metadata</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CR-58702</td>
<td>0.452417</td>
<td>Limitation of technique level BIT error Application of parts mistake</td>
</tr>
<tr>
<td>2</td>
<td>CR-59202</td>
<td>0.436802</td>
<td>Adoption error of materials and processes Mistake of technical document instruction Implementation design inadequacy</td>
</tr>
<tr>
<td>3</td>
<td>CR-59302A</td>
<td>0.428373</td>
<td>Application of parts mistake BIT error Braking (Open)</td>
</tr>
<tr>
<td>4</td>
<td>DR-215</td>
<td>0.418979</td>
<td>Application of parts mistake Collapse, buckling</td>
</tr>
<tr>
<td>5</td>
<td>CR-58208</td>
<td>0.416733</td>
<td>Limitation of technique level Circuit design inadequacy Implementation design inadequacy</td>
</tr>
</tbody>
</table>

Cause-effect search ($V_{S_3}$)

<table>
<thead>
<tr>
<th>Rank</th>
<th>Document ID</th>
<th>Correlation Value</th>
<th>Metadata</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CR-59302A</td>
<td>0.593828</td>
<td>Application of parts mistake BIT error Braking (Open)</td>
</tr>
<tr>
<td>2</td>
<td>CR-58208</td>
<td>0.547491</td>
<td>Limitation of technique level Circuit design inadequacy Implementation design inadequacy</td>
</tr>
<tr>
<td>3</td>
<td>CR-58111</td>
<td>0.543206</td>
<td>Limitation of technique level Abnormal character of radiation, ultra violet computer software design inadequacy</td>
</tr>
<tr>
<td>4</td>
<td>CR-58702</td>
<td>0.541652</td>
<td>Limitation of technique level BIT error Application of parts mistake</td>
</tr>
<tr>
<td>5</td>
<td>DR-80</td>
<td>0.533835</td>
<td>Interface design inadequacy</td>
</tr>
</tbody>
</table>
Table 4: The results for the query “Defective solering”

### Cause search ($V_{S_1}$)

<table>
<thead>
<tr>
<th>Rank</th>
<th>Document ID</th>
<th>Correlation Value</th>
<th>Metadata</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CR-59003</td>
<td>0.488838</td>
<td>Careless mistake, Instruction inadequacy for work operation, Lack of skills, ...</td>
</tr>
<tr>
<td>2</td>
<td>CR-59101</td>
<td>0.481456</td>
<td>Misreading of technical drawing, Lack of skills, Careless mistake, ...</td>
</tr>
<tr>
<td>3</td>
<td>CR-59107</td>
<td>0.453302</td>
<td>Leak or blur, Misreading of technical drawing, Instruction inadequacy for work operation, ...</td>
</tr>
<tr>
<td>4</td>
<td>DR-37</td>
<td>0.436730</td>
<td>Manual instruction inadequacy or unclear, Leak or blur, ...</td>
</tr>
<tr>
<td>5</td>
<td>DR-142</td>
<td>0.430872</td>
<td>Manual instruction inadequacy or unclear</td>
</tr>
</tbody>
</table>

### Effect search ($V_{S_2}$)

<table>
<thead>
<tr>
<th>Rank</th>
<th>Document ID</th>
<th>Correlation Value</th>
<th>Metadata</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CR-59004</td>
<td>0.527011</td>
<td>Abnormal energy output, Nonstandard or transient electric current, Abnormal power consumption, ...</td>
</tr>
<tr>
<td>2</td>
<td>DR-93</td>
<td>0.438725</td>
<td>Abnormal energy output, Material or parts defect</td>
</tr>
<tr>
<td>3</td>
<td>DR-180</td>
<td>0.436130</td>
<td>Lowering or increase of energy output, Tools and tooling defect</td>
</tr>
<tr>
<td>4</td>
<td>DR-100</td>
<td>0.431391</td>
<td>Abnormal energy output, Unknown</td>
</tr>
<tr>
<td>5</td>
<td>DR-2</td>
<td>0.431391</td>
<td>Abnormal energy output, Unknown</td>
</tr>
</tbody>
</table>

### Cause-effect search ($V_{S_3}$)

<table>
<thead>
<tr>
<th>Rank</th>
<th>Document ID</th>
<th>Correlation Value</th>
<th>Metadata</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DR-93</td>
<td>0.627210</td>
<td>Abnormal energy output, Tools and tooling defect</td>
</tr>
<tr>
<td>2</td>
<td>CR-59003X</td>
<td>0.614010</td>
<td>Careless mistake, Instruction inadequacy for work operation, Lack of skills, ...</td>
</tr>
<tr>
<td>3</td>
<td>CR-59004</td>
<td>0.572433</td>
<td>Abnormal energy output, Nonstandard or transient electric current, Abnormal power consumption, ...</td>
</tr>
<tr>
<td>4</td>
<td>DR-140</td>
<td>0.556757</td>
<td>Implementation defect, Others</td>
</tr>
<tr>
<td>5</td>
<td>DR-192</td>
<td>0.540421</td>
<td>Manual instruction inadequacy or unclear, Motion instability</td>
</tr>
</tbody>
</table>
the higher rank, and it is more efficient to perform cause search than cause-effect search to search for documents describing causes of some concerned events. Similarly, in Figure 7 and 9, values of \( EV_{c_j} \) in effect search \( (V_S) \) tends to be high value in documents ranked higher and to be low value in documents ranked lower. Also values of \( EV_{c_j} \) of cause search tend to be higher than cause-effect search \( (V_S) \) through all the documents ranked in the search. These results have shown that effect search retrieve the documents that describe effect events from a query event in the higher rank and it is more efficient to perform effect search than cause-effect search to search for documents describing effects of some concerned events.

These experimental results have shown that our method makes it possible to retrieve in the higher rank respectively “the document data describing cause events” and “the document data describing effect events” from a query event word.

5.4 Experiment-2

In experiment-2, we evaluate our causality computation method with context dependent dynamics. We examine our method retrieve event data dynamically, which it is difficult to retrieve by cosine measure, according to context event words that specify the situation.

5.4.1 Evaluation method

We use queries ContextD-1 \( a \sim \) ContextD-2 as shown in Table 5. Each query consist of “keyword” event words and “context” event words. We execute cause search, using ContextD-1 \( a \) and ContextD-1 \( b \). Also, we execute effect search, using ContextD-2 \( a \) and ContextD-2 \( b \). The experts of an aerospace engineering fields defined correct causal event words to each query as follows.

- Correct cause event words of “Insulation trouble” (keyword of ContextD-1 \( a \), D-1 \( b \)):
  “Defects on assembling”, “Abnormal temperature”

- Correct effect event words of “Continuity trouble” (keyword of ContextD-2 \( a \), D-2 \( b \)):
  “Command acceptance trouble”, “Ignition Failure”

Using each query contextD-1 \( a \sim \) ContextD-2 \( b \), we compare search results of our method with the cosine measure \([1]\) between a query vector \( q \) and a target data vector \( p \) by the formula \( q \cdot p \). In this experiment, we use all 365 event words of defect phenomenon words and defect cause words as search target data.

5.4.2 Results

Results of experiment-2 are shown in Table 6 and Table 7. Table 6 shows the results of cause search for each query Context2-1 \( a \) and Context2-1 \( b \). In our method, we retrieve “Defects on assembling” in the 3rd rank by Context2-1 \( a \). Also we retrieve “Abnormal temperature” in the 7th rank by Context2-1 \( b \). On the contrary, in the cosine measure, “Defects on assembling” and “Abnormal temperature” are not retrieved in the higher rank. Table 7 shows the results of effect search for each query Context2-2 \( a \) and Context2-2 \( b \). In our method, we retrieve “Command acceptance trouble” and “Ignition Failure” in the high rank \( (4th \) and \( 9th) \) by Context2-2 \( a \) and Context2-2 \( b \). On the contrary, in the cosine measure, “Command acceptance trouble” and “Ignition Failure” are not retrieved in the higher rank. These are because our method execute dynamic causality computation according to the context that specify the situation, not as the cosine measure computes direct linkage of causality.

These experimental results have shown that our method makes it possible to retrieve event data dynamically in the higher rank, which the cosine measure cannot, according to
Table 5: Queries of Experiment-2

<table>
<thead>
<tr>
<th>Keyword</th>
<th>ContextD-1a</th>
<th>ContextD-1b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insulation trouble</td>
<td>Defective soldering</td>
<td>Temperature control trouble</td>
</tr>
<tr>
<td>Continuity trouble</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Keyword</th>
<th>ContextD-2a</th>
<th>ContextD-2b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuity trouble</td>
<td>Loose connection</td>
<td>faulty wiring</td>
</tr>
<tr>
<td>Temperature trouble</td>
<td>Temperature trouble</td>
<td>Material defects</td>
</tr>
</tbody>
</table>

Table 6: The search results (1) of experiment-2

**Cause Search (\(V.S_1\))**

<table>
<thead>
<tr>
<th>Event word</th>
<th>Proposal Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ContextD-1a</td>
</tr>
<tr>
<td>Rank</td>
<td>Correlation value</td>
</tr>
<tr>
<td>&quot;Defects on assembling&quot;</td>
<td>3</td>
</tr>
<tr>
<td>&quot;Abnormal temperature&quot;</td>
<td>19</td>
</tr>
</tbody>
</table>

**Cosine**

<table>
<thead>
<tr>
<th>Event word</th>
<th>Proposal Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ContextD-1a</td>
</tr>
<tr>
<td>Rank</td>
<td>Correlation value</td>
</tr>
<tr>
<td>&quot;Defects on assembling&quot;</td>
<td>38</td>
</tr>
<tr>
<td>&quot;Abnormal temperature&quot;</td>
<td>23</td>
</tr>
</tbody>
</table>

Table 7: The search results (2) of Experiment-2

**Effect Search (\(V.S_2\))**

<table>
<thead>
<tr>
<th>Event word</th>
<th>Proposal Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ContextD-2a</td>
</tr>
<tr>
<td>Rank</td>
<td>Correlation value</td>
</tr>
<tr>
<td>&quot;Command acceptance trouble&quot;</td>
<td>4</td>
</tr>
<tr>
<td>&quot;Ignition Failure&quot;</td>
<td>89</td>
</tr>
</tbody>
</table>

**Cosine**

<table>
<thead>
<tr>
<th>Event word</th>
<th>Proposal Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ContextD-2a</td>
</tr>
<tr>
<td>Rank</td>
<td>Correlation value</td>
</tr>
<tr>
<td>&quot;Command acceptance trouble&quot;</td>
<td>63</td>
</tr>
<tr>
<td>&quot;Ignition Failure&quot;</td>
<td>47</td>
</tr>
</tbody>
</table>
the contexts that specify a situation. In this experiment, although we searched for 365 event words, we can configure these event words as metadata for documents as shown in Table 2 so that we can retrieve the documents according to contexts specified.

5.4.3 Experiment-3

In experiment-3, we evaluate our query constructor method realize a causal-route search, that is, to retrieve respectively set of documents related to each generation of causal events from a query event.

5.4.4 Evaluation method

For examination, we created a synthetic causal events set (Event000~Event299) that consists of 30 generations and each generation include 10 events (Figure 10). Then, we generated 300 dimensions causality matrices, \( M_c \), \( M_m \), and \( M_e \). We also created 200 synthetic documents to which 5 events are attached as metadata.

Using a query 177(0, 19)\( \sim cause \), 177(4, 7)\( \sim cause \), 177(8, 11)\( \sim cause \), 177(12, 15)\( \sim cause \) and 177(16, 19)\( \sim cause \), we examine that each context token makes it possible to retrieve respectively set of documents related to corresponding generations of causal events from a query Event177.

5.4.5 Results

Results of experiment-3 are shown in Table 8. The results shows the top 3 rank of documents and their metadata by each query of context token. Underlined metadata mean they are corresponding generations of cause events to each context token.

When we search by using a query of a context token 177(0, 3)\( \sim cause \), doc05016, doc10014 and doc07038 are ranked in 1st, 2nd and 3rd, respectively. Each document is related to corresponding generations of causes from Event177, because their metadata include 0th to
Table 8: The results for the query “177(0, 19)\cause”

<table>
<thead>
<tr>
<th>Context token</th>
<th>Rank</th>
<th>Document ID</th>
<th>Correlation Value</th>
<th>Metadata</th>
</tr>
</thead>
<tbody>
<tr>
<td>177(0, 3)\cause</td>
<td>1</td>
<td>doc05016</td>
<td>0.4926</td>
<td>167 162 158 131 130</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>doc10014</td>
<td>0.4783</td>
<td>218 167 165 158 154</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>doc07038</td>
<td>0.4528</td>
<td>175 158 157 154 144</td>
</tr>
<tr>
<td>177(4, 7)\cause</td>
<td>1</td>
<td>doc05032</td>
<td>0.5205</td>
<td>139 135 129 118 101</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>doc05008</td>
<td>0.5147</td>
<td>135 125 118 114 106</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>doc05013</td>
<td>0.5071</td>
<td>137 119 109 099 092</td>
</tr>
<tr>
<td>177(8, 11)\cause</td>
<td>1</td>
<td>doc03044</td>
<td>0.4642</td>
<td>081 079 076 071 064</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>doc05018</td>
<td>0.3667</td>
<td>066 059 034 025 021</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>doc03038</td>
<td>0.3547</td>
<td>078 077 076 066 061</td>
</tr>
<tr>
<td>177(12, 15)\cause</td>
<td>1</td>
<td>doc05018</td>
<td>0.5752</td>
<td>066 059 034 025 021</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>doc03033</td>
<td>0.5662</td>
<td>034 030 023 013 011</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>doc03047</td>
<td>0.5280</td>
<td>025 019 011 008 001</td>
</tr>
<tr>
<td>177(16, 19)\cause</td>
<td>1</td>
<td>doc03047</td>
<td>0.4371</td>
<td>025 019 011 008 001</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>doc10038</td>
<td>0.3607</td>
<td>065 050 010 003 001</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>doc03033</td>
<td>0.3273</td>
<td>034 030 023 013 011</td>
</tr>
</tbody>
</table>

3rd generations of causes (Event158, Event131 and so on) from Event177. Also, by using a query of a context token 177(4, 7)\cause, doc05032, doc05008 and doc0513 are ranked in 1st, 2nd and 3rd, respectively. Their metadata include 4th to 7th generations of causes (Event101, Event092 and so on) from Event177, so each document is related to corresponding generations of causes from Event177. In the same way, by using each context token 177(8, 11)\cause, 177(12, 15)\cause and 177(16, 19)\cause, documents related to corresponding generations of causes from Event177 are retrieved respectively. In addition, doc05018 is retrieved by both context tokens 177(8, 11)\cause and 177(12, 15)\cause. Similarly, doc03033 and doc03047 are retrieved by both context tokens 177(12, 15)\cause and 177(16, 19)\cause. These documents are related to long range of generations of causes from Event177. Thus, using sequential context tokens, we can find such documents related to long range of generations of causality events.

The results shows our query constructor method realizes a causal-route search, which retrieves respectively set of documents related to each generation of causal events from a query event.

6 Conclusion

In this paper, we presented two essential methods for causality search, which are a causality computation method with context dependent dynamics and a query construction method for a causality route search. We have implemented a search system for nonconformance information of an aerospace engineering fields and performed several experiments to show the effectiveness and the feasibility of our search method.

Our search method makes it possible to rank highly the documents that describe causes or effects in the context that specify the situation of occurring events. In our search method, to discover causes of some concerned events, we give context event words for specifying the causes, then the documents that describe cause events can be retrieved in the context. For studying effects, we give context event words to specify the effects so that we can retrieve the documents that describes effects according to each context. Also, we realize causality route
search by a query construction method that generates context tokens representing sequential
generations of causal events. A query consisted of the sequential context tokens makes it
possible to retrieve respectively set of documents related to each generation of causal events
from a query event.

As our future work, we will apply our method to a large scale set of document data and
perform quantitative evaluations.
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Abstract In this paper, we propose a method of automatic metadata extraction corresponding to impressions of the word’s sounds. Generally, a word and a phrase evoke various impressions. The impressions are evoked by not only the semantics of the word but also its sound. Especially, sounds of words are important to understand mutual emotion effectively in our communication. In order to realize search corresponding to the impression of words, it is important that we realize extraction function based on impressions for the sounds of arbitrary words. The correlation relationships between impressions and sounds in Japanese are indicated by this research called “Onso” which means the aspect of sound in Japanese. This method realizes extraction of metadata corresponding to impressions by the sound of the words utilizing the research of “Onso”. We can realize the semantic associative search for impression of the sounds of arbitrary words by applying this method.

1. Introduction

A large amount of media data have been distributed in wide-area networks. In this environment, it is a heavy workload for users to search or retrieve media data by only using logical information when we communicate with a computer. For this reason, methodology for retrieving media data corresponding to user’s impressions and reducing the workload turns out to be an important issue. One of the most important issues is how to extract the metadata corresponding to user’s impressions for media data automatically.

We target impressions of arbitrary words and phrases. Generally, a word and a phrase evoke various impressions. The impressions are evoked by not only the semantics of the word but also its sounds including in phonologic. Especially, the sounds of words are important
to understand mutual emotion effectively in our communication[1]. In order to search or retrieve media data corresponding to the impression of words, it’s important that we realize extraction function based on impressions for the sounds of arbitrary words. Assuming that we can realize an extraction method of metadata corresponding to impressions for the sounds of arbitrary words, we can realize an associative search by the impressions for the sounds of the words.

We have already proposed a semantic associative search method based on a mathematical model of meaning[2, 3]. This model is applied to extract semantically related words by giving context words. This model can measure the relation between each word, media data and so on.

In this paper, we propose a new method of automatic metadata extraction corresponding to impressions of the sounds of words. This method can extract metadata from arbitrary words corresponding to impressions by their sounds. The correlation relationships between impressions and sounds in Japanese are indicated by this research called “Onso”[1]. The “Onso” means the aspect of sound in Japanese. This method applies the “Onso”. This method realizes extraction of metadata corresponding to the “Onso” from words or phrases.

The realization of an integrative method for handling of heterogeneous media representing various information like “Onso” can be the first step of the efficient communication media corresponding to human’s Kansei. We can realize the semantic associative search for impressions of the sounds of words by applying this method. In addition, it’s possible to realize less demanding interface by this method. This method can realize new search function for media data from various perspectives.

2. Mathematical model of meaning

The mathematical model of meaning[2, 3] provides semantic functions for computing specific meanings of words which are used for retrieving media data unambiguously and dynamically. The main feature of this model is that the semantic associative search is performed in the orthogonal semantic space. For details, see references [2, 3].

The mathematical model of meaning consists of:

1. Creation of a metadata space \( M\Omega S \)

   Create an orthonormal space for mapping the media data represented by vectors (hereafter, this space is referred to as the metadata space \( M\Omega S \)). The specific procedure is shown below.

   Assume that \( m \) basic data and \( m \) feature vectors \( d_i (i = 1, \cdots, m) \), which enumerate \( n \) features \( (f_1, f_2, \cdots, f_n) \) for each basic data, are given. For given \( d_i \), the data matrix \( M(\text{Figure.1}) \) is defined as the \( m \times n \) matrix whose \( i \)-th row is \( d_i \). Then, each column of the matrix is normalized by the 2-norm in order to create the matrix \( M \).

   (a) The correlation matrix \( M^TM \) of \( M \) is computed, where \( M^T \) represents the transpose of \( M \).
The eigenvalue decomposition of $M^T M$ is computed.

$$M^T M = Q \begin{pmatrix} \lambda_1 & \cdots & \\ & \ddots & \\ & & \lambda_\nu \\ 0 & \cdots & 0 \end{pmatrix} Q^T,$$

where $0 \leq \nu \leq n$.

The orthogonal matrix $Q$ is defined by

$$Q = (q_1, q_2, \cdots, q_n)$$

where $q_i$’s are the normalized eigenvectors of $M^T M$. We call the eigenvectors “semantic elements” hereafter. Here, all the eigenvalues are real and all the eigenvectors are mutually orthogonal because the matrix $M^T M$ is symmetric.

(c) Defining the metadata space $\mathcal{MD}$

$$\mathcal{MD} := \text{span}(q_1, q_2, \cdots, q_\nu).$$

which is a linear space generated by linear combinations of $\{q_1, \cdots, q_\nu\}$. We note that $\{q_1, \cdots, q_\nu\}$ is an orthonormal basis of $\mathcal{MD}$.

2. Representation of media data in $n$-dimensional vectors

Each media data is represented in the $n$-dimensional vector whose elements correspond to $n$ features. The specific procedure is shown below.

A metadata for media data $P$ is represented in $r$ weighted impression words $o_1, o_2, \cdots, o_r$. These impression words are extracted from media-lexicon transformation operator shown in Section 3.1.

$$P = \{o_1, o_2, \cdots, o_r\}.$$

Each impression word is defined as an $n$ dimensional vector by using the same features as the features of the data matrix $M$.

$$o_i = (f_{i1}, f_{i2}, \cdots, f_{in})$$

The weighted impression words $o_1, o_2, \cdots, o_r$ are composed to form the media data vector, which is represented as an $n$ dimensional vector. The media data is represented as media data vector which is $n$ dimensional vector by using same features as the features of the data matrix $M$. 
3. Mapping a media data vector into the metadata space $MDS$

A media data vector which is represented in $n$-dimensional vectors is mapped into the metadata space $MDS$ by computing the Fourier expansion for a media data vector and semantic elements.

4. Semantic associative search

A set of all the projections from the metadata space $MDS$ to the invariant subspaces (eigenspaces) is defined. Each subspace represents a phase of meaning and it corresponds to a context. A subspace of the metadata space $MDS$ is selected according to the context. An association of a media data is measured in the selected subspace.

3. A method of automatic metadata extraction corresponding to the impression by sound of the words

In this section, we represent an implementation method of automatic metadata extraction corresponding to the impression by the sounds of words.

We have already proposed a media-lexicon transformation operator for media data[4]. This operator can extract metadata which represents the impression of media data as weighted words utilizing a research work done by an expert of a specific disciplinary area. This proposed method is realized by applying a framework of the media-lexicon transformation operator.

In section 3.1, we introduce a media-lexicon transformation operator. In section 3.2, we represent a new method of automatic metadata extraction corresponding to the impression by the sound of words.

3.1. A framework of media-lexicon transformation operator

In Figure 2, we show a framework of the media-lexicon transformation operator $ML$[4]. $ML$ is an operator which represents a relation between media data and some group of word sets given by a research work by an expert of a specific disciplinary area. The operator $ML$ is defined as

$$ML(Md): Md \mapsto Ws$$

where, $Md$ is an expression of media data and $Ws$ is a specific set of words or a collection of word sets usually with weights. The media data $Md$ is a specific expression of the media data usually in a digital format. The word set $Ws$ is selected by an expert to express impression of the specific media.

By this operator $ML$, we can search or retrieve the media data by arbitrary words issued as a query, using the mathematical model of meaning[2, 3] which relates any given words to certain word groups dependent on the given context.
3.2. A method of automatic metadata extraction corresponding to the impression by sound of words

In this section, we propose a method of automatic metadata extraction corresponding to the impression by sound of the words. This method utilizes “Onso”. The “Onso” show the correlation relationships between the impressions and the sounds of words. In section 3.2.1, we introduce the “Onso”. In section 3.2.2, we propose an implementation method of automatic metadata extraction corresponding to the impressions by the sounds of words.

3.2.1. Onso — Research of impression by sound of words

Kidooshi thought that the sounds of each word have a particular impression such as bright, dark, dull, and so on, and he called it “Onso”[1]. In his research, he thought that the sounds of each phoneme such as vowel and consonant have two elements, Brightness(B) and Hardness(H). He also thought that two elements of the articulation of each phoneme, point of articulation and manner of articulation, are related to the impression of words. He defined values of these elements in experiments on Japanese and summarized the relation between the kind of articulation of each phoneme and its value of B and H as shown in Table 1 and 2.

In addition, he summarized the relation of Onso to impression words. Some examples of Onso are shown in Table 3 and 4.
### Table 1: Properties of consonants

<table>
<thead>
<tr>
<th></th>
<th>Plosive</th>
<th>Fricative</th>
<th>Affricate</th>
<th>Nasal</th>
<th>Flap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>voiceless</td>
<td>voiced</td>
<td>voiceless</td>
<td>voiced</td>
<td>voiceless</td>
</tr>
<tr>
<td>Bilabial</td>
<td>p</td>
<td>b</td>
<td>f</td>
<td>w</td>
<td>m</td>
</tr>
<tr>
<td></td>
<td>+B2 H2</td>
<td>-B2 H2</td>
<td>B0 H0</td>
<td>-B1 H0</td>
<td></td>
</tr>
<tr>
<td>Dental</td>
<td>t</td>
<td>d</td>
<td>s</td>
<td>z</td>
<td>ñ</td>
</tr>
<tr>
<td></td>
<td>+B1 H2</td>
<td>-B2 H1</td>
<td>B0 H1</td>
<td>-B2 H1</td>
<td>+B2 H2</td>
</tr>
<tr>
<td></td>
<td>ñ</td>
<td>s</td>
<td>+B1 H2</td>
<td>-B1 H2</td>
<td>+B2 H2</td>
</tr>
<tr>
<td></td>
<td>j</td>
<td>j</td>
<td>+B1 H1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pharynx</td>
<td>k</td>
<td>g</td>
<td>h</td>
<td></td>
<td>η , N</td>
</tr>
<tr>
<td></td>
<td>+B1 H1</td>
<td>-B2 H1</td>
<td>B0 H0</td>
<td></td>
<td>B0 H0</td>
</tr>
</tbody>
</table>

### Table 2: Properties of vowels

<table>
<thead>
<tr>
<th></th>
<th>voiced</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td></td>
<td>B0 H0</td>
<td></td>
</tr>
<tr>
<td>i</td>
<td>+B1 H1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>u</td>
<td>-B1 H0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>B0 H0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>o</td>
<td>-B1 H0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: A part of individual properties

<table>
<thead>
<tr>
<th>Item of Onso</th>
<th>Impression words</th>
</tr>
</thead>
<tbody>
<tr>
<td>High hardness</td>
<td>flashy, urban, strong, modern</td>
</tr>
<tr>
<td>Bias of vowels</td>
<td>special, insecurity</td>
</tr>
<tr>
<td>Balance</td>
<td>calm, stable</td>
</tr>
<tr>
<td>Dullness</td>
<td>gracefulness, sedative</td>
</tr>
</tbody>
</table>

### Table 4: A part of anaphoric properties

<table>
<thead>
<tr>
<th>Item of Onso</th>
<th>Impression words</th>
</tr>
</thead>
<tbody>
<tr>
<td>(phoneme) i + I + s(J)</td>
<td>fresh, stable, modern, floridness male</td>
</tr>
<tr>
<td>Syllabic n + Long vowel</td>
<td></td>
</tr>
<tr>
<td>High Hardness + Voiceless vowel</td>
<td></td>
</tr>
</tbody>
</table>
3.2.2. **An implementation of automatic metadata extraction method corresponding to the impression by sound of the words**

In this section, we propose an implementation of automatic metadata extraction method corresponding to the impression by sound of the words. This method consists of following three steps.

**Step1:** Representation of the input word in sound element vector

As Kidooshi has shown in his research, each sound of words has several properties such as brightness, hardness, rhythm, pronunciation, and so on. The impression of a word is evoked from combinations of these properties.

In this step, we set 37 properties shown in Table 5. The input word is characterized by 37 parameters of these properties and the sound element vector $w_{in}$ is created.

$$w_{in} = (p_1, p_2, \ldots, p_{37})^T$$

**Step2:** Creation of transformation matrix from the word to impression words

As shown in Table 3 and 4, the relation between the sounds of the words and its impressions is defined. There are 50 items of Onso, and each of them can be represented as a 37-dimensional vector by 37 parameters set in Step1. Table 6 and 7 show the relation between 50 items of Onso and 37 parameters. By these tables, the transformation matrix $T_1$ is created. The $n$-th row of $T_1$ is the $n$-th item of Onso.

$$c_n = (p_{n1}, p_{n2}, \ldots, p_{n37})$$

where $p_{nk}$ is a relation of the $n$-th item of Onso to the $k$-th parameter. $p_{nk}$ is determined as follows:

- In the case where the $n$-th item of Onso is related to the $k$-th parameter, $p_{nk}$ is given “1”.
- In the case where the $n$-th item of Onso is not related to the $k$-th parameter, $p_{nk}$ is given “0”.

The transformation matrix $T_1$ shown as Figure 3 is created by $c_n$.

$$T_1 = \begin{bmatrix} c_1 \\ c_2 \\ \vdots \\ c_{50} \end{bmatrix}$$

In addition, the relation between each impression word and items of Onso can be extracted as shown in Table 8. The matrix $T_2$ is created from Table 8 and represents the relations between 57 impression words and each item of Onso. The $n$-th row of $T_2$ is the $n$-th item of Onso.

$$f_l = (c_{1l}, c_{2l}, \ldots, c_{50l})$$

where $c_{mk}$ is a relation of the $l$-th impression word to the $m$-th item of Onso. $c_{lm}$ is determined as follows:
Table 5: 37 properties for the sound element vector \( w_{sv} \)

<table>
<thead>
<tr>
<th>ID</th>
<th>Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>positive value of total brightness</td>
</tr>
<tr>
<td>2</td>
<td>negative value of total brightness</td>
</tr>
<tr>
<td>3</td>
<td>extra high value of total brightness</td>
</tr>
<tr>
<td>4</td>
<td>heavy use of voiced sounds</td>
</tr>
<tr>
<td>5</td>
<td>heavy use of voiceless sounds</td>
</tr>
<tr>
<td>6</td>
<td>Junsetsu-Haku (only having morae whose brightness of consonant and vowel are the same sign)</td>
</tr>
<tr>
<td>7</td>
<td>Gyakusetsu-Haku (having one or more morae whose brightness of consonant and vowel are opposite sign)</td>
</tr>
<tr>
<td>8</td>
<td>rhythm</td>
</tr>
<tr>
<td>9</td>
<td>voiceless vowel</td>
</tr>
<tr>
<td>10</td>
<td>high value of total hardness</td>
</tr>
<tr>
<td>11</td>
<td>heavy use of mora having positive phonetic values</td>
</tr>
<tr>
<td>12</td>
<td>flat phonetic value of each mora</td>
</tr>
<tr>
<td>13</td>
<td>small number of mora</td>
</tr>
<tr>
<td>14</td>
<td>uneven distribution of voiced (or voiceless) sound</td>
</tr>
<tr>
<td>15</td>
<td>uneven distribution of vowel</td>
</tr>
<tr>
<td>16</td>
<td>hard to pronounce for many Japanese</td>
</tr>
<tr>
<td>17</td>
<td>heavy use of the kind of articulations</td>
</tr>
<tr>
<td>18</td>
<td>low frequency of use of the kind of articulations</td>
</tr>
<tr>
<td>19</td>
<td>R (long vowel)</td>
</tr>
<tr>
<td>20</td>
<td>Q (double or long consonant)</td>
</tr>
<tr>
<td>21</td>
<td>N (syllabic n)</td>
</tr>
<tr>
<td>22</td>
<td>balance</td>
</tr>
<tr>
<td>23</td>
<td>voiced consonant</td>
</tr>
<tr>
<td>24</td>
<td>number of the vowel “i”</td>
</tr>
<tr>
<td>25</td>
<td>syllable repetition</td>
</tr>
<tr>
<td>26</td>
<td>(phoneme) “k” + “s”</td>
</tr>
<tr>
<td>27</td>
<td>(phoneme) “i” + “i” + “s”</td>
</tr>
<tr>
<td>28</td>
<td>(phoneme) “p” + “f”</td>
</tr>
<tr>
<td>29</td>
<td>N + R</td>
</tr>
<tr>
<td>30</td>
<td>low value of total hardness</td>
</tr>
<tr>
<td>31</td>
<td>number of mora having high value of hardness</td>
</tr>
<tr>
<td>32</td>
<td>negative value of brightness and low value of hardness</td>
</tr>
<tr>
<td>33</td>
<td>voiceless plosive</td>
</tr>
<tr>
<td>34</td>
<td>N or R</td>
</tr>
<tr>
<td>35</td>
<td>extra high value of total hardness</td>
</tr>
<tr>
<td>36</td>
<td>high value of total brightness</td>
</tr>
<tr>
<td>37</td>
<td>balance in the position of vowels</td>
</tr>
</tbody>
</table>
Table 6: Individual properties

<table>
<thead>
<tr>
<th>ID</th>
<th>Properties (shown in Table 5)</th>
<th>Impression words</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>activity, bright, modern, simple, young</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>chic, dark, graceful</td>
</tr>
<tr>
<td>3</td>
<td>3, 35</td>
<td>abnormal, particular</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>blues, calm, closure, dark</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>bright, light, light-sound, modern, simple</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>bright, florid, light, obedience</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>calm, depth, elegant, luxurious, strange</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>light, rhythm, stable</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>fresh, light, light-sound, male, modern</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>emphasis, florid, modern, sophisticated, strong</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>florid, modern, real, simple, strong</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>composure, non-individuality, stable</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>easy, light, strike</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>fickleness, monomania, particular</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>fickleness, monomania, particular</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>fickleness, monomania, particular</td>
</tr>
<tr>
<td>17</td>
<td>17</td>
<td>activity, florid, gaiety, modern, simple</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>abnormal, closure, individuality, particular</td>
</tr>
<tr>
<td>19</td>
<td>19</td>
<td>stable</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>tense</td>
</tr>
<tr>
<td>21</td>
<td>21</td>
<td>stable</td>
</tr>
<tr>
<td>22</td>
<td>22, 37</td>
<td>calm, stable</td>
</tr>
<tr>
<td>23</td>
<td>23</td>
<td>assuagement, blues, elegant, stateliness</td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>abnormal, particular</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>baby, humour, simple</td>
</tr>
</tbody>
</table>

- In the case where the \( l \)-th impression word is extracted from the \( m \)-th item of Onso, \( c_{lm} \) is given "1".
- In the case where the \( l \)-th impression word is not extracted from the \( m \)-th item of Onso, \( c_{lm} \) is given "0".

The transformation matrix \( T_2 \) shown as Figure 4 is created by \( f_i \).

\[
T_2 = \begin{pmatrix} f_1 \\ f_2 \\ \vdots \\ f_{57} \end{pmatrix}
\]

**Step3:** Extraction of metadata represented in impression words for the input word

By the matrix operation, a metadata corresponding to the impression by the sounds of the input word is automatically extracted and weighted appropriately.

\[
w_{out} = T_2 T_1 w_{in} = (w_1, w_2, \ldots, w_{57})^T
\]
### Table 7: Anaphoric properties

<table>
<thead>
<tr>
<th>ID</th>
<th>Properties (shown in Table 5)</th>
<th>Impression words</th>
</tr>
</thead>
<tbody>
<tr>
<td>26</td>
<td>26</td>
<td>male</td>
</tr>
<tr>
<td>27</td>
<td>27</td>
<td>fresh</td>
</tr>
<tr>
<td>28</td>
<td>28</td>
<td>simple</td>
</tr>
<tr>
<td>29</td>
<td>29</td>
<td>modern, stable</td>
</tr>
<tr>
<td>30</td>
<td>6, 18</td>
<td>abnormal, disincentive, monomania</td>
</tr>
<tr>
<td>31</td>
<td>9, 18</td>
<td>aestheticism, male, parnassian, self-assertiveness</td>
</tr>
<tr>
<td>32</td>
<td>9, 17</td>
<td>activity, light-sound, modern</td>
</tr>
<tr>
<td>33</td>
<td>6, 17</td>
<td>bright, florid, fresh, light, obedience</td>
</tr>
<tr>
<td>34</td>
<td>6, 10, 36</td>
<td>versatile</td>
</tr>
<tr>
<td>35</td>
<td>9, 10</td>
<td>male</td>
</tr>
<tr>
<td>36</td>
<td>7, 30</td>
<td>calm, depth, elegant</td>
</tr>
<tr>
<td>37</td>
<td>1, 9, 31</td>
<td>bright, florid, light, simple, young</td>
</tr>
<tr>
<td>38</td>
<td>4, 7, 32</td>
<td>clemency, literature, silence</td>
</tr>
<tr>
<td>39</td>
<td>2, 4, 30, 36</td>
<td>calm, graceful, insidious</td>
</tr>
<tr>
<td>40</td>
<td>23, 33, 34</td>
<td>sophisticated</td>
</tr>
<tr>
<td>41</td>
<td>2, 9, 17</td>
<td>intellectual, modern</td>
</tr>
<tr>
<td>42</td>
<td>9, 17</td>
<td>floridness, modern</td>
</tr>
<tr>
<td>43</td>
<td>4, 18</td>
<td>blues</td>
</tr>
<tr>
<td>44</td>
<td>2, 18, 30</td>
<td>blues, insidious, stable</td>
</tr>
<tr>
<td>45</td>
<td>7, 18, 30</td>
<td>intellectual, sagacity, stable</td>
</tr>
<tr>
<td>46</td>
<td>7, 10</td>
<td>individuality, modern, sophisticated</td>
</tr>
<tr>
<td>47</td>
<td>9, 31, 33</td>
<td>inclemency, pain</td>
</tr>
<tr>
<td>48</td>
<td>17, 30</td>
<td>bright, gaiety, modern</td>
</tr>
<tr>
<td>49</td>
<td>2, 7, 36</td>
<td>cultural, elegant, literature</td>
</tr>
<tr>
<td>50</td>
<td>10, 18</td>
<td>abnormal, particular, self-assertiveness</td>
</tr>
</tbody>
</table>

![Figure 3: Representation of the matrix $T_1$](image)

![Figure 4: Representation of the matrix $T_2$](image)
Table 8: Relations between impression words and Onso

<table>
<thead>
<tr>
<th>ID</th>
<th>Word</th>
<th>Onso</th>
<th>ID</th>
<th>Word</th>
<th>Onso</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>abnormal</td>
<td>3, 18, 24, 30, 50</td>
<td>20</td>
<td>fickleness</td>
<td>14, 15, 16</td>
</tr>
<tr>
<td>2</td>
<td>activity</td>
<td>1, 17, 32</td>
<td>21</td>
<td>florid</td>
<td>6, 10, 11, 17, 33, 37</td>
</tr>
<tr>
<td>3</td>
<td>aestheticism</td>
<td>31</td>
<td>22</td>
<td>floridness</td>
<td>42</td>
</tr>
<tr>
<td>4</td>
<td>assuagement</td>
<td>23</td>
<td>23</td>
<td>fresh</td>
<td>9, 27, 33</td>
</tr>
<tr>
<td>5</td>
<td>baby</td>
<td>25</td>
<td>24</td>
<td>gaiety</td>
<td>17, 48</td>
</tr>
<tr>
<td>6</td>
<td>blues</td>
<td>4, 23, 43, 44</td>
<td>25</td>
<td>graceful</td>
<td>2, 39</td>
</tr>
<tr>
<td>7</td>
<td>bright</td>
<td>1, 5, 6, 33, 37, 48</td>
<td>26</td>
<td>humour</td>
<td>25</td>
</tr>
<tr>
<td>8</td>
<td>calm</td>
<td>4, 7, 22, 36, 39</td>
<td>27</td>
<td>inclemency</td>
<td>47</td>
</tr>
<tr>
<td>9</td>
<td>chic</td>
<td>2</td>
<td>28</td>
<td>individuality</td>
<td>18, 46</td>
</tr>
<tr>
<td>10</td>
<td>clemency</td>
<td>38</td>
<td>29</td>
<td>insidious</td>
<td>39, 44</td>
</tr>
<tr>
<td>11</td>
<td>closure</td>
<td>4, 18</td>
<td>30</td>
<td>intellectual</td>
<td>41, 45</td>
</tr>
<tr>
<td>12</td>
<td>composure</td>
<td>12</td>
<td>31</td>
<td>light</td>
<td>5, 6, 8, 9, 13, 33, 37</td>
</tr>
<tr>
<td>13</td>
<td>cultural</td>
<td>49</td>
<td>32</td>
<td>light sound</td>
<td>5, 9, 32</td>
</tr>
<tr>
<td>14</td>
<td>dark</td>
<td>2, 4</td>
<td>33</td>
<td>literature</td>
<td>38, 49</td>
</tr>
<tr>
<td>15</td>
<td>depth</td>
<td>7, 36</td>
<td>34</td>
<td>luxurious</td>
<td>7</td>
</tr>
<tr>
<td>16</td>
<td>disincentive</td>
<td>30</td>
<td>35</td>
<td>male</td>
<td>8, 26, 31, 35</td>
</tr>
<tr>
<td>17</td>
<td>easy</td>
<td>13</td>
<td>36</td>
<td>modern</td>
<td>1, 5, 9, 10, 11, 17, 29, 32, 41, 42, 46, 48</td>
</tr>
<tr>
<td>18</td>
<td>elegant</td>
<td>7, 23, 36, 49</td>
<td>37</td>
<td>monomania</td>
<td>14, 15, 16, 30</td>
</tr>
<tr>
<td>19</td>
<td>emphasis</td>
<td>10</td>
<td>38</td>
<td>non-individuality</td>
<td>12</td>
</tr>
<tr>
<td>20</td>
<td>fickleness</td>
<td>14, 15, 16</td>
<td>39</td>
<td>obedience</td>
<td>6, 33</td>
</tr>
<tr>
<td>21</td>
<td>florid</td>
<td>6, 10, 11, 17, 33, 37</td>
<td>40</td>
<td>pain</td>
<td>47</td>
</tr>
<tr>
<td>22</td>
<td>floridness</td>
<td>42</td>
<td>41</td>
<td>parnassian</td>
<td>31</td>
</tr>
<tr>
<td>23</td>
<td>fresh</td>
<td>9, 27, 33</td>
<td>42</td>
<td>particular</td>
<td>3, 14, 15, 16, 18, 24, 50</td>
</tr>
<tr>
<td>24</td>
<td>gaiety</td>
<td>17, 48</td>
<td>43</td>
<td>real</td>
<td>11</td>
</tr>
<tr>
<td>25</td>
<td>graceful</td>
<td>2, 39</td>
<td>44</td>
<td>rhythm</td>
<td>8</td>
</tr>
<tr>
<td>26</td>
<td>humour</td>
<td>25</td>
<td>45</td>
<td>sagacity</td>
<td>45</td>
</tr>
<tr>
<td>27</td>
<td>inclemency</td>
<td>47</td>
<td>46</td>
<td>self-assertiveness</td>
<td>31, 50</td>
</tr>
<tr>
<td>28</td>
<td>individuality</td>
<td>18, 46</td>
<td>47</td>
<td>silence</td>
<td>38</td>
</tr>
<tr>
<td>29</td>
<td>insidious</td>
<td>39, 44</td>
<td>48</td>
<td>simple</td>
<td>1, 5, 11, 17, 25, 28, 37</td>
</tr>
<tr>
<td>30</td>
<td>intellectual</td>
<td>41, 45</td>
<td>49</td>
<td>sophisticated</td>
<td>10, 40, 46</td>
</tr>
<tr>
<td>31</td>
<td>light</td>
<td>5, 6, 8, 9, 13, 33, 37</td>
<td>50</td>
<td>stable</td>
<td>8, 12, 19, 21, 22, 29, 44, 45</td>
</tr>
<tr>
<td>32</td>
<td>light sound</td>
<td>5, 9, 32</td>
<td>51</td>
<td>stateliness</td>
<td>23</td>
</tr>
<tr>
<td>33</td>
<td>literature</td>
<td>38, 49</td>
<td>52</td>
<td>strange</td>
<td>7</td>
</tr>
<tr>
<td>34</td>
<td>luxurious</td>
<td>7</td>
<td>53</td>
<td>strike</td>
<td>13</td>
</tr>
<tr>
<td>35</td>
<td>male</td>
<td>8, 26, 31, 35</td>
<td>54</td>
<td>strong</td>
<td>10, 11</td>
</tr>
<tr>
<td>36</td>
<td>modern</td>
<td>1, 5, 9, 10, 11, 17, 29, 32, 41, 42, 46, 48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>monomania</td>
<td>14, 15, 16, 30</td>
<td>55</td>
<td>tense</td>
<td>20</td>
</tr>
<tr>
<td>38</td>
<td>non-individuality</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>obedience</td>
<td>6, 33</td>
<td>56</td>
<td>versatile</td>
<td>34</td>
</tr>
<tr>
<td>40</td>
<td>pain</td>
<td>47</td>
<td>57</td>
<td>young</td>
<td>1, 37</td>
</tr>
</tbody>
</table>
where $w_n$ is a weight of the impression word $f_n$.

4. Experiments

In this section, we show some experimental results. In section 4.3, we extract the impression by sound of the word and show some examples. In section 4.4, we apply the proposed method for retrieval candidate media data. Then we perform the semantic associative search to show the effectiveness of our method. And in section 4.5, we show the relations of recall and precision rate of the proposed method.

4.1. Experimental environment

To create metadata space $MDS$, we used the English-English dictionary *Longman Dictionary of Contemporary English*. This dictionary uses only approximately 2000 basic words to explain approximately 56,000 head-words. We created the data matrix $M$ in Section 2 by treating basic words as features and setting the element corresponding to a basic word to “1” when the basic word explaining a head-word had been used for an affirmative meaning, setting it to “-1” when the basic word had been used for a negative meaning, setting it to “0” when the basic word was not used, and setting it to “1” when the head-word itself was a basic word. In this way, we generated the metadata space $MDS$, which is an orthonormal space of approximately 2000-dimensions. This space can express $2^{2000}$ different phases of the meaning.

4.2. Experiment 1 & 2

In these experiments, we picked up 10 brand names. We set these words as retrieval candidates and their metadata extracted by the proposed method. And then we performed the semantic associative search with some keywords as our impressions.

4.3. Experimental results 1

In this experiment, we show what impression words extracted from the input word by the proposed method. In each case, we show some examples of extracted words which have large weight or describe the concept of the input word well.

Table 9, 10 and 11 show 10 impression words extracted from the name “Adidas”, “Bridgestone” and “Head”. According to these results, we see that many Japanese have elegant, special, modern, and sophisticated images of these 3 brands. These images seem to be common images of many brand names.

But there are some differences between them. Many Japanese think that one of the strongest impression on the name “Adidas” is “assertive”. In the case of “Bridgestone”, it
Table 9: Experimental result (input word: “Adidas”)

<table>
<thead>
<tr>
<th>Weight</th>
<th>Impression word</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.000000</td>
<td>particular</td>
</tr>
<tr>
<td>4.666667</td>
<td>modern</td>
</tr>
<tr>
<td>4.500000</td>
<td>abnormal</td>
</tr>
<tr>
<td>3.500000</td>
<td>elegant</td>
</tr>
<tr>
<td>3.000000</td>
<td>male</td>
</tr>
<tr>
<td>3.000000</td>
<td>calm</td>
</tr>
<tr>
<td>2.333333</td>
<td>stable</td>
</tr>
<tr>
<td>2.333333</td>
<td>sophisticated</td>
</tr>
<tr>
<td>2.166667</td>
<td>blues</td>
</tr>
<tr>
<td>2.000000</td>
<td>self-assertiveness</td>
</tr>
</tbody>
</table>

Table 10: Experimental result (input word: “Bridgestone”)

<table>
<thead>
<tr>
<th>Weight</th>
<th>Impression word</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.500000</td>
<td>modern</td>
</tr>
<tr>
<td>3.166667</td>
<td>florid</td>
</tr>
<tr>
<td>3.166667</td>
<td>elegant</td>
</tr>
<tr>
<td>3.000000</td>
<td>sophisticated</td>
</tr>
<tr>
<td>3.000000</td>
<td>particular</td>
</tr>
<tr>
<td>2.750000</td>
<td>calm</td>
</tr>
<tr>
<td>2.666667</td>
<td>stable</td>
</tr>
<tr>
<td>2.500000</td>
<td>male</td>
</tr>
<tr>
<td>2.166667</td>
<td>light</td>
</tr>
<tr>
<td>2.000000</td>
<td>light sound</td>
</tr>
</tbody>
</table>

is “modern” or “sophisticated”, and in the case of “Head”, it is “light”, “obedient” or “graceful”. These results show that the proposed method can extract impression words from the input word.

4.4. Experimental results 2

In this section, we apply the proposed method for 10 words and use them for the candidate media data. Then we perform a semantic associative search and show some experimental results. The experimental results are shown in Table 12, 13 and 14.

The case of “light” is shown in Table 12. In this case, high ranked words have large weights for the impression words “light” and “bright” like “Head” (see Table 11).

The case of “peace” is shown in Table 13. In this case, high ranked words have large weights for the impression words “calm” and “stable”. Actually, the name “Wilson”, “Yonex” and “Bridgestone”, which are ranked in the top 3 of this result, are given large weights for these impression words.

The case of “special” is shown in Table 14. In this case, high ranked words are thought to have impressions which are far removed from dairy life. The words ranked high in Table 14 have large weights for the impression words like “particular” or “abnormal”.

Table 11: Experimental result (input word: “Head”)

<table>
<thead>
<tr>
<th>Weight</th>
<th>Impression word</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.833333</td>
<td>light</td>
</tr>
<tr>
<td>2.833333</td>
<td>florid</td>
</tr>
<tr>
<td>2.000000</td>
<td>abnormal</td>
</tr>
<tr>
<td>1.833333</td>
<td>sophisticated</td>
</tr>
<tr>
<td>1.833333</td>
<td>modern</td>
</tr>
<tr>
<td>1.833333</td>
<td>bright</td>
</tr>
<tr>
<td>1.666667</td>
<td>elegant</td>
</tr>
<tr>
<td>1.500000</td>
<td>particular</td>
</tr>
<tr>
<td>1.500000</td>
<td>obedience</td>
</tr>
<tr>
<td>1.500000</td>
<td>graceful</td>
</tr>
</tbody>
</table>

Table 12: Experimental result (context: light)

<table>
<thead>
<tr>
<th>Brand name</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head</td>
<td>0.221386</td>
</tr>
<tr>
<td>Yonex</td>
<td>0.217807</td>
</tr>
<tr>
<td>Nike</td>
<td>0.215991</td>
</tr>
<tr>
<td>Prince</td>
<td>0.213298</td>
</tr>
<tr>
<td>Dunlop</td>
<td>0.209775</td>
</tr>
<tr>
<td>Lacoste</td>
<td>0.208246</td>
</tr>
<tr>
<td>Bridgestone</td>
<td>0.206043</td>
</tr>
<tr>
<td>Adidas</td>
<td>0.194181</td>
</tr>
<tr>
<td>Wilson</td>
<td>0.193632</td>
</tr>
<tr>
<td>Babolat</td>
<td>0.193059</td>
</tr>
</tbody>
</table>

These experimental results have shown the feasibility of our method. However, we don’t apply all pattern of evaluating the impression by sound of the words. Improvement of the evaluation is a future work.

4.5. Experiment 3

In this section, we show about recall rate and precision rate of the proposed method. In this experiment, we picked up 100 Japanese words. All words are the name of products which appear in the reference[1] and a website[6]. As the contexts, we set impression words that users would use, and as the correct answers for each context, we set 20 candidate words having larger weight of 2 impression words related to the context words. The contexts and correct answers are shown in Table 15. Then we performed the semantic associative search for each of contexts.
Table 13: Experimental result (context: peace)

<table>
<thead>
<tr>
<th>Brand name</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wilson</td>
<td>0.182243</td>
</tr>
<tr>
<td>Yonex</td>
<td>0.177412</td>
</tr>
<tr>
<td>Bridgestone</td>
<td>0.176190</td>
</tr>
<tr>
<td>Lacoste</td>
<td>0.174605</td>
</tr>
<tr>
<td>Adidas</td>
<td>0.173899</td>
</tr>
<tr>
<td>Dunlop</td>
<td>0.173500</td>
</tr>
<tr>
<td>Prince</td>
<td>0.172630</td>
</tr>
<tr>
<td>Nike</td>
<td>0.168987</td>
</tr>
<tr>
<td>Babolat</td>
<td>0.162705</td>
</tr>
<tr>
<td>Head</td>
<td>0.161011</td>
</tr>
</tbody>
</table>

Table 14: Experimental result (context: special)

<table>
<thead>
<tr>
<th>Brand name</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adidas</td>
<td>0.302984</td>
</tr>
<tr>
<td>Bridgestone</td>
<td>0.291777</td>
</tr>
<tr>
<td>Wilson</td>
<td>0.287877</td>
</tr>
<tr>
<td>Lacoste</td>
<td>0.282357</td>
</tr>
<tr>
<td>Dunlop</td>
<td>0.279992</td>
</tr>
<tr>
<td>Prince</td>
<td>0.277618</td>
</tr>
<tr>
<td>Yonex</td>
<td>0.277404</td>
</tr>
<tr>
<td>Head</td>
<td>0.272655</td>
</tr>
<tr>
<td>Nike</td>
<td>0.269173</td>
</tr>
<tr>
<td>Babolat</td>
<td>0.265064</td>
</tr>
</tbody>
</table>

Table 15: Contexts and correct answers used in Experiment 3

<table>
<thead>
<tr>
<th>Context</th>
<th>Correct answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>plain powerful</td>
<td>20 words having large weight in the impression words “simple” and “strong”</td>
</tr>
<tr>
<td>beautiful nice</td>
<td>20 words having large weight in the impression words “elegant” and “graceful”</td>
</tr>
</tbody>
</table>
The results of each context are shown in Figure 5. In the case of “plain powerful”, precision rates for every recall rate are very high. However, in the case of “beautiful nice”, precision values are low. We think this is because there are some impression words extracted from many words and they tend to have a similar value of weight in many words. For example, many products are required to have positive images like “bright” or “elegant”.

These experimental results show the effectiveness of the proposed method for extracting metadata corresponding to user’s impressions from the sounds of arbitrary words.

4.6. Experimental results 3

In this paper, we proposed a method of an automatic metadata extraction corresponding to the impression by sound of the words. This method can realize the semantic associative search by impressions evoked by the sound of arbitrary words. It’s possible to realize less demanding interface by this method. This method can realize a new search function for media data from various perspectives.

As our future work, we will realize a learning mechanism according to individual variation. We will also consider analytical evaluation and verification by the specialist. Furthermore, we will apply this method to various search systems for existing media data.
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Introduction

Basic definitions as were defined by Workflow Management Coalition are introduced at the beginning of this paper to clarify what is the difference between Business Process, Process Model, Workflow, and Workflow Management System:

- **Business Process**: A set of one or more linked procedures or activities which collectively realize a business objective or policy goal, normally within the context of an organizational structure defining functional roles and relationships.

- **Business Process Model**: The representation of a business process in a form that supports automated manipulation, such as modeling, or enactment by a workflow management system. The process definition consists of a network of activities and their relationships, criteria to indicate the start and termination of the process, and information about the individual activities, such as participants, associated IT applications and data, etc.
Workflow: The automation of a business process, in whole or part, during which documents, information or tasks are passed from one participant to another for action, according to a set of procedural rules.

Workflow Management System: A system that defines, creates and manages the execution of workflows through the use of software, running on one or more workflow engines, which is able to interpret the process definition, interact with workflow participants and, where required, invoke the use of IT tools and applications.

Underlying concepts that are used for process modeling usually include or combine three following basic descriptive views (Christie 1995):

- **Functional View.** The functional view is focused on activities as well as on entities that flow into and out of these activities. This view is often expressed by Data Flow Diagrams (DeMarco 1979).

- **Behavioral View.** The behavioral view is focused on when and/or under what conditions activities are performed. This aspect of the process model is often based on various kinds of State Diagrams or Interaction Diagrams. More sophisticated approaches based on the theory of Petri Nets are convenient for systems that may exhibit asynchronous and concurrent activities (Peterson 1977). The behavioral view captures the control aspect of the process model. It means that the direction of the process is defined on current state of the system and event that occurs.

- **Structural View.** The structural view is focused on the static aspect of the process. It captures objects that are manipulated and used by a process as well as the relationships that exist among them. These models are often based on the Entity-Relation Diagrams or any of the Object Diagrams that are used by the various kind of Object Oriented Methods.

Each process modeling technique uses some of these three views to model and define the process. For example, STATEMATE (Harel 1990) covers the traditional “who, what, where, when and how” of the process based on activity, state and module charts, while the IDEF0 (Ross 1985) technique employs a data flow perspective to define process. The large number of Object Oriented Methods employ the above mentioned aspects, as well. For example the specification of Unified Modeling Language (UML) contains extension for business modeling.
1. Business Process Studio

Business Process Studio is the software system that implements method for modeling called BPM (Business Process Modeling).

1.1 BPM Method

The BPM method can be characterized as follows:

- BPM is a formalized and visual modeling tool. Formalization is employed to model a process uniquely and precisely enough to use a built model for simulation and control without any change. Visual approach enables to increase modeling capabilities and clarity to make all necessary communications easier.
- BPM enables structural analysis of the process and visual simulation of the process dynamics.
- BPM uses concurrency of process activities execution as a primary focus.

BPM builds three different kinds of models for each process that is being captured (Fig.1):

![Fig. 1: Three Aspects of BPM](image)

The main aim of the functional model is an identification of the business process architecture, as well as the identification of process customers and products. It means to find an answer to questions what processes are employed by an organization and what is their structure.

From this point of view, the method defines two types of relationships between processes - containment and collaboration. The first one is used to identify sub-processes, while the second one shows a possibility of concurrent existence of two or more processes. The containment relationship should not be understood as a part-of or consists-of relationship. It means, that a process just launches contained process and finishes it when the required products are obtained. However, such contained process can be used by another process in the same manner and therefore, it cannot be just a part of the first one. A simple example of a Car sale process can be captured by a functional model of BPM as follows (Fig.2):
Customer who requires a car can be either unsatisfied or can get a Car in this process (process customer and its alternative products are specified by icons and corresponding arrows). The car sale process contains two sub-processes Financing and Car Delivery that have to collaborate (car cannot be delivered until it is financed, bank needs a documentation of a car etc.). The owner of the process as a whole is the Salesman.

Object model identifies static structure of all entities (objects) that are essential for the enactment of the process. In other words, the answer to the question by whom and what the process is realized is searched. This model tries to capture all active objects responsible for an execution of activities and passive objects that can be understood as material, products or documents that are manipulated by the process. All these objects have a set of attributes associated. The notation used for this sort of models is similar to notation used by typical object-oriented method except that active and passive objects are represented by different icons to distinguish them. Object models are created for every process identified during the functional modeling. In our example of the car sale it means, that object model for sub-process of Financing can look as follows (Fig.3).
Coordination model is based on previous two models and its goal is to show how the process will be enacted. The coordination model specifies interactions among objects (active and/or passive) and defines the way how all these activities are synchronized based on principles used in Petri Net. The coordination view is the most important because it enables to define the execution order of all activities, including conditions for their potential concurrency. It means that the correct order is defined, as well as sharing of used resources. Each activity can have more than one scenario with the duration time and costs associated to provide necessary information for the analysis. Based on the architecture definition captured in a functional model, the “primitive” activities are accompanied by sub-processes icons that can be refined further into more detailed collaboration models again. Example of car sale demonstrates the above mentioned on the figure (Fig.4).

The process starts with an activity Car Selection. This activity requires presence of active objects Customer and Salesman as a condition for its execution. Based on applied scenario the appropriate output is selected. In this case, the first scenario represents a situation where the Customer found a car and together with an obtained Order they continue to the sub-process Financing. In the same time (concurrently) Salesman is “moved” with the Order toward activity Car Ordering (car can be in a showroom or it must be obtained from a store or manufacturer). The second scenario reflects a situation when the Customer does not find what she/he wants. The sub-process Financing is elaborated in a similar way. In a case of success, the financed Customer continues to the sub-process Car delivery where the Car is physically delivered.
2. Process analysis

The specified process models serve as a basis for testing and analysis. The analysis is based on a discovery of both structural and behavioural properties. The first kind of properties is encoded in the model itself while the second one is obtained from the process model via its simulation.

2.1 Structural Analysis

The structural properties that can be obtained from the built model can be classified according to process elements used in the specification of the process (Table 1):
### Table 1: Structural Properties

<table>
<thead>
<tr>
<th>Element</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process</td>
<td>• What activities define the process</td>
</tr>
<tr>
<td></td>
<td>• Who is an owner of the process</td>
</tr>
<tr>
<td>Active Object</td>
<td>• What activities and processes the active object participates in</td>
</tr>
<tr>
<td></td>
<td>• What processes active object owns</td>
</tr>
<tr>
<td></td>
<td>• What activities is active object responsible for</td>
</tr>
<tr>
<td>Passive Object</td>
<td>• What activities and processes manipulate, consume or produce the passive object</td>
</tr>
<tr>
<td>Activity</td>
<td>• What process contains the activity</td>
</tr>
</tbody>
</table>

#### 2.2 Simulation

The analysis based on a process simulation verifies model and provides user with the information on how long it takes to get from the initial request to the final product and what are the process costs. The input places of an activity represented by active and/or passive objects must be marked (charged) to enable execution of this activity. All enabled activities are executed concurrently. When the activity is finished the output places (objects) are charged according to used scenario (Fig.5):

![Simulation of the Process](image)

In this case, the scenario #1 of the activity *Car Selection* was used and thus only appropriate output objects were charged. The implementation environment of BPM method makes a very small difference between simulation and coordination diagram.
The only difference is coloring of activities to distinguish between modeling and simulation stage and label associated with activity that shows which scenario will be used in activity execution.

3. Instantiating Process Model to Workflow

A process enactment is closely related to the process instance. If the process model describes how the process should look then the process instance represents real computerized process - workflow. The analogy with a class and its objects (instances of class) from object oriented world is perfectly valid here. In the implementation environment of BPM it means that the first step is to select the process model which is instantiated automatically. Resulting diagram has absolutely the same look as the simulation diagram. The only remaining task for user is to define instances of active and passive objects participating in this process enactment (Fig.6).

![Fig. 6: Process Instantiation – Mapping of instances to real life entities](image)

The engine responsible for the workflow execution employs the same rules that are used in the simulation phase. The only difference is that a computer does not simulate the time of process enactment. Time is real in the process enactment. The workflow engine executes code of activities designed as automatic as well as it distributes human-based activities to resources (actors) that are responsible for their realization. This enactment can be roughly described by the following algorithm:

1. Scan all activities
2. If there is an enabled activity (all input places are charged) schedule it for execution.
3. Automatic activities that does not require human interaction are executed in a parallel thread.
4. Human-based activities are displayed with appropriate directions in the task list of the actor. Actor registers the activity as started and finished based on how the activity is realized.
5. When the activity is finished all output places are charged with instances of a given type.
6. Go back to the first step.

From the point of view how the activities are executed we can distinguish between three kinds of activities:

- **Manual** – pure human based. No computer resources are needed. The human resource executes the activity based on directions associated with it. Instances of passive objects are available. For example, in the above mentioned activity Car Ordering the instance of object Order is available. This instances describes what car has to be order.

- **Semi-Automatic** – human activity is supported by an external application. The activity has associated not just directions but also the code that is executed by the actor. This code migrates to the actor’s computer where it is executed using instances associated with the activity. For example, the activity Car Selection uses the application that searches in a database of car manufacturer. The list of available models is displayed to the Salesman and Customer.

- **Automatic** – pure computer based. No human resources are needed. The activity has code associated. The code can executed on the same computer as the workflow engine is running.

This inherent property of process enactment requires to make process instance available to all participating instances of active objects (some of them can be even mobile). From this point of view, the implementation environment of BPM requires to be implemented as a distributed application executable in a heterogeneous Intra/Internet environment.

4. Implementation Environment

Implementation environment based on BPM was designed with all the above mentioned principles in mind. The main idea is that a model is a basis for all phases like specification, analysis and control was preserved. Java technology was selected as a development environment because of a requirement to use the system as the Intra/Internet application. The system called BP (Business Process) Studio consists of four main applications:

- **BP Model** is intended for modeling and analysis of business process. User friendly graphics editor is used for visual modeling. In addition, BP Modeling can be used for simulation purposes. One menu command is responsible for switching between modeling and simulation stage.

- **BP Viewer** is an Intra/Internet application used as Java applet through Web browser. The purpose is to make all process models available to people interested in process specification. The model can be browsed and analyzed in the same
way as BP Model provides it. The only restriction is that the model cannot be changed.

- **BP Control** instantiates model and enables process execution. Activities are scheduled automatically based on presence of all input objects and distributed through network together with all associated objects to actors – instances of active objects responsible for execution of the activity. The mechanism of distribution is based on remote object access enabled by ORB (Object Request Broker). Process is monitored by process manager through Gantt diagram generated from the coordination diagram of process model.

- **BP Actor** is the stand-alone application or applet that is used by instances of active objects responsible for execution of activities. BP Actor publishes task list generated by BP Control to the actor who starts the activity, finishes it and selects the used scenario. Since the activity is also associated with passive objects, the actor defines values of their attributes. Once the attributes are changed, they become available to other actors and process manager. The Intra/Internet nature of the described solution enables to use mobile equipment (notebook and mobile phones) to participate in the process enactment even when the actor is on the road.

All applications operate with a repository of process models and repository of process instances. The first one is used for modeling and analysis, while the second one is used only for process control. Models are also used for instantiation of process instances. Once the model is instantiated, it becomes a part of process instance definition and cannot be saved back to the model repository. The architecture of the BP Studio is following (Fig. 7):

![Architecture of BP Studio](image)

The entire system was designed with a goal to make all application user friendly and independent on used platform.

**5. Spatial Aspect of Process Modeling and Enactment**

To develop well-formed spatial view of the process represented by BPM the original notion has to be extended by the following information:
- **Position** - coordinates like latitude, longitude, elevation/altitude.
- **Location** - area described as polygon and placed on a map.
- Every token has its own position.
- Only places can be assigned to locations.
- Relation between places and locations is N : 1.

The spatial extension of BPM is based on assigning places to locations (fig. 8). This approach corresponds with model behavior. (Tokens are “real” objects that can be positioned and places can be understood as “waypoints”). That approach was also found very useful for describing preconditions of activity execution (activity execution depends on its resources, or in BPM language, firing of activity depends on its input places). The resulting behavior can be defined as follows:

- A place is **location-specific**, if it is assigned to the location.
- An activity is **location-specific**, if there is at least one location-specific input or output place for that activity. An activity is **hard location-specific**, if there is at least one location-specific input place for that activity.

In case that the activity is associated with location-specific place the following firing preconditions have to be fulfilled: (i) hard location-specific activities can be fired only when the needed tokens occupy input places for that activity. In a spatial view, occupy means that token is “inside” location to which the input place was assigned; (ii) location-specific activities can not finish before every “output” token reaches its output place.

![Fig. 8: Location assignment](image)

Visualization of the real process execution requires to associate location to actual map and to provide tools for monitoring of how the objects are moved from one location to another. Execution of our simple production process has to have places Resource, Worker and Truck charged (appropriate objects are present) at the beginning. The spatial view of this process initial state is shown in the figure 9.
After the execution of the *Produce* activity, a product (wooden toy) is loaded on truck (car002) and the activity *Transport* is fired. The transport of the product can be monitored in spatial view where solid red line corresponds to the path already moved while the dashed line shows the path remaining (fig. 10).

![Fig. 9: Spatial view of the process initial state](image)

![Fig. 10: Monitoring the moving objects](image)

Obviously, when both objects - car and wooden toy - reach the places located to *Store*, corresponding places are going to be charged. This approach shows the option how this kind of spatial view could complement strictly logical view of process execution represented by Petri net based coordination view.

**Conclusions**

Business modeling and enactment plays really very important part of every day life of any company. We can say that the specification of business processes is one of the main objectives management has to deal with. The goal of this paper was to show how the
standard approach based on the tool like Petri net can be extended with the spatial view on the process. Thanks to that the process modeling and enactment can be naturally related to the emerging new technologies like location-based services are.
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Abstract. The project Logic and Artificial Intelligence for Multi-Agent Systems is briefly described and its structure is specified. First we introduce the underlying logical framework—the Transparent Intensional Logic (TIL). Then we provide a description of particular problem areas, viz. knowledge representation including geographical data, languages apt for agents communication, and process management. Finally, future research and trends are specified.

1. Introduction

The project “Logic and Artificial Intelligence for Multi-Agent Systems” is the pilot project conducted in the Research Laboratory of Intelligent Systems (LabIS: http://labis.vsb.cz/) that has been founded in February 2004. The research activities of LabIS cover the area and methods of Logic & Artificial Intelligence, in particular Knowledge Representation, Geographic Data and Process Management. We deal with investigating current methods as well as developing new ones, namely methods and systems based on a rigorous logical framework, which lay emphasis on the integration of syntax as well as an adequate fine-grained semantics. As a result, major research activities covered by LabIS can be summarized as follows: multi-agent systems, logical analysis of natural language, specification languages based on natural language, knowledge representation and management, inference machines, non-monotonic reasoning and belief revision, process management, control and coordination including prediction of critical situations.

In this contribution we are going to provide a survey of the most important aspects of the project and a brief description of particular research areas covered by the project.

The paper is organized as follows: Section 2 provides a brief overview of the project including the underlying theory. In Par. 2.1 knowledge representation philosophy is described, Par. 2.2 contains information on languages and communication means, Par. 2.3 on geographical data & MAS (multi-agent systems), and 2.4 deals with process management in multi-agent environment. Concluding Section 3 specifies future research and trends.

2. Project Specification

The main goal of the project can be characterized as a research on information technologies needed for coordination of autonomous intelligent agents in extraordinary or emergency situations. We aim at modelling and predicting critical situations which typically tend to
exhibit unordered and chaotic behaviour. The use of information technologies as a means to control and coordinate real processes is well researched in the areas under normal conditions, i.e., when nothing extraordinary happens. However, extraordinary or critical situations have not been sufficiently studied so far, though in a situation when common behaviour fails the need for coordination and communication rapidly grows.

Research within the project is focused on the following three basic areas: process management including specification and prediction of critical situations, knowledge and data management, communication and infrastructure. The project structure is illustrated by Fig. I:

Figure 1: Project Structure

The theoretical background is needed to pursue research in all the three areas. We concentrate on the development of a platform that makes it possible to adequately represent knowledge in the multi-agent world. A rational agent in a multi-agent world is able to reason about the world (what holds true and what does not), about its own cognitive state, and about that of other agents. A theory formalizing reasoning of autonomous intelligent agents has thus to be able to ‘talk about’ and quantify over the objects of agents’ attitudes, iterate attitudes of distinct agents, express self-referential statements and respect different inferential abilities of agents. Since agents have to communicate, react to particular events in the outer world, learn by experience and be less or more intelligent, a powerful logical tool is of a critical importance. To this end we make use of Pavel Tichý’s expressive system of Transparent Intensional Logic (TIL)\(^1\) which allows us to meet these goals in a rigorous and fine-grained way. Last but not least, the analysis and synthesis of intelligent systems that can derive useful conclusions under incomplete or imprecise knowledge is also studied.

When building a logical theory based on TIL we do not primarily strive after good mathematical and computational properties, such as semantic completeness or decidability of the calculus at the expense of TIL expressive power. On the contrary, these properties have often to be given up in benefit of the expressive power. We primarily need to understand and know ‘what is there’, and only afterwards to derive (some) conclusions from the respective assumptions.

The TIL original main purpose (logical analysis of natural language) gives it a great advantage in its usefulness in the area of artificial intelligence and multi-agent systems (MAS). Any situation where a computer needs to communicate in a natural language or in a way close to natural language can and should take use of the TIL approach. TIL is thus capable of capturing (almost) any semantic feature of natural language in the transparent, i.e., anti-contextualistic way. It includes temporal and modal attitudes, epistemic and doxastic logic and knowledge representation (even modelling knowledge of resource-bounded agents), change of the state of the world, etc. The referential transparency and availability of logical constructions are the two main reasons why we prefer TIL to better known Montague’s IL. Unlike IL, the logical notation of TIL does not mimic the reference shifts allegedly found in natural language. TIL shows how it is possible to apply one and the same interpreted notation to any sort of context; namely, by designing a semantics for the ‘hardest cases’ (i.e., hyper-intensional attitudes of knowing, believing, etc.) and applying it to ‘less hard’ cases by shifting between mentioning and using occurrences of constructions and when using occurrences of construction then by shifting between using with the de dicto and de re supposition. The availability of constructions enables a full-fledged theory of hyper-intensional attitudes without recourse to the problematic sententialism.

2.1 Knowledge Management

Methods applied to adequately represent and manage knowledge have to take into account the fact that agents are intelligent but not logically omniscient. They are resource bounded in several aspects: lack of inferential abilities, lack of time and space resources, incomplete and / or vague information. Classical epistemic logics handle either an ‘explicit’ or an ‘implicit’ knowledge. However, both these types of knowing are unrealistic: explicit knowing deprives an agent of any inferential abilities whereas the implicit knowing presupposes a logically genius agent. Therefore we distinguish between three kinds of knowledge, the most important of which is the so-called ‘inferable knowledge’. Particular kinds are as follows:

- **implicit** (a set of propositions that an agent cannot falsify; this conception leads to an ‘explosion’ of knowledge and the paradox of omniscience);
- **explicit** (a set of propositions explicitly known by an agent, e.g., recorded in its memory; this conception deprives an agent of any inferential capabilities);
- **inferable** (a set of propositional constructions that an agent is able to infer; knowledge of a realistic resource-bounded agent with some inferential capabilities, who, however, is not logically omniscient).

The stock of inferable knowledge of a particular agent $A$ is the stock of knowledge that $A$ is able to infer from a given stock of $A$’s explicit knowledge by means of one or more rules of inference that $A$ is able to use. Knowing is represented as a relation-in-intension between an agent and a logical construction (a structured abstract procedure that is a hyper-intensionally individuated mode of presentation of a possible-world semantic proposition) rather than a set of possible worlds or a piece of syntax².

The TIL logic of Inferable Knowledge representation is proposed as the logic that accommodates the desiderata that should be met in a multi-agent world. The mutual relations between particular kinds of knowledge of an agent $A$ are as follows:

$$\text{Explicit Knowledge} \subseteq \text{Inferable Knowledge} \subseteq \text{Implicit Knowledge}$$

($A$ – “idiot”)  ($A$ mastering some inference rules)  ($A$ – genius)

² For details see Duží, Jespersen, Müller (2005)
When building up an inference machine, it is necessary to use an expressive logical tool that makes a fine-grained analysis of premises possible, so that the inference machine does not over-infer (which leads to paradoxes) and under-infer (which leads to a lack of knowledge). The need for a fine-grained logical analysis can be illustrated by the following example:

The president of USA knows that John Kerry wanted to become the President of USA. The President of USA is George W. Bush.

Hence — what?

Using the 1st order predicate logic we cannot easily prevent inferring a non-sense, namely that:

George W. Bush knows that John Kerry wanted to become George W. Bush.

Only when using the TIL procedural hyper-intensional semantics we validly infer that

George W. Bush knows that John Kerry wanted to become the President of USA.

Referring for details to Duží (2004), here is the solution, i.e., the fine-grained analysis of premises:

Types:

- \( \text{Pres}(\text{ident of something}) / (\tau) \) – the function that depending on times (type \( \tau \)) and states-of-affairs (type \( \alpha \)) associates an individual (of type \( \tau \)) with another individual.

- \( \text{USA} / (\tau) \) – an individual (for the sake of simplicity)

- \( \text{Know} / (\alpha \tau \star) \) – an empirical (types \( \alpha \), \( \tau \), \( \star \)) relation relating an individual (\( \tau \)) with a construction (of type \( \star \)) of a proposition

- \( \text{Kerry, Bush} / (\alpha \tau \star) \) – an empirical relation relating an individual with an individual office (of type \( \tau \)), when somebody wants to become the president of USA, he/she wishes that he/she holds the office rather than an individual, of course.

- \( \text{is} / (\alpha \tau \star) \) – the identity of individuals

Synthesis: Variables \( w, t \) range over \( \alpha, \tau \), respectively.

\[
\lambda w \lambda t [\text{Know}_{w,t} \lambda w \lambda t [\text{Pres}_w \text{USA}]_w \lambda w \lambda t [\text{WantBecome}_{w,t} \lambda w \lambda t [\text{Pres}_w \text{USA}]_w \lambda w \lambda t [\text{Pres}_w \text{USA}]_w \lambda w \lambda t [\text{Pres}_w \text{USA}]_w]
\]

\[
\lambda w \lambda t [\text{Know}_{w,t} \lambda w \lambda t [\text{Pres}_w \text{USA}]_w \lambda w \lambda t [\text{Pres}_w \text{USA}]_w \lambda w \lambda t [\text{Pres}_w \text{USA}]_w]
\]

Leibniz’s law of substitution of identicals is valid, of course. The meaning of ‘the President of USA’ is independently of a context a logical construction of the respective office (an entity of type \( \tau \)), namely \( \lambda w \lambda t \lambda w \lambda t [\text{Pres}_w \text{USA}]_w \). However, the substitution of the construction \( \lambda w \lambda t \lambda w \lambda t [\text{Pres}_w \text{USA}]_w \) for the second occurrence of the construction \( \lambda w \lambda t \lambda w \lambda t [\text{Pres}_w \text{USA}]_w \) is blocked, as it should be.

Note that non-constructions as well as (mentioned) constructions that are not to be executed when evaluating the truth value of the so-constructed proposition at a particular state-of-affairs \( w, t \) have to be trivialized (notation \( '0' \)), which is in principle a device for supplying objects to operate on. Construction is a procedure (instruction how to arrive at the output) and its constituents have to be again (albeit trivial) instructions, rather than particular objects themselves.

The TIL is a typed system based on a ramified infinite hierarchy of types. Rich bi-dimensional typing not only prevents the system from inconsistencies stemming from self-referential statements and the need to define Truth within the system. It also makes it possible not only use particular higher-order objects, even constructions, but also to mention them.
within the system without generating a paradox. This feature makes particular applications extremely flexible; a consequent utilization of the use-mention distinction on the object level became also a basic idea of the Universal Information Robot that has been developed by the eTrium Company and Masaryk University of Brno.

2.2 Communication & Languages

As mentioned above the agents have to communicate with each other as well as with the outer world in a standardised, natural-like language. To this end we develop the TL language, which is a FIPA-style content language for multi-agent systems (see http://www.fipa.org). TL can be treated as a bridge between TIL and multi-agent systems. It provides a complex tool for natural-language analysis and can easily be implemented into systems following FIPA standards. The main features of TL are:

- exact transparent semantics based on TIL;
- great expressive power needed for natural language analysis;
- compliance with FIPA standards for content language;
- appropriateness for multi-agent systems implementation.

Communication is a crucial point in a multi-agent environment. We conceive a message to be a unit of communication. A message can be of an arbitrary form, but it has to be structured in terms of the following attributes:

- a sender and a receiver
- type of the communicative act: inform, query, request, ...
- content: the message meaning encoded in a content language
- ontology: vocabulary of primitive concepts used by the content

The TL language is a formal standardised adjustment of the TIL language of constructions. First, a standardised notation in ASCII code is defined. Second, the TIL ’epistemic base’ is extended by types of an integer, string, sequence and action (event). Third, the TL language makes it possible to choose a conceptual system to work with by defining and fixing a particular ontology. To this end either a frame-like ontology (edited by Protege) or OWL semantic web language are used.

TL is implemented in the MAS framework JADE (open source, extensible development JAVA framework, strictly FIPA compliant).

2.3 Space, time & MAS

Since agents operate in space and time, a special attention is paid to spatio-temporal aspects of the system. Here we meet two kinds of problems. First, space and time have to be properly represented in MAS, and second, we have to realise agents’ spatio-temporal reasoning.

Concerning the former, space and time are represented using a geo-information system (GIS) which is fully integrated with MAS. This integration consists in handling the following:

- Identity: a situated agent corresponds to a feature stored in GIS
- Causal relations: agents’ state and corresponding GIS feature state affect each other
- Temporal features: synchronisation of MAS and GIS
- Spatial context: GIS provides information on particular locations

From the spatial context point of view infrastructure and mobile agents are distinguished. Integration of GIS and MAS is supported by particular database and visualisation agents. A collection of such agents is used in the CASE study we currently work on, namely a traffic-
system model. Infrastructure agents represent particular roads and junctions, whereas mobile agents simulate cars and other vehicles.

Our application provides a new (up to now less studied) view of agents’ behaviour in the MAS environment. Hence our MAS system has been extended into a Spatial Multi-Agent System (SMAS). Unlike classical multi-agent systems, SMAS makes it possible to investigate the way a spatial environment influences agents’ behaviour. Their reasoning and decision making has to take into account not only a position of an agent, but also dynamically changing spatial relations between particular system elements, be that static or mobile agents and/or objects.

Hence spatial / temporal information is a very important aspect of a multi-agent system that exerts influence up achieving agents’ aims. Our SMAS takes these factors into account.

The used implementation platforms are: JADE environment, PostGIS (open source spatial database), GRASS, JUMP, 3D visualisation module.

2.3.1 Formal Concept Analysis & MAS

Formal Concept analysis (FCA) is a data analysis technique that describes the world in terms of objects and their attributes. The philosophical starting point for FCA was represented by conceiving a concept as a couple consisting from an extension (i.e., a set of objects) and intension (a set of attributes possessed by the objects). By using the inversion relation between the extension and intension, the set of concepts of a particular context can be partially ordered, and a lattice demonstrating the conceptual hierarchy thus construed.

Mathematical foundations of FCA were laid down by Rudolf Wille pioneer work (1982). Wille defined a formal context as a triple \( <G, M, I> \) consisting of a set of objects \( G \), a set of attributes \( M \), and the binary relation \( I \subseteq G \times M \). A formal concept \( <A, B> \) is then defined by its extent \( A \subseteq G \) and intent \( B \subseteq M \) such that \( A^\uparrow = B \) and \( B^\downarrow = A \). The operator \( \uparrow \) is interpreted as a function assigning to a set of objects \( A \) the set of all attributes the elements of \( A \) posses, and \( \downarrow \) as a function assigning to a set of attributes \( B \) the set of all objects that posses all the elements of \( B \).\(^6\)

A triadic generalisation of FCA\(^7\) provides a modal view of a given domain. A triadic formal context is defined as a tuple \( <G, M, C, I> \), where \( G, M \) are as above, \( C \) is a set of formal conditions, \( I \subseteq G \times M \times C \). The ternary relation \( I \) is interpreted as expressing the fact that an object \( g \) has an attribute \( m \) under a condition \( c \). Now we can define modalities: a formal object \( g \) has necessarily a formal attribute \( m \) if \( g \) has \( m \) under all formal conditions of the context; \( g \) has possibly \( m \) if \( g \) has \( m \) under some formal conditions. Such necessity and possibility relations give rise to dyadic contexts rendering modalities of triadic data contexts.

There are two possible ways of integrating FCA into MAS. Either we can directly implement FCA algorithms within the MAS framework, or to represent FCA as a special agent(s). We decided for the latter, since this way is much more flexible and it is in accordance with the FIPA specification.

Now we adduce an example of a simple traffic system simulation. The FCA formal context \( K = (G, M, B, Y) \) is defined as follows:

- \( G \) is a set of places (roads and crossroads)
- \( M \) is a set of events violating traffic directives (traffic violations for simple)
- \( B \) is a set of agents
- \( Y \subseteq G \times M \times B \) is a ternary relation interpreted as \( WHERE \times WHAT \times WHO \):
  - an agent \( WHO \) committed a traffic violation \( WHAT \) at a position \( WHERE \).

\(^6\) For details see, e.g., Duží (2004), Schewe (2004)
A geographical area is covered by roads and crossroads. Each road type is connected with traffic restrictions, e.g. trucks can not move along the lanes.

After having constructed the three dimensional incidence matrix, a concept list and a triadic lattice are computed. Moreover, methods of lattice reduction (in particular those developed by our researches, like matrix decomposition) and an effective data storage (using finite automata) are applied. The resulting lattice makes it possible to render dynamic and modal aspects of the traffic model, and it promotes a comprehensible and concise view of the system.

The following Fig.2 illustrates the embodiment of GIS and FCA methods into MAS.

![Figure 2: The scheme of MAS architecture](image)

a) At the lowest level, GIS and its methods are used as a subsidiary tool.
b) The second level is represented by a MAS framework, for which we have chosen JADE (Java Agent Development Framework) platform. This platform is complying the FIPA standards that define basic elements of MAS as well as the structure of agents.
c) The top level consists of the FCA framework. It is a set of tools that comprises the 3D lattice visualization, FCA algorithms for the biadic and triadic concept analysis including improved algorithms with a new storage system, analytical tools, etc.

2.4 Process management & MAS

Since the process management topic is a subject of Ivo Vondrak’s paper “Business Process Modeling” (in this proceedings), we are now going just briefly summarise the process management features from the multi-agent point of view. Though the MAS processes have many standard features, there are some features special to the multi-agent environment which have to be taken into account, in particular:
functions, properties and agent skills have to be much closer to the real-world situations
social behaviour of the system components (agents) is emphasised
the agents are autonomous and intelligent; their mutual communication is thus of a crucial importance
the system is event driven
the agents have to learn by experience and react to the environment changes

A process description consists of the specification of input objects, output objects and a set of possible realisations (executing the mapping: Inputs $\rightarrow$ Outputs). Realisation describes an algorithm of transforming Inputs into Outputs depending on current values of parameters (situation, state of affairs, the other agents’ states). The choice of a suitable realisation thus depends on a current situation. Agent’s behaviour can evolve in time; the agents have to be able to reconfigure their state in accordance to the situation, in particular in case of emergency. To this end each agent is provided with its basic intelligence, i.e., built-in logic comprising its inference and decision abilities. The reconfiguration is performed on the set of possible realisations, and it consists of: a) selection of applicable realisations from a given process set, b) selection of the most suitable one of the former, c) execution of the selected realisation. There are two basic approaches to the reconfiguration: a process approach and a logical approach. Using the former, realisations are assigned to a process within the modelling phase, whereas using the latter consists in a real-time selection of appropriate realisations. Thus the process approach is easy to realise but provides a low degree of intelligence, whereas the logic approach is more complicated but provides a high degree of intelligence and flexibility. For this reason the two approaches are combined in our MAS system: the specification of applicable realisations is a part of the modelling phase whereas the choice of the most suitable realisation is postponed to the real-time execution.

The above behaviour features thus call for an extension of the standard UML approach. Therefore, the process development is handled and documented by an extended version of the standard UML tool. In particular, the activity diagram is extended by facilities that make it possible to specify message-driven communication. Each realization is described by one “Behaviour Activity Diagram” which is an extension of the standard UML Activity Diagram. Each message is provided with a sender / receiver role, i.e., one or all instances of an agent type. The name of a sender can be $<<$undefined$>>$ in case of receiving a message from unknown or multiple sources.

The assets of this flexible approach are obvious: the system is robust and does not collapse in case an agent(s) dies. Particular agents have independent, autonomous life cycles based on their built-in intelligence. Last but not least, the system is easily adaptable to ever changing environment, and agents' knowledge can easily be distributed and/or shared by particular agents.

3. Conclusion & Future Research

In this paper we briefly described our research on Multi-Agent Systems and its applications. The work is still in progress and there is a lot to be done. More attention has to be paid to imperfect and vague information. To this end we use the fuzzy Prolog Ciao. The accurate inference machine based on TIL has to be precisely specified and implemented for the TL language. Currently we have defined the TL OWL language (see Müller 2006) that makes use of the Ontology Web Language (OWL). The TL language has also been extended in order to operate with the geographical data and to comprise spatio-temporal ontology. However, the spatio-temporal reasoning of agents, which is a great challenge, is not implemented in full as
yet. In the area of process management we are going to develop behaviour-model extensions in order to provide elaborate message specifications and interfaces, to automatically generate new generations of agents that learn by experience, and to distribute behaviour schemes and knowledge among the whole system.

Our current application is a model of a traffic system. In the near future we are going to develop and test more sophisticated applications that would demonstrate all the above-mentioned assets of the multi-agent approach.

This research has been supported by the program "Information Society" of the Czech Academy of Sciences, project No. 1ET101940420 "Logic and Artificial Intelligence for multi-agent systems"

References


A Visual and Semantic Image Retrieval Method Based on Similarity Computing with Query-Context Recognition

Xing CHEN¹ and Yasushi KIYOKI²

¹ Department of Information & Computer Sciences
Kanagawa Institute of Technology
1030 Simo-Ogino, Atsugi-shi, Kanagawa 243-0292, Japan
chen@ic.kanagawa-it.ac.jp

² Department of Environmental Information
Keio University
Fujisawa, Kanagawa 252-8520, Japan
kiyoki@mdbl.sfc.keio.ac.jp

Abstract This paper presents an image retrieval method based on visual and semantic similarity computing with a query-context recognition mechanism. The motivation of our work is to solve the problem which can be described as that if only the visual similarity or only the semantic similarity judgment is performed on image retrieval, the retrieval results do not always match the query intentions of users. Our central idea is that similarity computing has to be performed between visual and semantic levels. To understand the relationship between the visual factors and the semantic factors in images, we have performed experimental studies. From our experimental studies, it is found that it is possible to extract semantic factors from the visual factors of images. Furthermore, it is found that users’ query intention can be detected from the difference of images in queries. Based on the experimental results, we develop a method to implement both the semantic and visual similarity judgment for image retrieval. In this method, several images are required to be given as the key images in a query for users to indicate their query intentions. Furthermore, an adjusting value is used for users to indicate their query intentions, intending on the visual similarity or the semantic similarity. Both the visual and semantic factors are extracted from the key images and the similarity computation is performed on the extracted factors. The effectiveness of the method is clarified based on our experimental results.

1. Introduction

As the increase of digital image resources, efficient image retrieval is becoming an important issue in the image database research field. There are two major approaches to implement image retrieval. One approach is to implement image retrieval by attaching keywords or text to images [1]. The other approach is implemented by extracting vision features like histograms, color layouts, textures and shapes from image data. A lot of systems are developed based on this approach, such as ART MUSEUM [2], QBIC [3], Photobook [4], VisulaSeek [5], Netra [6], Virage [7], RetrievalWare [8], etc. ART MUSEUM [2] is one of the earliest systems and QBIC [3] is the first commercial retrieval engine.

The previous research efforts are focused on improving the retrieval performance and quality based on visual similarity. However, it is happened in practice that even if the...
images in the retrieval results match the images in a query in visual similarity, the retrieval results do not always match the users’ query intentions. Users’ feedback is one of the approaches to solve the problem. The MARS [9] system is one of the proposed systems where feedback is used to match multiple visual features for different applications and different users. Another approach is to judge the similarity of images on the semantic level. In [10], a semantic image retrieval method is proposed based on the Mathematical Model of Meaning. Methods for implementing semantic image retrieval by extracting semantic similarity factors from image groups are presented in [11] and [12].

Although many research efforts are performed, the problem still exists where the retrieval results do not always match the users’ query intentions. We have noticed that a user’s query intention is sometimes focused on the visual similarity and it is sometimes focused on the semantic similarity. In this paper, we propose a method to implement the similarity judgment on both the visual level and the semantic level. This method is based on our experimental study on the relationship between the visual factors and the semantic factors [13]. In the following, we introduce our experimental study. Then, the mechanism for implementing the similarity judgment on both the visual and semantic levels is presented.

2. Relationships between the visual and semantic factors

We follow the next two steps to analyze the semantic elements in images. In step-1, image’s edge and its position information are derived and translated into edge characters by using the method presented in [14]. In step-2, a mathematic method called the Singular Value Decomposition (SVD) [15] is used to analyze whether the edge characters can be used to represent the semantic elements or not. We have demonstrated that the edge characters can be used to represent the semantic elements [13]. Next, we briefly review each steps technically.

Step-1: deriving and translating image’s edge and its position information into edge characters

In this processing, each image is divided into \( n \) blocks as shown in Fig. 1. Each block is represented by an edge character based on the edge information in it.

\[
\begin{array}{cccc}
\hat{e}_{11} & \hat{e}_{12} & \ldots & \hat{e}_{1n} \\
\hat{e}_{21} & \hat{e}_{22} & \ldots & \hat{e}_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{e}_{n1} & \hat{e}_{n2} & \ldots & \hat{e}_{nn}
\end{array}
\]

Fig. 1 Edge characters of images

In the figure, \( \hat{e}_{ij} \) \((i,j = 1,2, \ldots, n)\), represents an edge character. The values of the edge characters are decided by the edge directions in the block. The edge direction is decided by formula (1), where, \( \Delta H \) and \( \Delta V \) are 3x3 matrixes (referred to as Sobel’s operators) and \( \theta \) is the angle measured counterclockwise and defined in the range \( 0 \leq \theta \leq \pi \) by considering the horizontal direction as zero.

\[
\theta = \tan^{-1} \left( \frac{\Delta_H}{\Delta_V} \right) + \frac{\pi}{2} \quad (1)
\]

Five values are given to the edge characters based on the direction of edges. Each value of the edge character represents one of the following edge directions: horizontal
direction, vertical direction, two diagonal directions: the left diagonal (from left to right) and the right diagonal (from right to right), and the zero direction which means no edge directions are found based on formula (1).

Step-2: analyzing the relationship between the edge characters and the semantic factors by using Singular Value Decomposition (SVD)

The Singular Value Decomposition (SVD) is widely used in many fields including spectral analysis, eigenvector decomposition and factor analysis. The computation is performed on a matrix with different entities on the rows and the columns. SVD decomposes this matrix into three other matrixes that contain “singular vectors” and “singular values”. So, the original data are replaced by linearly independent components. When SVD is performed on a matrix \( M \), this matrix is decomposed into the product of three matrices that we call \( L \), \( S \) and \( R \):

\[
M = LSR^\top,
\]

where \( S \) is a diagonal matrix that contains singular values, \( L \) and \( R \) are left and right matrix of \( S \), respectively. \( R^\top \) is the transposed matrix of \( R \).

The matrix \( R \) has orthogonal columns, that is,

\[
R^\top R = I,
\]

where \( I \) is the identity matrix.

By utilizing Singular Value Decomposition (SVD), the matrix \( M \) should be composed in the way that each row represents an image and each column represents the features of the image. In order to derive independent factors from edge characters, we construct the matrix \( M \) under the following method.

As represented in Fig. 1, edge characters are extracted from an image and represented as a square \((n \times n)\) edge character matrix. The whole image can be so represented as a vector of \( n^2 \) elements in which each entry represents an edge character.

In order to use SVD to analyze the edge characters, we represent the five edge characters as follows:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

In this way, each edge character is represented as a 5-dimensional vector. For each vector, there is only one non-zero value. Because each edge character vector has 5 elements, one image is expanded into a vector of \( 5 \times n^2 \) elements which can be represented as

\[
g = [f_1, f_2, \ldots, f_{n^2}]^T,
\]

where \( f_k \) (\( 1 \leq k \leq 5 \times n^2 \)) is referred to as the feature of image \( g \).

If there are \( m \) images, we construct the matrix \( M \) by putting each image into each different row and each edge character to very five columns. Therefore, the matrix \( M \) is constructed as an \( m \) rows and \( 5 \times n^2 \) columns matrix.

When the singular value decomposition (SVD) is applied on the matrix \( M \), \( M \) is decomposed into three matrixes, \( L \), \( S \) and \( R \):

\[
M = LSR^\top.
\]

Defining \( D = LS \), and re-writing \( R \) as

\[
R = [r_1, r_2, \ldots, r_{n^2}],
\]

each row of \( M \), that is each image \( g_i \), can be represented as

\[
g_i = d_{1,1} r_1 + d_{1,2} r_2 + \cdots + d_{1,n^2} r_{n^2},
\]

That is, the image \( g_i \) is expanded on the orthogonal space \( R \). Therefore, the factors \( d_{1,1}, d_{1,2}, \ldots, d_{1,n^2} \) are the independent factors derived from the image \( g_i \).

In order to analyze the relationship between the independent factors derived from
images and semantic similarity, we use a small dataset at first to explain the relation
between the independent factors and the semantic similarity. The dataset is composed by
100 images. The 100 images are classified into five clusters, the Castle cluster, the Fox
cluster, the Jet cluster, the Fish cluster and the Shark cluster. By applying SVD on the 100
images, independent factors are extracted. In the other word, we map the 100 images onto
the orthogonal space \( \mathbf{R} \). We divide the \( \mathbf{R} \) space into five subspaces. We find that on each
subspace, the images are projected into two groups. The images in one group are related to
a semantic cluster and the images in the other group are related to the other semantic
clusters. Based on this analysis, we understand that factors related to the semantic similarity
are latent in the edge characters.

Based on the experimental results on the small dataset, we have performed
experiments on extracting the semantic factors from a dataset containing more than 7,000
natural images. In the experiments, we split up each image into 8x8 blocks. 64 edge
characters are extracted on the 8x8 blocks for each image and 320 features are created.
Therefore, a 7000x320 matrix is constructed for creating the space \( \mathbf{R} \). After the SVD is
applied on the matrix, a 320 dimensional orthogonal space is created and 320 independent
factors are extracted for each image. The experimental results have also demonstrated that
factors related to the semantic similarity are latent in the edge characters.

3. Implementing the similarity judgment on both the visual and the semantic level

In this section, we present the implementation method of the similarity judgment on
both the visual and semantic levels. In the method, a vector space, referred to as the
retrieval space, is dynamically created for each query based on a semantic feature
extraction method [16][17]. The created retrieval space has a characteristic that the visual
and semantic factors are distributed on its different subspaces. By projecting all the images
onto the retrieval space and selecting different subspace of the retrieval space, the image
retrieval on the judgment of the visual similarity and the semantic similarity is performed.

3.1 The retrieval space construction method

In our method, several images are required to be given in queries for expressing
user’s intention. We create the retrieval space using the edge characters derived from the
images in queries. The edge characters in the images of a query are grouped into different
clusters, as shown in Fig. 2. In this figure, \( t \) represents an edge character, \( IM \) represents an
image and \( C \) represents a cluster. In each cluster, there are one or more edge characters. The
edge characters in a same cluster are shared in the same images. For example, the edge
characters, \( t_1, t_2, ..., t_a \), in the cluster \( C_i \), are shared by images \( IM_i, IM_j \) and \( IM_k \). The edge
characters in a cluster \( C \) are referred to as \( C \)'s key characters.

In the following, we refer to the cluster \( C \) as the key character cluster. We use a set \( K_i \)
to represent a key character set. For example, \( K_i \) represents the key character set of the
cluster \( C_i \),

\[
K_i = \{t_1, t_2, ..., t_a\},
\]

where \( t_1, t_2, ..., t_a \) are the key characters in the cluster \( C_i \).

By using the key character sets and the key character clusters, we construct a matrix
as shown in Fig. 3, which is referred to as \( K-C \) matrix. Fig. 3 shows that the images are
classified into \( q \) clusters. In the \( K-C \) matrix, each of the rows corresponds to a key character
set \( K_i \) and each of the columns corresponds to a key character cluster. The \( ij^{th} \) entry of the
matrix is the number of the key characters in the set \( K_i \) appearing in the cluster \( C_j \). Since
key characters in the set \( K_i \) only appear in the cluster \( C_i \), therefore, if \( i \) is not equal to \( j \), \( i \neq j \),
the value of the \( ij^{th} \) entry is 0. The value of the \( ii^{th} \) entry is the number of the elements of the
set \( K_i \) \( |K_i| \). As shown in Fig. 3, the \( K-C \) matrix is a diagonal matrix.

As shown in Fig. 3, each cluster is represented as a \( q \)-dimensional vector. We use \( C_i \) to represent the vector of the cluster \( C_i \). We use a unit vector \( c_i \), which has norm 1 (\(|c_i|=1\)), to represent the cluster vector \( C_i \) as \( C_i = |K_i| c_i \). Furthermore, we define \( q \) unit vectors \( c_1, c_2, ..., c_q \), to represent the \( q \) cluster vectors. We refer to the vector space constructed by the \( q \) unit vectors as the “retrieval space”. Because the inner product of two different unit vectors is 0, \( \langle c_i, c_j \rangle = 0 \), \( i \neq j \), and there are \( q \) unit vectors, the retrieval space is a \( q \) dimensional orthogonal space.

3.2 Projecting images onto the retrieval space

The important feature of our method is that several images are given in a query to express the query context. In the following, we use the case that two images are given in the query to illustrate our image retrieval method.

Fig. 4 shows the distribution of the key characters when two images are given in a query. In the figure, \( IM_{q1} \) and \( IM_{q2} \) are the two images in the query. Edge characters are divided into three clusters, \( C_1, C_2 \) and \( C_3 \). The key characters in the cluster \( C_1 \) are shared by the two images \( IM_{q1} \) and \( IM_{q2} \). The key characters in the cluster \( C_2 \) only appear in image \( IM_{q1} \) and the key characters in the cluster \( C_3 \) only appear in image \( IM_{q2} \). Based on the three clusters, \( C_1, C_2 \) and \( C_3 \), a three dimensional retrieval space is created. All the images in the database are projected onto the retrieval space.
The distribution of the key characters when two images are in a query

An image $IM_j$ is vectorized according to the key characters. The count of the occurrences of the $C_i$'s key characters in the image $IM_j$ is defined to $e_{i,j}$. The value of $e_{i,j}$ is calculated by the following formula:

$$e_{i,j} = \sum_{t \in K_i} v_t \begin{cases} 1 & \text{if } t \in IM_j \\ 0 & \text{else} \end{cases}$$

where $K_i$ is the key character set of the cluster $C_i$, $t$ is the key character in the set $K_i$. We set the value of $v_t$ based on the following rule: when the key character 't' of set $K_i$ appearing in the image $IM_j$, the value $v_t$ is set to 1 otherwise the value $v_t$ is 0. In this way, the image $IM_j$ is projected on the retrieval space as a vector $d_j$

$$d_j = \sum_{i=1}^{n} c_{i,j}$$

where the value of $q$ is equal to 3 ($q=3$) in the case that two images are in the query.

3.3 Image retrieval on the visual and semantic similarity

Our method is based on the heuristics that users’ query intention can be shown by given two (several) images in the query. If the images in the query are quite similar to each other, that is, one image is the copy of the other one, the query intention is focused on the visual similarity. If the two images in the query are different to each other, semantic similarity is required.

If two images given in a query are quite same to each other, from Fig. 4 it can be found that all the key characters are in the cluster $C_1$. There is not a key character in the clusters $C_2$ and $C_3$. If the two images are a little bit different to each other, key characters are distributed in the three clusters. If the two images are quite different to each other, no key characters will be in the cluster $C_1$, and all the key characters will be distributed in the cluster $C_2$ and $C_3$. That is to say, cluster $C_1$ is correlated to the visual similarity and clusters $C_2$ and $C_3$ are correlated to the semantic similarity.

We add a weight $w$ to image vectors for adjusting the weight on visual similarity and the semantic similarity.

$$d_j = wc_{1,j} + (1-w)(c_{2,j} + c_{3,j})$$

The value of the weight $w$ is set as the value from 1 to 0. When visual similarity is required, the value of the weight $w$ is set to one. If the semantic similarity is required, the value of the weight $w$ is set to a value smaller than one.

The retrieval result is the down ordering of the values of the norms of image vectors on the retrieval space.
4. Experimental studies

In our experiments, we have prepared 7474 images. 320 \((n=8, 5\times n^2=320)\) edge characters are derived from the edge information in each image. A 7474 rows and 320 columns matrix, the matrix \(M\), is constructed. Each row of the matrix represents an image and each column of the matrix represents a feature extracted from the edge information.

Eleven queries have been prepared in our experiments. We have used two images for very query. The images in queries are airplanes, ships and pictures of human. Our experimental results have demonstrated that when images in a query are the same one, images in the retrieval results are similar in the visual level. By increasing the difference of the images in queries, similar images in the semantic level are obtained.

For example, we prepared two queries, named as Query1-1 and Query1-2, for searching airplanes on visual similarity and semantic similarity. Two images, named as ‘AUTO0440’ and ‘AUTO0436’, in Query1-1 are the photos of a same airplane with a little bit visual difference. The difference of the images is increased in Query1-2. In Query1-2, one image ‘AUTO0436’ is the same photo in Query1-1 and the other image ‘FLY2853’ is a photo of an airplane different from that of ‘AUTO0436’. The distributions of images on the space created by Query1-1 and Query1-2 are shown in Fig. 5 (a) and (b), respectively. In the figure, values of the images correlated to the \(C_1\) cluster are shown on the horizontal axis and the values of the images correlated to the \(C_2\) and \(C_3\) clusters are shown on the vertical axis. The values on the vertical axis are calculated based on the norms of images on the subspace constructed by \(c_2\) and \(c_3\) with the adjusting weights. The values on the horizontal axis are also weighted by the adjusted weights. In order to show the distribution of images on the retrieval space clearly, in the figure, we only present sixteen images which are ranked in the top in the retrieval results. The information of images’ names, for example, ‘AUTO440’, ‘FLY3177’, etc., are not used in the retrieval processing.

As shown in Fig. 5 (a), as the two images in Query1-1 are quite same to each other, all the expected images are distributed close to each other along the axis \(c_1\). This experimental result demonstrates that when the two images in a query are quite same to each other, the key characters are mainly distributed in the cluster \(C_1\). Fig. 5 (b) shows that images are distributed along the vertical axis obtained by combining \(c_2\) and \(c_3\). This result demonstrates that the key characters distributed in the clusters \(C_2\) and \(C_3\) are important for the semantic similarity judgment.
5. Conclusion

In this paper, we have presented a new method to implement the similarity judgment on both the visual and semantic similarities for image retrieval. In the method, two images are required to be included in a query for recognizing query context. In the method, edge information is used for extracting the visual factors and the semantic factors. A retrieval space is dynamically created based on the edge information of the images in queries. The created retrieval space has a characteristic that the visual and semantic factors are distributed on its different subspaces. By projecting all the images onto the retrieval space and selecting different subspaces of the retrieval space, the image retrieval on the judgment of the visual and semantic similarities is performed. Based on the experimental results, we have shown that our method is effective to sharply separate the visual similarity factors and the semantic similarity factors from images. We have demonstrated that based on the separated visual and semantic factors, the image retrieval on the judgment between the visual and semantic similarities can be effectively realized.
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Abstract. This paper discusses the effects that the increasing use of Internet, web technology and multimedia in information systems, and the computer games industry will have on information systems work. The paper concludes that the look and feel aspect of information systems is becoming ever more important and that we will see an increasing involvement of people with artistic skills in information systems development. We should also be prepared to adjust our educational programs accordingly.

1. Introduction
Information systems as a discipline is broadly situated at the intersection of computer science, software engineering and business administration. Hence, information systems developers need some education in all of these areas. However, the advent of multi-media, Internet and web technology pose new and different demands on information systems developers and on their education. This paper therefore aims to discussing these effects and in particular the nature of information vis a vis human senses and experience, how the notion of an information system may be understood and how it is affected by the recent developments in information and communication technologies. These thoughts were put forward by the authors in [1] and are here further discussed.

The paper starts by discussing the nature of information and communication in general and how this relates to experience. It continues by delving into how (computerized) information systems may be understood. It ends by discussing the new demands on information systems developers posed by the fact that the look and feel aspect of any computerized system becomes more and more important.

2. Information
There are several ways to consider the nature of information. In broad terms it is usually understood as “knowledge communicated”. In this paper, we will discuss it from an information systems perspective. For a broader discussion of the notion of information the reader is referred to [2].

However, from an information system point of view, information and its relationship to knowledge can be understood in terms of a message (cf. Figure 1). First of all a message has a certain form, i.e. it may be formulated as a written message in some natural language or it may take the form of some other (visual, audible, smellable, tastable or tactile) symbol. Secondly, a message has some (intended) content. It is this intended content that we usually refer to as information. Of course, for different reasons, the form of the message might not always reflect the intended content, e.g. when the wording of a sentence is not quite correct.
A message also has a sender and a receiver. The sender and the receiver may be human or they may be computerized information systems or possibly something else. The sender formulates a message using knowledge it has stored in its memory and the receiver interprets the message using its knowledge (or some conceptions, ideas, or beliefs). In other words the aim of the information encoded in the message is to convey knowledge from the sender to the receiver (or at least to convey an idea, a thought, or something believed to be true). It could be argued that it is the knowledge increment in the receiver, which arises when he/she/it decodes the message that is the information [3]. This entails that information modifies somehow the knowledge structures present in the receiver. On the other hand, it seems somewhat restrictive to say that only that which increases our knowledge is information. For instance, a reminder can be seen as information, even if it is superfluous and does, in fact, not add anything to our knowledge (though repetition of a piece of information might in itself be a valuable source of information).

![Diagram of data, information, and knowledge](image)

**Figure 1.** Data, information and knowledge.

Knowledge is often defined as justified true belief. It could be argued that a computer holds no beliefs and therefore cannot be the receiver or the sender of information, since it has no knowledge which it can use to interpret the information received or any intention to convey a particular content. However, it has been programmed with certain rules and has access to data representing knowledge which it can use to, in some rudimentary sense, interpret a message.

In order for them to understand each other, the knowledge of the sender and the receiver must be reasonably compliant, e.g. they must both understand the natural language in which the message is formulated. The knowledge of the receiver would hence enable the receiver to act on the message received. However, the message may not be true, i.e. the sender may be lying or misinformed which the receiver using its own knowledge, may be able to conclude. In doing so, he might infer that the sender is ignorant, a liar, or insane. Hence, the knowledge conveyed is not necessarily the intended one. It is also possible that the information conveyed does not hold any truth value, e.g. a question, a request, or an aesthetic judgment (even though all of these forms of messages can be analyzed in such a way that they are given a truth value).
Börje Langefors has tried to define and characterize information by formulating his infological equation: \( I = i(D,S,t) \), where \( I \) is the information derived by the interpretation process \( i \) from the data \( D \) and the pre-knowledge \( S \) during the time \( t \) [4, 5]. Communication is successful only if the \( S \) of the receiver and the sender are sufficiently overlapping. He distinguishes between the subset of our pre-knowledge required to interpret a message and the (probably larger) subset used to make inferences from the message received. The first step, interpreting the message, he calls *direct interpretation*, while the second step, making inferences and associations, is called *indirect interpretation* [4]. The interpretation of a message can be affected not only by our knowledge but also by the form of the data and by emotional aspects [4, 6].

The form of the message represents the syntactic (data) aspect of the message. The message content represents the semantic (information) dimension. Finally, the pragmatic dimension of the message has to do with the functional (knowledge) aspect of the message. The identification of the syntactic, semantic and pragmatic dimensions of a message is due to the American philosophers Peirce and Morris [7].

Wilson [8] defines information as “*data plus the meaning ascribed to it*” (p. 198), and says that computerized data processing systems become information systems only when their output is used by someone, and hence, an information system entails the users.

Naturally, there are several other ways to define information. Stafford Beer, for instance, defines information as “*That which CHANGES us.*” (p. 283). We know that we have been informed because our state has changed. There are similar definitions by Bateson and MacKay (cf. [9]). There is a point in these definitions, but it seems that if we are hit by a ton of bricks, that affects us but gives us no information.

People receive information through their senses: sight, hearing, smell, taste, and the perception of touch. For output, computerized information systems are so far only able to utilize the first two of those, except in rare cases such as the simulators used to train aircraft pilots or, for that matter, computer game joysticks, where also touch may be involved.

### 3. Information Systems

In general terms, an information system may be defined as a rule-driven system for communicating between people over space or time, i.e. it is a system for sending, storing (and manipulating), and receiving (i.e. presenting to the receiver) messages (cf. Figure 2). Hence, the central component, i.e. the database, may be thought of as a collection of stored messages.

The above definition also entails that information systems do not necessarily have to be computerized, and that in fact any established (and rule-driven) routines for communicating in an organizational environment is an information system, and that the people involved participate in that information system. We refer to this as an information system in the broad sense, as opposed to a computerized information system, where only the computerized artifact for entering, storing, manipulating, and presenting information is taken into account. However, if one wishes to stress the importance of informal communication channels, the requirement that information systems should be strictly rule-driven might be left out.

There are many ways to define and view information systems, though. Generally speaking, there seems to be two main perspectives: a humanly centered or information centered and a technology centered or data centered one. Authors adhering to the former view make a distinction between data processing systems (or computer systems) and information systems. People are a necessary, integral part of them. In the latter view, an information system is primarily a (mostly computerized) data processing system. [10]. Klein and Hirscheim [11] identify “*two ontological dimensions to information systems: (1)*
the nature of IS; and (2) the nature of their consequences. In the former there are two possibilities: they are either technical or social in nature. In the first case, their design is primarily an engineering problem. In the second, IS are conceived as social systems, their design and implementation is viewed in terms of social evolution, role changes, policy making, and planned organizational change. In the second dimension ... three conceptions are possible: their consequences are either technical in nature, social in nature, or a combination of both. Of course, many important variations of these basic positions exist in the literature, but the ones offered here appear as archetypes” (p. 286). The infological perspective advocated by Langefors [4] belongs to the first category.

![Information system](image)

**Figure 2.** Information system (adapted from [12] page 58).

Traditionally, IT has been mostly used to automate routine tasks in organizations, thereby liberating (mostly office) workers from boring work and providing them with better and faster tools to do their job. The result is that fewer people can do more work in shorter time and with higher quality.

Although management information systems have been around since at least the 1960’s it is not until lately with the advent of data warehousing and OLAP (on-line analytical processing) technology that they have reached a level of maturity that make them really useful.

While we may refer to the former category of systems as operational, i.e. they support the (operational) core business of the organization, the latter may be referred to as informational, i.e. they aim to support decision-makers by providing better tools to derive decision support information. Now that the use of IT in organizations has become more mature, of which the arrival of ERP systems is a sign, there is a swing from rationalizing the organization towards ‘informationalizing’ the organization.

Among computerized information systems we can, consequently, distinguish at least the following types of information systems (cf. e.g. Alter [13], pp. 214-232):

- Pure communication systems, such as e-mail, voice-mail, synchronuous and asynchronous tele-conferencing systems etc.
- Systems that simplify and rationalize normal office work such as word processors, spreadsheet systems, and software that allows you to prepare presentations etc.
Individual expert support applications. These may be knowledge-based such as in expert systems or they may be simpler systems meant to support individuals such as e.g. salesmen, in their daily work.

Systems that automate normal business transactions, i.e. what is nowadays sometimes referred to as OLTP (on-line transaction processing) systems. These systems may be interconnected and form standard software packages that provide seamless support to complete business processes, such as in ERP and supply chain management packages.

Systems that provide strategic and tactic decision support, i.e. executive information systems, possibly based on data warehousing and including OLAP functionality. Some ERP packages provide extensions that extract and aggregate information such as to form such a “business warehouse”.

To conclude, information systems in the broad sense involve computerized as well as manual routines and include people involved as agents manipulating and conveying information that concern the things that are dealt with in the organization. Furthermore, information systems may be viewed as either part of the operational business of an organization that they control and support, or as informational systems providing information to support decision-makers.

4. Information systems work

Information systems work concerns dealing with information systems in the broad sense, i.e. dealing with both the business aspects and the technical aspects, and doing so from the first idea through to disposal i.e. throughout the complete information systems life-cycle. It is important to understand that it is almost always the case in information systems development that there is an existing system that needs to be replaced, completely or partially, and/or there are existing systems that the newly developed system needs to interact with. Perhaps it is more correct to say that information systems development is always a question of adapting, changing or replacing existing systems and business structures. In that sense all information systems development may be thought of as maintenance.

Capturing, early on, the information systems requirements, or even helping the customer to understand and formulate its needs, and then managing the requirements throughout the systems life-cycle are typical activities of information systems development. Note also that not all information system software is developed for one particular customer, but that more and more systems are developed for a market (market-driven development) and sold to many customers. The resulting artifact is software, that when deployed in the organization is combined with the organizational business routines that may, hence, have to be adapted to the routines embedded in the software.

There are at least three broad areas of knowledge that are needed for successful work in information systems engineering (cf. Iivari [14]):

- knowledge of information systems domains and applications,
- knowledge about methods, models and tools for business and systems analysis and design, deployment, and operations and maintenance,
- knowledge of technology needed for building systems and for integrating them with legacy components.

Furthermore, the advent of Internet and the WWW, multimedia, virtual reality and 3D screens, and the computer game industry etc. is bringing new types of competencies into the information systems industry. People with a background mostly in the communications industry have become involved in designing web-based multimedia systems. These people sometimes refer to themselves as content providers as opposed to software developers. As a
matter of fact, there is a whole industry sector out there referring to itself as the “content industry”. This industry sector involves all types of companies where what is important is the production of content that may later be easily duplicated and distributed, e.g. newspapers, books, movies, music, radio and TV programs, and for that matter computer games and, why not, computerized enterprise systems. The people involved take their training from colleges of communication, media production and arts.

Multimedia has become and will become even more an integral part of information systems. At the same time GUI’s have become more and more expressive and appealing to several senses (sight and hearing, to some extent touching, if not yet smelling and tasting).

In a previous section, we pointed out that information may be thought of as the content of a message. If we abstract from “message” such as to incorporate any communication act between some sender and some receiver, we understand that the content can be a great deal more than the mere information (cf. Figure 3). It may even involve emotions. People experience communication acts through their senses. They experience and feel the communication act, i.e. it conveys experience from the sender to the receiver. If the communication act involves a work of art, the experience is usually referred to as an aesthetic experience. Ijichi and Kiyoki [15] suggest the term Kansei for the totality of sensory and emotional impact an artifact, in their case music, would have on a human. Our paper is about the Kansei of information systems and what we ought to conclude when it comes to designing educational programs for information systems developers.

![Figure 3. A communication act.](image-url)

A message, whether transmitted directly between a sender and a receiver or stored in a database, has a content that conveys not only knowledge. Hence, the content embedded in a communication act may be thought of as subsuming information and something more. Correspondingly, experience is more than (explicit) knowledge. Experience is what provides us with tacit knowledge, so obviously that is a component of the experience as are also the emotions involved and, of course, the explicit knowledge. In other words, explicit knowledge, tacit knowledge, and emotions may be thought of as three integral parts of the experience, though not necessarily the only ones. Langefors [4] argues that data that are supposed to inform people have to be designed with human factors such as pre-knowledge taken into consideration. He also claims that when designing an information system, in the data design process, it is necessary to consider that the associations made can be influenced by the form of the data. Hence, the experience conveyed in a communication act may also
be affected by its form. Furthermore, in [6] it is argued that the direct and indirect interpretation of data into information can be affected by emotional factors. This is well-known and also frequently utilized in mass communication and in art.

Form and content are inseparably connected to each other. When it comes to information systems, it is therefore reasonable to regard as content not only the content of its databases but also the screens that present the information to the user. In a way this corresponds to the stage setting in which a theatre play takes place. Hence, one might suggest the term *screenography* (cf. scenography) for this. All-in-all, the way the people involved experience and feel the human-computer discourse has become more and more important. Modern information systems do not only make work simpler, they also make it more fun.

Furthermore, in organized work human-computer interactions are interlinked in workflows that remind of narratives, and indeed the term “saga” has been suggested as a term to denote long lived transactions (LLT) that may be interleaved with other LLT:s [16]. From a business point of view such a saga may be said to represent the enactment of a business process. Furthermore storyboards, a well-known technique among communications people, have become a popular way of describing stereotypes of such sages and thus to illustrate a workflow in the early stages of systems development. Hence, the business process and workflow designer may be regarded as the playwright and perhaps the director of the information system. He or she sets up and directs the drama of the workflow - the business process as docusoap (reality TV), if you like.

Consequently, it may be necessary in the future to distinguish more clearly, even at the educational level, the information systems content developers, i.e. those that design the business process narratives, from the software engineers, i.e. those that make the business narratives happen. The former would besides a certain level of computer science, information systems and psychology also need training in graphical design and in sub-fields of literature studies such as narratology and dramaturgy.

5. Conclusions

We would like to conclude that there is a need for several categories of information systems workers interacting during the development of an information system. It goes without saying that we still need people with business analysis and software engineering skills. To this we can now add a third category of people with artistic skills and with an understanding of how the human-computer discourse can be made interesting and fun. This is due to that:

- Communication acts such as those taking place between a computerized information system and a human user conveys much more than mere information.
- The experience and feel aspect of human/computer interaction, such as in the use of an information system, is becoming ever more important for each day. Information systems workers must take inspiration from e.g. the computer games industry.
- The content of a computerized information system is not only the content of its databases but also the screenography through which the human-computer discourse takes place. We may hence need screenographers that take their training from colleges of art.
- The human-computer discourse can be thought of as narratives that need a playwright to author the manuscript and a director to set it up. Just like a movie.
- Also other specialists such as graphics designers, photographers etc. are needed in different stages of the development. This in turn entails that the project leaders of information systems projects will become more like movie producers.
We believe, hence, that in the future it may be necessary to distinguish several types of information systems developers such as e.g.:

- The requirements engineers that elicit, formulate, collect, and manage requirements throughout the information systems lifecycle.
- Those that author the business narratives, directs the human-computer discourse, and designs the screenography, i.e. the stage setting and the costumes in which the information system is dressed.
- The software engineers that design the (physical) databases and implement the executable system.

It should be noted that we are just in the beginning of this era, and that changing the way systems developers work will take time. The authors are, however, convinced that we will see significant changes in the way information systems are designed during, say, the forthcoming ten years.
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Abstract. To achieve the goal of effective coalition operations, NATO common-funded C3 (Consultation, Command and Control) systems must be interoperable and be capable of interoperating with those of member and partner nations. In the same way, national and multi-national systems of members and partners must be interoperable to achieve this goal. There are currently several directives which provides framework to support C3 Systems Interoperability to enhance the Alliance’s operational effectiveness and improve efficiency of available resources by implementing interoperable and affordable C3 systems that will provide the right information to the right user at the right time.

In the paper we would like to discuss basics of architecture approach for C3 systems development and difficulties which were already tackled during architecture approach application in CAF (Czech Army Forces) and MoD (Ministry of Defence).

Introduction

The common directive to support interoperability for NATO C3 Systems was published (NID – NATO C3 System Interoperability Directive) and one of the key parts of this directive is The NATO C3 System Architecture Framework. Other parts focus on technical architecture (NC3TA), testing infrastructure (NIETI), support tools (IST) and NATO/Non-NATO interface profiles.

The NATO C3 System Architecture Framework (NAF) document provides the rules, guidance, and templates for developing and presenting architectures to ensure a common denominator for understanding, comparing, and integrating systems. The application of the Framework will enable architectures to contribute most effectively to acquiring and fielding cost-effective and interoperable military capabilities.

1. Background and terminology

Term architecture is widely used at a different level of abstraction, sometimes is misused. The most high-level abstraction in the IS branch is an enterprise architecture, where term enterprise can be defined as a collection of organizations that has a common set of goals and/or a single bottom line; it is usually a government agency, a whole corporation, a division of a corporation, a single department or a chain of geographically distant organizations linked together by common ownership.

Architecture, as defined in ANSI/IEEE Std 1471-2000, is “the fundamental organization of a system, embodied in its components, their relationships to each other and the environment, and the principles governing its design and evolution”.
According to these definitions, NATO is an enterprise; we can even say the “very large” enterprise.

1.1 Enterprise architecture framework

Enterprise architecture is then understood as a comprehensive framework used to manage and align an organization's structure, processes, information, operations and projects with the organization's overall strategy. An architecture framework is a tool which can be used for developing a broad range of different architectures. It should describe a method for designing an information system in terms of a set of building blocks, and for showing how the building blocks fit together. It should contain a set of tools and provide a common vocabulary. It should also include a list of recommended standards and compliant products that can be used to implement the building blocks.

Enterprise architecture is usually split up into the following four more detailed architecture types. Business architecture incorporates business strategy, governance, organization, and key business processes. Applications architecture provides a blueprint for the individual application systems to be deployed, their interactions, and their relationships to the core business processes of the organization. Data architecture describes the structure of an organization's logical and physical data assets and data management resources. Technology architecture describes the software infrastructure intended to support the deployment of core, mission-critical applications.

2. NATO Architecture Framework

NATO Architecture Framework (NAF) is one of the enterprise architecture frameworks that satisfies the above definitions. Other well-known architecture frameworks are for example Zachman Framework, The U.S. Department of Defense Architecture Framework (DoDAF), The Open Group Architecture Framework (TOGAF) or United States Government Federal Enterprise Architecture (FEA).

2.1 NAF architecture types

There are four types of architectures defined: baseline, overarching, reference and target. On the Figure 1 there are emphasized the relationships between them. Architectures are dynamic in nature and are updated regularly to reflect changes in requirements and technology.

2.1.1 Baseline Architecture

The NATO C3 System Baseline Architecture is a description of the fielded "as is" system in architectural template terms. Baselines are used in NATO’s Mission Oriented Analysis (MOA) process to help assess potential solutions to evolving operational requirements.

Thus, they are tools necessary for the user, planner, manager, and system custodian to comprehensively establish, understand, and maintain the current enterprise or domain configuration. Baselines are rendered for NATO and National systems at a level of detail necessary for depiction of system components, their interconnectivity with each other, and any relevant external connectivity.
2.1.2 Overarching Architecture

Overarching Architecture (OA) is a top-down description of the desired configuration of the NATO C3 System necessary to meet NATO’s medium to long-term (up to 15 years) capability requirements.

It describes the relationships between the systems necessary to perform the functions of NATO Consultation, Command and Control regardless of whether they are provided as a result of NATO common funding, multi-national co-operative effort or the use of national assets. The description is rendered at a high level, but is detailed enough to identify, using standardised templates, systems and system components within the User, Network, and Sensor domains, how they are interlinked, and how they interface with external C3 systems.

Figure 1 Relations of architecture types

2.1.3 Reference Architecture

Reference Architectures (RAs) describe the overall structure or concept of a required system in three views (Operational View, Systems View, and Technical View) – each with appropriate templates. They are valid for a significant period of time. They act as the basis for the development of Target (“transitional”) architectures, as required. RAs are system-specific and provide a level of detail required to translate the required capabilities as derived from missions, operational concepts and operational architecture views, into projects within a capability package.

Their primary focus is on services, process and component functionality, they must render user requirements, processes, and concepts in a high-level solution from which individual projects can be identified and initially costed. RAs must establish strategic decisions regarding system technologies, stakeholder issues, product lines, etc.
2.1.4 Target Architecture

Target Architectures (TAs) are mandated to support the preparation of cost estimates. They are, most often, derived from the related Reference ("to be") architecture, and specify the detailed, project-related implementation targets of the current time increment in three views (Operational View, Systems View, and Technical View) each with appropriate templates.

They are design solutions at a detail sufficient to allow the system acquirer and implementer to specify the service requirements, the topological and topographical constraints, together with the technical details necessary for coherent product identification and selection to fulfill the user requirements and support integration. TAs provide the necessary design to acquire and integrate components in order to achieve the desired capability within the design constraints of the reference architecture. Their primary focus is on the specification of systems and their associated components, products and services.

2.2 NAF architecture views

There are three major views that logically combine to compose an architecture – the Operational, Systems, and Technical views. These views provide different perspectives of the same system or group of systems. Their combination provides the architecture. Each of these three standard architectural views, as depicted above, are “symbiotic” in the sense that they are mutually supportive and do not normally exist in isolation from one another. There is a continual process of feedback, dependency, and interaction, which is necessary not only to develop architectures, but also to ensure they evolve coherently.

Figure 2 NAF architecture views
2.2.1 Operational View

The Operational View is a description of the tasks and activities, organisational and operational elements and information flows required to accomplish or support a military or consultation function. The sponsor generates this view unconstrained by any solution or presupposition on the details of technology that might be used to support the requirement.

2.2.2 Systems View

The Systems View is a description and identification of system(s), both internal and external, and interconnections required to accomplish or support the military or consultation function. The systems view may be used for many purposes including systems baselining, making investment decisions to satisfy operational requirements, and evaluating interoperability improvements.

2.2.3 Technical View

The Technical View is a description of the arrangement, interaction and interdependence of the elements of the system and takes into account the technical constraints imposed by the Systems View. The Technical View provides the minimal set of rules governing the selection of the appropriate standards and templates for implementation.

2.3 Architectural templates

NAF provides list of templates divided into four categories according to existing views. The first group of templates is common and can be used at all views.

- NATO All-view templates (NAV)
  - Overview and Summary Information (NAV-1)
  - Integrated Dictionary (NAV-2)

- NATO Operational view templates (NOV)
  - High-Level Operational Concept Diagram (NOV-1)
  - Operational Node Connectivity Diagram (NOV-2)
  - Operational Information Exchange Requirements (IER) Matrix (NOV-3)
  - Organisation Relationships Chart (NOV-4)
  - Operational Activity Models (NOV-5)
  - Concept Data Model (NOV-6)

- NATO Systems view templates (NSV)
  - Systems Interface Description (NSV-1)
  - Systems Communications Description (NSV-2)
  - System-to-System Matrix (S^2 Matrix) (NSV-3)
  - Systems Functionality Description (NSV-4)
  - Operational Activity to System Function Traceability Matrix (NSV-5)
  - Systems Information Exchange Matrix (NSV-6)
• System Performance Parameters Matrix (NSV-7)
• System Evolution Description (NSV-8)
• System Technology Forecast (NSV-9)
• Physical Data Model (NSV-10)

NATO Systems view templates (NSV)
• System Standards Profile (NTV-1)
• Standards Technology Forecast (NTV-2)
• Technical Configurations (NTV-3)
• Software Configurations (NTV-4)
• Product Selection Report (NTV-5)

In the Table 1 mandatory templates are listed. If additional templates are required for architecture, they must come from the NAF. If the NAF does not contain a desired template, a change proposal for the new template must be submitted and must contain the following information: rationale for new template, template description with supporting figure(s).

<table>
<thead>
<tr>
<th>Architectures</th>
<th>Core and Network Services</th>
<th>Functional Services and User Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overarching</td>
<td>NOV 1,2,4,5; NSV 1,4</td>
<td>NOV 1,2,4,5; NSV 1,4</td>
</tr>
<tr>
<td>Reference</td>
<td>NOV 1,2,3,4; NSV 1,4</td>
<td>NOV 1,2,4,5; NSV 1,4</td>
</tr>
<tr>
<td>Target</td>
<td>NOV 1,2,4,5, NSV 1,4; NTV 1,5</td>
<td>NOV 1,2,4,5,6; NSV 1,4; NTV 1,5</td>
</tr>
<tr>
<td>Baseline</td>
<td>NSV 1,4</td>
<td>NSV 1,4</td>
</tr>
</tbody>
</table>

Table 1 Summary of mandatory templates

3. Application in CAF and MoD

The Czech Republic is a NATO member since 1999. As a member country we are forced to incorporate NATO directives in our nation standards. As you could see, the topic of architectures is fairly complex and during the process of investigation it was found out that the NAF is at the early stages of implementation. There are not any sophisticated examples of the published templates.

3.1 Phases of implementation

On the Figure 3 the high-level stages of implementation are displayed. These phases are planned for years. First versions of national directive for architecture framework and baseline architecture are already finished. These documents will be in the future improved iteratively (using iterative Unified Process like methodology).

![Figure 3 Stages of NAF implementation in Czech environment](image-url)
3.2 Difficulties with implementation

Previous chapters described fragments of current approaches at architecture construction field. As you could see, there is large amount of layers, models, views. The first step for architecture approach application looks straightforward, so the first question was asked: What is the starting point? The answer for this simple question is one of the most difficult. As there is not proper methodology available and neither NAF covers this issue, it was as we hope properly decided to tailor NAF directive for nation environment. Current version of this document in the Czech national environment is much more simplified than original one; it includes also basics for methodology for architecture development.

3.2.1 Internal constraints

The current systems implemented in CAF and MoD are standalone separated systems without compatible architecture. There were created without any architectural boundaries, they are incompatible at all aspects from analysis and design to platforms and technologies. One of the current tasks is the systems integration at the national level. This integration should be compatible with related NATO systems. The first NAF implementation will be used for CAF and MoD CIS integration. As there are currently available about 20 different enterprise systems, this task is tremendous, thus only a feasibility study was realized.

Background knowledge of national implementers was at level of currently implemented systems. Workshops that extend level of knowledge were taken and will be taken additional in the future. Topics like architecture principles, UML language, process analysis, Service Oriented Architecture are step by step covered.

3.2.2 External issues

Following issues were tackled during the NAF investigation and understanding. These issues often break work of architecture implementers.

- NAF diagrams and template descriptions are created using different notation styles from plain images to UML diagrams. These UML diagrams are incompatible in notation and different tools were user for their creation (especially non UML tools).
- Large number of views and deliverables at all levels exists for architecture construction.
- Missing methodology for architecture creation according to NAF directive. On of the key difficulty was.

3.3 Future development suggestions

In the next part suggestions for NAF improvements follow. These ideas were already delivered to NATO auditorium and were almost agreed.

- Unification of used notation, probably the best would be to use UML where possible. A set of new stereotypes can be defined for UML for architecture construction.
- Appropriate set of tools for architecture development should be selected and used by targeted group of users.
- Creation of templates for typical application of architecture in areas like system
integration, system development, acquisition etc.

- Decrease number of view and deliverables at all levels to simplify architecture construction, readability and usability.
- Development of methodology for architecture creation. We suggest building methodology based on Unified Process like methodology, especially for iterative and incremental approaches.

Conclusion

In the paper basics of architecture approach for C3 systems development and difficulties which were already tackled during architecture approach application in CAF (Czech Army Forces) and MoD (Ministry of Defence). Paper is based on author’s experience; authors have been involved in architecture approach definition. As the NAF is still under development and will be revised according to NEC (Network Enabled Capability) initiative, simple approach was taken. National directive for architecture development was created, which cover mostly stable parts of current NATO directive and the first version of baseline architecture was created. Next versions of baseline and other directives will be produced iteratively step by step and will incorporate new features of NAF future versions. Without iterative approach the whole process would be stacked without expected deliverables.
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Abstract. Recently, a large number of international academic conferences have been held all over the world, and the number of conferences has been increasing year by year, which makes it difficult for us to overview the whole situation. On the other hand, explosive growth of the Internet makes it possible for us to obtain various information about conferences from the Web. In this paper, we propose a method for giving an overview of relation among conferences, such as clustering conferences and discovering the conference where active discussion is conducted in certain issues, by constructing a research map from conference information obtained from the Web.

1 Introduction

Although a large number of international academic conferences have been held all over the world recently, we can get the situation inside only a limited number of conferences1 (e.g. similarity or difference in issues discussed in them) because of diversification of research field and rapid increase of the number of conferences (i.e. new conferences). Especially when it comes to conferences where issues in a new research field is discussed, we would encounter some problems described below:

• Similar issues are discussed in more than two conferences on different research fields. In some cases, the discussion is conducted individually and there is little cross-conference discussion.

• In the case that our research is related to several different research fields (i.e. research in a boundary area), we would wonder to which conference we should submit our paper.

For example, issues in the semantic Web are discussed not only in ISWC20052, where the semantic Web is the main issue, but also in WWW20053, where general issues in the Web are discussed, and ICWE20054, where issues in Web engineering are mainly discussed. In addition, a few papers about the semantic Web are presented at LREC20045, where the main issues are about natural language processing (NLP). On the other hand, discussion about

1In this paper, “conference” means “international academic conference”.
2http://iswc2005.semanticweb.org/
3http://www2005.org/
4http://www.icwe2005.org/
5http://www.lrec-conf.org/lrec2004/
the issues is not so active in COLING2004 and ACL2005, although issues in NLP are discussed in both of the conferences. Although it is important for us to find such relation among conferences in order to overview whole situation inside a research field we interested in (e.g. relation among conferences), it is difficult to find the relation manually.

On the other hand, because of explosive growth of the Internet, it becomes common that information about conferences (e.g. conference site and date, call for papers, conference program, program committee, etc.) is available on the Web. We could find the main issues discussed in each conference and relation among the conferences by obtaining such information. In this paper, we propose a method for giving an overview of the relations, such as grouping the conferences where the discussed issues are similar to one another, and discovering the main conference where active discussion is conducted in certain issues.

2 Conference Information Used for Analysis

A conference has a lot of information, such as basic information (official and abbreviated conference names; conference site and date), call for papers (background, aims and issues of the conference; schedule for submission), a conference program (titles and authors of each paper; timetable; session titles), committees (chair, co-chairs and the other members), satellite workshops and so on. We use titles of each papers, keynote speeches, invited speeches and tutorials in a conference program since they are freely available from the Web in most of the conference sites and they describe contents of the papers briefly.

3 Methods for Mining the Conference Programs

A procedure of our method is as follows: (1) extract feature words from paper titles in each conference program, (2) compute relevance of each conference to the others, and (3) cluster the conferences and discover the main conference in certain issues. The details of these processes are described in the rest of this section.

3.1 Extraction of Feature Words

Feature words are extracted on the assumption that words appearing in the beginning of each paper or session title would be more important than the others, i.e. these words would indicate the main topic of the paper or session. For example, in the case of a paper title “Building a large-scale Japanese CFG for syntactic parsing”, the main topic of this paper would be “building a large-scale Japanese CFG”, and “syntactic parsing” would be a kind of additional information.

Based on the assumption, we define Head Part of a paper or session title as follows:

1. The word sequence between the top of the title and the first preposition is Head Part of the title.
2. If the number of content words between the top and the $n$-th preposition ($n \geq 1$) is less than 2, Head Part is extended to the next (i.e. the $(n+1)$-th) preposition.

6http://www.issco.unige.ch/coling2004/ (Information about the conference has already removed)
7http://www.aclweb.org/acl2005/
We think general words (e.g. evaluation, application, etc) tend to appear in the beginning of a paper or session title if there is only one word before the first preposition. For example, in the case of a paper title “Evaluation of a Japanese CFG derived from a syntactically annotated corpus with respect to dependency measures”, Head Part of this paper is extended to the second preposition “from” because there is only one word “evaluation” before the first preposition “of”.

A word \( w \) is extracted as a feature word of a conference \( X \) if the word occurs more than a predetermined threshold \( t \) in the conference information:

\[
fw(X) = \{ w \mid \text{tf}(X, w) > t \}
\]

where \( \text{tf}(X, w) = C_1 \times \text{tf}_1(X, w) + C_2 \times \text{tf}_2(X, w) \)

where \( \text{tf}_1(X, w) \) and \( \text{tf}_2(X, w) \) indicate frequency of a word \( w \) appearing in/out of the Head Part of each paper or session titles respectively. \( C_1 \) and \( C_2 \) are coefficients and \( C_1 > C_2 \)

Using each word as a feature word individually does not work well if the word usage varies among research fields. For example, a word “semantic” is often used in compound nouns “semantic Web” and “semantic (Web) service” in ISWC, while the word is used in compound nouns “semantic analysis”, “semantic approach”, “semantic role”, “semantic interpretation”, etc. in COLING and ACL. To discriminate such difference, we also count co-occurrence of two words in each paper title \(^8\) and extract the word pairs as feature words (i.e. feature word pairs) if frequency of the co-occurrence exceeds a predetermined threshold:

\[
\text{cooc}(X, w_1, w_2) = C'_1 \times \text{cooc}_1(X, w_1, w_2) + C'_2 \times \text{cooc}_2(X, w_1, w_2) + C'_3 \times \text{cooc}_3(X, w_1, w_2)
\]

\( \text{cooc}_1(X, w_1, w_2), \text{cooc}_2(X, w_1, w_2) \) and \( \text{cooc}_3(X, w_1, w_2) \) indicate frequency of co-occurrence of two words \( w_1 \) and \( w_2 \) where both/either/neither of the words appear(s) in the Head Part of each paper or session titles respectively. \( C'_1, C'_2 \) and \( C'_3 \) are coefficients and \( C'_1 > C'_2 > C'_3 \).

Distance between the two words (i.e. the number of words between the two words) is limited to less than 3.

### 3.2 Relevance of a Conference to Another

It is natural to speculate that most of the issues discussed in a conference \( X \) could be discussed in another conference \( Y \) if the conference \( X \) is relevant to \( Y \). In other words, if few issues discussed in the conference \( X \) are discussed in \( Y \), \( X \) could not be relevant to \( Y \). Therefore, we define relevance as follows (\( \text{rel}(X, Y) = 0 \) where \( fw(X) \cap fw(Y) = \emptyset \)):

\[
\text{rel}(X, Y) = \frac{\sum_{w \in \text{fw}(X) \cap \text{fw}(Y)} \text{tf}(X, w) \times \text{tf}(X, w)}{\sqrt{\sum_{w \in \text{fw}(X)} \text{tf}(X, w)^2} \times \sqrt{\sum_{w \in \text{fw}(Y)} \text{tf}(Y, w)^2}}
\]

\(^8\)At least one of the two words must not be in the general word list described previously.
The latter factor in the right hand side of the formula indicates cosine similarity between vectors of conferences $X$ and $Y$, represented in a multidimensional space where each dimension corresponds to a word in the intersection of the feature word sets of the two conferences. We define relevance as a product of the cosine similarity and proportion of the total frequency of the words in the intersection of the two feature word sets to total frequency of all the feature words of the conference $X$. By computing the relevance of each conference to the others, we can construct a complete, directed and weighted graph, where each node indicates a conference and the weight on each edge indicates the relevance of a conference on one end to a conference on the other end. Note that the relevance we defined has asymmetry property, i.e. $\text{rel}(X, Y) \neq \text{rel}(Y, X)$, reflecting the property that conference $Y$ is not necessarily relevant to conference $X$ even if conference $X$ is relevant to conference $Y$.

3.3 Conference Clustering

Dorow et al. proposed two approaches for categorizing nouns by using curvature [1]. One of them is as follows: (1) construct a (non-directed and non-weighted) noun graph by introducing a node for each of the nouns and connecting two nouns by an edge if they co-occurred in a coordination, (2) compute the curvature of each node in the graph, and (3) remove all nodes whose curvature falls below a certain threshold. We apply this method to conference clustering. Since a conference graph based on the relevance is a directed and weighted graph, it needs to be converted to a non-directed and non-weighted graph by the following procedure: (1) compute similarity between each two conferences: $\text{sim}(X, Y) = \sqrt{\text{rel}(X, Y) \times \text{rel}(Y, X)}$, (2) replace the weight of each edge (i.e. the relevance score) with the similarity score, and (3) remove all edges whose weight (i.e. the similarity score) is less than a predetermined threshold.

3.4 Discovering the Main Conference in Certain Issues

Erkan et al. proposed a method for extracting the most important sentences from a set of documents for summarization, called LexRank [2]. This method determines the most important sentences by computing a vector $p$ which satisfies an equation, $p = B^T p$, where the matrix $B$ is the adjacency matrix which is obtained from the set of documents. The main conferences in certain issues can be discovered by applying the similar way to a conference matrix associated with the graph constructed by using the relevance or the similarity. The procedure is as follows: (1) pick up several words indicating the issues a user is interested in, (2) pick up conferences including the words in their conference programs, (3) compute relevance or similarity scores among the conferences and obtain a conference matrix, and (4) determine the main conference by applying LexRank to the conference matrix.

4 Evaluation

4.1 Extracted Feature Words

Firstly, we manually collected conference programs of nine conferences: three conferences on the Web (WWW 2005, ICWE2005, ISWC2005), three conferences on databases (ICDE20059, http://icde2005.is.tsukuba.ac.jp)
Next, as described in section 3.1, we prepared a list of general words, which consists of 443 words (e.g. system, model, application, etc.). Then we extracted feature words and feature word pairs from each title of submitted papers. In this case, we set the thresholds for extracting feature words and feature word pairs (i.e. $t$ and $t'$) as 1 and 2 respectively. Coefficients $C_1$, $C_2$, $C_1'$, $C_2'$, and $C_3'$ are set as 2, 1, 3, 2, and 1 respectively. The number of feature words and feature word pairs extracted from each conference are shown in the third and fourth row of table 1.

4.2 Relevance and Similarity Scores

Table 2 and 3 indicate the relevance scores of each conference to the others with respect to feature words and feature word pairs respectively. In table 2, bold numbers and underlined numbers indicate that they are more than 0.1000 and 0.2500 respectively. On the other hand, in table 3, these numbers indicate that they are more than 0.015 and 0.0400 respectively.

From table 2, we can find that the relevance scores of each conference to the others on the same research field are quite high. In addition, we can see that relevance score between WWW and each conference on databases is comparatively high, as well as relevance score between IJCNLP and each conference on the Web. On the other hand, the relevance score of every conference to LREC is also high. We think that it is due to a large number of papers submitted in LREC and a large number of extracted feature words. To solve this problem, we need something like normalization, which will be left for future work. We can see the similar outcome in table 3.
Table 3: The relevance scores of each conference to the others (using feature word pairs)

<table>
<thead>
<tr>
<th></th>
<th>WWW</th>
<th>ISWC</th>
<th>ICWE</th>
<th>LREC</th>
<th>ACL</th>
<th>IJCNLP</th>
<th>ICDE</th>
<th>VLDB</th>
<th>SIGMOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>WWW</td>
<td>1.00</td>
<td>.0838</td>
<td>.0655</td>
<td>.0533</td>
<td>.0066</td>
<td>.0081</td>
<td>.0219</td>
<td>.0131</td>
<td>.0121</td>
</tr>
<tr>
<td>ISWC</td>
<td>.0967</td>
<td>1.00</td>
<td>.0430</td>
<td>.0532</td>
<td>.0096</td>
<td>.0122</td>
<td>.0119</td>
<td>.0205</td>
<td>.0044</td>
</tr>
<tr>
<td>ICWE</td>
<td>.1635</td>
<td>.0778</td>
<td>1.00</td>
<td>.0381</td>
<td>.0099</td>
<td>.0115</td>
<td>.0252</td>
<td>.0045</td>
<td>.0215</td>
</tr>
<tr>
<td>LREC</td>
<td>.0088</td>
<td>.0096</td>
<td>.0063</td>
<td>1.00</td>
<td>.0211</td>
<td>.0250</td>
<td>.0032</td>
<td>.0009</td>
<td>.0021</td>
</tr>
<tr>
<td>ACL</td>
<td>.0061</td>
<td>.0114</td>
<td>.0098</td>
<td>.0780</td>
<td>1.00</td>
<td>.0838</td>
<td>.0032</td>
<td>.0010</td>
<td>.0024</td>
</tr>
<tr>
<td>IJCNLP</td>
<td>.0134</td>
<td>.0120</td>
<td>.0112</td>
<td>.1088</td>
<td>.0869</td>
<td>1.000</td>
<td>.0039</td>
<td>.0000</td>
<td>.0023</td>
</tr>
<tr>
<td>ICDE</td>
<td>.0259</td>
<td>.0090</td>
<td>.0043</td>
<td>.0101</td>
<td>.0019</td>
<td>.0020</td>
<td>1.000</td>
<td>.0793</td>
<td>.0710</td>
</tr>
<tr>
<td>VLDB</td>
<td>.0209</td>
<td>.0104</td>
<td>.0037</td>
<td>.0046</td>
<td>.0015</td>
<td>.0000</td>
<td>.0039</td>
<td>1.000</td>
<td>.0732</td>
</tr>
<tr>
<td>SIGMOD</td>
<td>.0231</td>
<td>.0041</td>
<td>.0027</td>
<td>.0074</td>
<td>.0011</td>
<td>.0011</td>
<td>.0614</td>
<td>.0574</td>
<td>1.000</td>
</tr>
</tbody>
</table>

(a) Using feature words (b) Using feature word pairs

Figure 1: The similarity scores between each two conferences

Similarity graphs based on the similarity with respect to feature words and feature word pairs are shown in figure 1 (a) and (b). Bold numbers and underlined numbers indicate similarity score between two conferences and curvature of each conference respectively. Edges whose weight (the similarity) is less than 0.1000 and 0.0150 are removed in figure 1 (a) and (b) respectively. From figure 1 (a), it is easy to see that these nine conferences are clustered in three groups. Clustering by using curvature [1] could be done successfully in this case since the curvature of nodes WWW, ISWC, ICWE and IJCNLP are low. Although we can see the similar outcome in figure 1 (b), only curvature of nodes WWW and LREC are low.

For a little larger-scale evaluation, we collected programs of 36 conferences and constructed a conference graph based on similarity score with respect to feature words (figure 2). It seems conference on the same research field are gathering together, such as natural language processing, artificial intelligence, world wide web, etc. In addition, we can see conferences on machine learning have strong relation with conferences on data mining and artificial intelligence. On the other hand, ACL and IJCNLP have a relation with conferences on artificial intelligence, while LREC does not, although the research field of LREC is similar to that of ACL and IJCNLP. Actually main issue of LREC is slightly different from ACL and IJCNLP, it specializes in language resources.

4.3 LexRank Scores for Discovering the Main Conference

Firstly, in order to compute LexRank scores for discovering the main conference in certain issues, we chose four words, XML, query, stream and schema, as feature words. All of these four words are included in four conferences, ICDE2005, VLDB2005, SIGMOD/PODS2005 and WWW2005. Frequency of the four feature words in each conference is shown from the
The score for WWW computed by the relevance with respect to feature word pairs is much lower than the scores for any other conferences. We think that the relevance is better than the similarity for computing LexRank scores since a conference graph constructed by using

Table 4: Frequency of the four feature words and LexRank scores for each conference

<table>
<thead>
<tr>
<th>Feature words</th>
<th>Word</th>
<th>Word pair</th>
</tr>
</thead>
<tbody>
<tr>
<td>XML</td>
<td>query</td>
<td>stream</td>
</tr>
<tr>
<td>ICDE</td>
<td>34</td>
<td>58</td>
</tr>
<tr>
<td>VLDB</td>
<td>39</td>
<td>70</td>
</tr>
<tr>
<td>SIGMOD</td>
<td>28</td>
<td>40</td>
</tr>
<tr>
<td>WWW</td>
<td>23</td>
<td>28</td>
</tr>
</tbody>
</table>

second to fifth columns of table 4.

LexRank scores for the four conferences are shown from the sixth to eighth columns of table 4 (All scores are normalized so that the largest value of each column would be 1). LexRank scores computed by the relevance (or the similarity) with respect to feature words are shown in the sixth column \(^{13}\), and scores computed by the relevance and the similarity with respect to feature word pairs are shown in the seven and eighth columns respectively.

From the result, the LexRank score for SIGMOD computed by feature word pairs with respect to the relevance is the highest in the four conferences, while the scores for ICDE are the highest in the other cases. However, in the case that feature words are used for computing LexRank scores, there is little difference between the score for ICDE and the scores for the others. It is because we used only four feature words and all of the conference programs include all of the words. On the other hand, we can see a larger difference among the scores computed by feature word pairs due to variety of the word pairs.

\(^{13}\)Relevance and similarity scores with respect to feature words are the same since all of the conferences include all of the feature words. Therefore, LexRank scores computed by the relevance and the similarity are also the same.
relevance score is directed and the direction of each edge in the graph indicates hierarchical relation between the two conferences at the both ends of the edge.

5 Conclusion

In this paper, in order to overview whole situation inside a research field we interested in, we proposed a method for grouping the conferences where the discussed issues are similar to one another, and discovering the main conference in certain issues.

Some services on the Web, such as EventSeer \(^{14}\), CiteSeer \(^{15}\) and Google Scholar \(^{16}\), are available now. Our proposal is for giving an overview of whole situation among conferences while CiteSeer and Google Scholar are useful for observing each paper or researcher. We think that our proposal does not compete these services, but combination of our proposal with other services could provide a more useful service.

In the future, we intend to look into the following:

- In this paper, we used only nine conferences for evaluation. In order to carry out a larger-scale evaluation, we are planning to consider (semi-)automatic acquisition of conference information. If we could obtain a lot of information from the Web, we would use IDF for computing the relevance and the similarity instead of preparing a general word list.

- In our definition of the relevance, a relevance score of a small conference to a large one tends to be higher than it should be. On the other hand, sufficient amount of information cannot be obtained from conferences where only a few papers are presented. We need to consider the problem in difference of the amount of information obtained from each conference.

- Conference programs (titles of submitted papers) are not sufficient for indicating what is written in each paper. Other conference information, such as call for papers, abstract of each paper, papers themselves (PDF files), etc., could be useful although some of them are not available in some conference sites. We think this problem could be solved by combining with other services on the Web as described previously.

- In order to make our achievement to public, results of the analysis need to be visualized. We are trying to carry out a preliminary experiment by using some heuristics.

References


\(^{14}\)http://eventseer.net/

\(^{15}\)http://citeseer.ist.psu.edu/

\(^{16}\)http://scholar.google.com/
Towards Automatic Detection of Potentially Important International Events/Phenomena from News Articles at Mostly Domestic News Sites

Pham Van Hai, Takahiro Aoyagi, Tomoya Noro, and Takehiro Tokuda
{hai, takahiro, noro, tokuda}@tt.cs.titech.ac.jp
Department of Computer Science, Tokyo Institute of Technology,
Meguro, Tokyo 152-8552, Japan

Abstract. Unlike the relative success of general Web search engines detecting important Web pages, it is not yet easy to detect potentially important events/phenomena (other than obvious major newspaper top headlines) happening outside the country from observations of news articles on the Web. Current news index sites or news provider sites such as Google News, BBC, CNN, and Reuters, try to present streams of latest news. We present a new approach to automatic detection of potentially important events/phenomena happening outside the country based on the monitoring of a number of different mostly domestic news sites.

1 Introduction

Unlike the relative success of general Web search engines detecting important Web pages, it is not yet easy to detect potentially important events/phenomena (other than obvious major newspaper top headlines) happening outside the country from observations of news articles on the Web. This is partly because the importance of news can be greatly varying to individual recipient persons, groups, organizations, and countries/regions.

If we try to automatically detect potentially important foreign events/phenomena, current news index sites or news provider sites such as Google News, BBC, CNN, and Reuters, may not be suitable as follows.

1. Keyword based searching
   In searching of news, we need to know keywords in advance to reach the article. For potentially important events/phenomena we do not know keywords.

2. Streams of latest news
   In browsing of news, news sites present a huge amount of streams of latest news. The amount of news even in one site may be more than one human can handle every day.

Notice that computer science has developed many techniques for news topic summarization, clustering, detection and identification. However, the judgement of potential importance of news articles has a quite different goal.
The purpose of this paper is to present a new approach to automatic detection of potentially important events/phenomena based on monitoring of a number of different mostly domestic news sites on the Web. A domestic news site is a site which deals with large amount of domestic news and small amount of foreign news. On the contrast, a global news site, such as BBC news International version, CNN International edition, and Reuters, is a site which deals with equally large amount of news in Africa, Americas, Asia-Pacific, Europe, Middle East and South Asia.

Currently there exist at least 4500 English news sites on the Web as well as many native language news sites. These English news sites may provide large or small number of news articles per day. A possible path of news from the event/phenomenon to the recipient of news may be as follows.

Event/Phenomenon → Announcement/Response → News Agency → Newspaper/TV/Magazine → (Selection of News) → News Website → Recipient of News

These news sites are reporting its own composed news or subscribed news-agency composed news. Our new approach is based on monitoring of mostly domestic news sites in different countries/regions. A number of heuristic methods allow us to automatically detect potentially important news.

The organization of the rest of this paper is as follows. In section 2 and 3 we explain our local and global methods for the computation of potentially importance of the news. In section 4 and 5 we evaluate preliminary experiments and related work. In section 6 we give concluding remarks.

2 Local Methods

We present two ordinary methods and one new method for automatic detection of potentially important news article at a news site. These methods can judge the potential importance of news articles locally.

The traditional approach [8] to the judgement of emergence of important events/phenomena is as follows. We measure the ordinary frequency of each word per day in news articles at one site for a long period of time. We detect that something special event/phenomenon involving the word is happening today, if the occurrence frequency of the word of the day is larger than the expected ordinary frequency per day. Now we have Method 1 based on expected frequency.

Method 1 (Frequency method)

1. We measure the frequency of references to country/region names per day in news articles at each news site in different countries/regions.
2. If some country/region name appears more frequently than the expected ordinary frequency per day, then we judge that potentially important events/phenomena are described in these articles containing references to those country/region names.

Example 1

At domestic news sites in East Asia and South East Asia expected frequency of references to country/region names in Africa or South America per day is very small. Hence if a reference
to one country/region name appears in one news article, then it appears that news article is describing potentially important events/phenomena.

Method 1 may not work well, if something important events/phenomena may take place in most frequently referred countries/regions. This is because the expected frequency may be already large enough so that we may not be able to regard it as something special.

Method 2 (Matching method)

If a news article $A$ contains a reference to your own country/region name, then the article $A$ is describing a potentially important event/phenomenon.

Instead of Method 1 and 2, we present a new method based on the following observations. Each news article has its intended audience. The intended audience could be audience in the same city or in the same country/region or in all countries/regions. (Subway accidents in a city could be local news or nation news or global news.) When we deal with foreign news, the intended audience may be the set of countries/regions. We detect that something special seems happening today, if the news article appears in a country/region which is not in its intended audience. We refer to actual audience as the set of countries/regions in which the news article appears. The intended audience and the actual audience of a news article are computed as follows.

Definition 1
1. If a news article $A$ appears in the domestic section of a news site $B$ in a country/region $C$, then the intended audience of the news article $A$ and the actual audience of the news article $A$ have country/region $C$.

2. If a news article $A$ appears in the international section of a news site $B$ in a country/region $C$, then the actual audience of the news article $A$ has country region $C$. (Some news sites may not have distinction of domestic/international sections. If the headline has a country/region name other than its own country/region, then it is treated as an occurrence in the international section.)

3. If a news article $A$ refers to country/region $C$ in the headline/text, then the intended audience of the news article $A$ has country/region $C$. A reference to country/region $C$ is a reference to country/region name or its leader’s name or its capital city name or its collective people name. Its leader’s name could be its president’s name or prime minister’s name or foreign minister’s name.

4. If a news article $A$ refers to event/phenomenon $D$ in the headline/text and country/region $C$ has a participant/victim, then the intended audience of the news article $A$ has country/region $C$. Event/phenomenon $D$ has a participant/victim of country/region $C$, if it has an external definition or a news article in country/region $C$ stating that event/phenomenon $D$ has a participant/victim of country/region $C$. Event/phenomenon $D$ is identified by its name in news articles.

5. Some news articles in the international section may not have reference to any country/region names. Its intended audience may be empty. (Examples may be References to the Arctic or Antarctica.)
Example 2
At news sites in South East Asia, references to South East Asian Games (SEA Games) are very frequent during the SEA games period. References to SEA games may be rare at news sites outside participating countries/regions. If one news site outside of intended audience countries/regions makes a reference to SEA games in a news article, then this news article may be describing some potentially important event/phenomenon.

Method 3 (Intended Audience)
If a news article A appears in a news site in a country/region B and B is not in the intended audience of A, then A is describing potentially important events/phenomena.

3 Global Methods
We present two new methods to detect a potentially important event/phenomenon for a group of news sites globally. These methods require the identification method of two news articles.

Method 4 (Global Voting)
If a number of news sites have news articles \( B_1, \ldots, B_n \) describing event/phenomenon \( D \), then the global score of event/phenomenon \( D \) is \( n \). If the global score of event/phenomenon \( D \) is greater than 1, then \( D \) is a potentially important event/phenomenon.

Definition 2
The local score \( LS \) of a news article based on IA, intended audience, and AA, actual audience, at a news site is defined as follows.

\[
LS[site](article) = |AA(site, article) - IA(site, article)|
\]

where the right part is the cardinality of the set difference of the actual audience and the intended audience.

The global score \( GS \) of an event/phenomenon \( E \) based on local score \( LS \) for a group of news sites \( site_1, \ldots, site_n \) is defined as follows.

\[
GS(E) = LS[site_1](article_1) + \cdots + LS[site_n](article_n)
\]

where \( article_1 \) at \( site_1 \), \( \ldots, \) \( article_n \) at \( site_n \) are describing the event/phenomenon \( E \).

Method 5 (Global Score)
If an event/phenomenon \( E \) described by news articles in a group of news sites has the global score \( GS(E) \) larger than the certain threshold value, then the event/phenomenon \( E \) is potentially important.

For identification of news articles, we use Method 6. Before applying Method 6, we may check if country/region name sets contained in two articles are disjoint or not. If disjoint, then we do not have to apply Method 6. We assume that each news article has its headline and the first paragraph.
Method 6 (Equality checking)

We compute the TF-IDF term vector for each article. Articles dealing with the same event/phenomenon usually have the same information in the headline, 1st paragraph, and 2nd paragraph. We use nouns, proper nouns, verbs, and adjectives in the headline, 1st paragraph, and 2nd paragraph to generate the term vector for each article. Each element of the term vector is the score of each term. We score each term as follows.

\[
\text{Score}(\text{term}, \text{article}) = \text{Coefficient}(\text{term}, \text{article}) \times \text{TF}(\text{term}, \text{article}) \times \text{IDF}(\text{term}, \text{article})
\]

\[
\text{TF}(\text{term}, \text{article}) = \frac{\text{the number of occurrences of the term in the article}}{\text{the number of news articles at the site on the day}}
\]

\[
\text{IDF}(\text{term}, \text{article}) = \log \frac{\text{the number of news articles at the site on the day containing the term}}{\text{the number of news articles at the site on the day}}
\]

\[
\text{Coefficient}(\text{term}, \text{article}) = \begin{cases} 
C_1 & \text{if the term is a proper noun} \\
C_2 & \text{else if the term is in the headline} \\
C_3 & \text{otherwise (} C_1 \geq C_2 > C_3 \text{)}
\end{cases}
\]

Then, we use the cosine distance of two term vectors as a similarity measure. If the cosine distance > K for the certain threshold value K, then we say that \text{article}_1 and \text{article}_2 are dealing with the same event/phenomenon.

Method 7 (Search-based equality)

For a given keyword Word\textsubscript{1} for an event/phenomenon, if two articles A\textsubscript{1} and A\textsubscript{2} have at least one occurrence of the Word\textsubscript{1}, then we say A\textsubscript{1} and A\textsubscript{2} are dealing with the same event/phenomenon.

4 Preliminary Experiments

Experiment 1

We picked up 10 English news sites on the Web for our automatic detection of potentially important events/phenomena. They are almost randomly chosen 10 domestic English news sites in 10 countries/regions, China, Japan, Korea, the Philippines, Russia, Singapore, Taiwan, Thailand, United States, and Vietnam.

Table 1 shows the expected frequency of references to country/region names from the 1st most to the 5th most from Nov. 27 to Dec. 27, 2005. Country/Region names are represented by ISO 3166-1 code. Figure 1 shows the reference graph based on Table 1. A directed line from country/region A to B exists, if a news site in A refers to B in Table 1. Table 2 shows most frequent pairs of two country/region names in one news article at each news site from Nov. 27 to Dec. 27, 2005. Table 3 shows examples of potentially important events/phenomena based on local method (Method 1). Table 4 shows examples of potentially important events/phenomena based on global method (Method 5) with the threshold value 4.

Experiment 2

We performed one preliminary experiment of Method 6 for identification of news articles dealing with same or different events/phenomena. We processed a collection of articles of 10 news sites in 10 countries for 3 days with parameters C\textsubscript{1} = C\textsubscript{2} = 2, C\textsubscript{3} = 1, and K = 0.8. We found 180 candidates of pairs of identical news articles with 94% precision.
Table 1: Reference Frequency (articles/day)

<table>
<thead>
<tr>
<th>Country/Region</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>33.0</td>
<td>IRQ</td>
<td>8.03</td>
<td>5.58</td>
<td>5.41</td>
</tr>
<tr>
<td>Japan</td>
<td>8.35</td>
<td>CHN</td>
<td>3.16</td>
<td>1.32</td>
<td>1.22</td>
</tr>
<tr>
<td>Philippines</td>
<td>8.83</td>
<td>CHN</td>
<td>4.77</td>
<td>3.74</td>
<td>3.83</td>
</tr>
<tr>
<td>Russia</td>
<td>12.5</td>
<td>IRQ</td>
<td>3.19</td>
<td>3.12</td>
<td>2.67</td>
</tr>
<tr>
<td>Singapore</td>
<td>17.6</td>
<td>CHN</td>
<td>12.0</td>
<td>GBR</td>
<td>6.67</td>
</tr>
<tr>
<td>South Korea</td>
<td>14.0</td>
<td>PRK</td>
<td>7.06</td>
<td>CHN</td>
<td>3.58</td>
</tr>
<tr>
<td>Taiwan</td>
<td>17.6</td>
<td>CHN</td>
<td>12.0</td>
<td>JPN</td>
<td>4.64</td>
</tr>
<tr>
<td>Thailand</td>
<td>8.06</td>
<td>CHN</td>
<td>4.90</td>
<td>PHL</td>
<td>3.83</td>
</tr>
<tr>
<td>United States</td>
<td>IRQ</td>
<td>PHL</td>
<td>4.96</td>
<td>GBR</td>
<td>3.45</td>
</tr>
<tr>
<td>Vietnam</td>
<td>CHN</td>
<td>THA</td>
<td>2.96</td>
<td>MYS</td>
<td>2.58</td>
</tr>
</tbody>
</table>

Table 2: Co-occurrence Frequency (articles/month)

<table>
<thead>
<tr>
<th>Country/Region</th>
<th>Singapore</th>
<th>Thailand</th>
<th>Philippines</th>
</tr>
</thead>
<tbody>
<tr>
<td>USA</td>
<td>CHN</td>
<td>441</td>
<td>IRQ</td>
</tr>
<tr>
<td>USA</td>
<td>IRQ</td>
<td>118</td>
<td>USA</td>
</tr>
<tr>
<td>JPN</td>
<td>CHN</td>
<td>98</td>
<td>SGP</td>
</tr>
<tr>
<td>ISR</td>
<td>PSE</td>
<td>82</td>
<td>USA</td>
</tr>
<tr>
<td>USA</td>
<td>PHL</td>
<td>71</td>
<td>JPN</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Country/Region</th>
<th>South Korea</th>
<th>United States</th>
<th>Vietnam</th>
</tr>
</thead>
<tbody>
<tr>
<td>USA</td>
<td>JPN</td>
<td>100</td>
<td>USA</td>
</tr>
<tr>
<td>CHN</td>
<td>JPN</td>
<td>51</td>
<td>PRK</td>
</tr>
<tr>
<td>KOR</td>
<td>JPN</td>
<td>25</td>
<td>USA</td>
</tr>
<tr>
<td>USA</td>
<td>IRQ</td>
<td>21</td>
<td>JPN</td>
</tr>
<tr>
<td>USA</td>
<td>CHN</td>
<td>18</td>
<td>JPN</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Country/Region</th>
<th>Taiwan</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRQ</td>
<td>USA</td>
</tr>
<tr>
<td>GBR</td>
<td>USA</td>
</tr>
<tr>
<td>JPN</td>
<td>USA</td>
</tr>
<tr>
<td>ISR</td>
<td>USA</td>
</tr>
<tr>
<td>IND</td>
<td>USA</td>
</tr>
</tbody>
</table>

Figure 1: Reference Graph
Table 3: Local Method

<table>
<thead>
<tr>
<th>Title</th>
<th>Posted Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>China: <a href="http://www.xinhuanet.com/english/">http://www.xinhuanet.com/english/</a></td>
<td></td>
</tr>
<tr>
<td>Mongolia to send 200 peacekeepers to Sierra Leone</td>
<td>Dec. 22, 2005</td>
</tr>
<tr>
<td>Enterprises from Macao, Mozambique reach co-op deal</td>
<td>Dec. 9, 2005</td>
</tr>
<tr>
<td>Bill, Melinda Gates, Bono named Time’s persons of 2005</td>
<td>Dec. 19, 2005</td>
</tr>
<tr>
<td>Japan: <a href="http://mdn.mainichi-msn.co.jp/">http://mdn.mainichi-msn.co.jp/</a></td>
<td></td>
</tr>
<tr>
<td>Thousands of Croatian veterans and nationalists rally in support of war crimes suspect</td>
<td>Dec. 11, 2005</td>
</tr>
<tr>
<td>Ahead of OPEC meeting oil heavyweight Saudi Arabia says no need to change output</td>
<td>Dec. 11, 2005</td>
</tr>
<tr>
<td>Philippines: <a href="http://news.inq7.net/">http://news.inq7.net/</a></td>
<td></td>
</tr>
<tr>
<td>South African court rules in favor of same-sex marriages</td>
<td>Dec. 1, 2005</td>
</tr>
<tr>
<td>Prince Harry scuba-diving in Cyprus</td>
<td>Dec. 22, 2005</td>
</tr>
<tr>
<td>Deeply divided Bolivia to pick a new president</td>
<td>Dec. 19, 2005</td>
</tr>
<tr>
<td>Russia: <a href="http://newsfromrussia.com/">http://newsfromrussia.com/</a></td>
<td></td>
</tr>
<tr>
<td>Powerful earthquake hits northern coast of Papua New Guinea</td>
<td>Dec. 8, 2005</td>
</tr>
<tr>
<td>United Nations committee imposes asset freeze on two men, 30 companies connected to Liberia</td>
<td>Dec. 2, 2005</td>
</tr>
<tr>
<td>Turkmen president: Learn English or get a new job</td>
<td>Dec. 16, 2005</td>
</tr>
<tr>
<td>Singapore: <a href="http://www.channelnewsasia.com/">http://www.channelnewsasia.com/</a></td>
<td></td>
</tr>
<tr>
<td>Flu fears as thousands of migratory birds die in Malawi</td>
<td>Dec. 17, 2005</td>
</tr>
<tr>
<td>Cherie Blair ‘provocation’ sparks Cyprus uproar</td>
<td>Dec. 18, 2005</td>
</tr>
<tr>
<td>50 arrested as Weah backers demonstrate after presidential claim</td>
<td>Dec. 13, 2005</td>
</tr>
<tr>
<td>South Korea: <a href="http://english.yna.co.kr/">http://english.yna.co.kr/</a></td>
<td></td>
</tr>
<tr>
<td>Taiwan: <a href="http://www.chmapost.com.tw/">http://www.chmapost.com.tw/</a></td>
<td></td>
</tr>
<tr>
<td>Strong earthquake shakes East Africa</td>
<td>Dec. 6, 2005</td>
</tr>
<tr>
<td>Powerful quake rocks Papua New Guinea</td>
<td>Dec. 12, 2005</td>
</tr>
<tr>
<td>Poland was main CIA center in Europe: NGO</td>
<td>Dec. 10, 2005</td>
</tr>
<tr>
<td>Thailand: <a href="http://www.bangkokpost.com/">http://www.bangkokpost.com/</a></td>
<td></td>
</tr>
<tr>
<td>Major earthquake rocks East Africa, damage unknown</td>
<td>Dec. 6, 2005</td>
</tr>
<tr>
<td>Woman wins Chile presidential vote; runoff Jan 15</td>
<td>Dec. 12, 2005</td>
</tr>
<tr>
<td>Corruption Endangers a Treasure of the Caspian</td>
<td>Nov. 28, 2005</td>
</tr>
<tr>
<td>Political Activism Begins to Take Hold in Kyrgyzstan</td>
<td>Dec. 12, 2005</td>
</tr>
<tr>
<td>Zimbabwe’s Opposition Party ‘Expels’ Its Leader (but Not for Sure)</td>
<td>Dec. 26, 2005</td>
</tr>
<tr>
<td>Vietnam: <a href="http://www.vnanet.vn/default.asp/LANGUAGE_JD=2">http://www.vnanet.vn/default.asp/LANGUAGE_JD=2</a></td>
<td></td>
</tr>
<tr>
<td>ASEAN diplomats take part in Volleyball Friendship Game</td>
<td>Nov. 28, 2005</td>
</tr>
<tr>
<td>EU recognises Ukraine as free market economy</td>
<td>Dec. 2, 2005</td>
</tr>
<tr>
<td>ASEAN eager to see Myanmar move towards democracy</td>
<td>Dec. 13, 2005</td>
</tr>
</tbody>
</table>

Table 4: Global Method

<table>
<thead>
<tr>
<th>Article</th>
<th>CHN</th>
<th>JPN</th>
<th>RUS</th>
<th>SGP</th>
<th>KOR</th>
<th>TWN</th>
<th>THA</th>
<th>PHL</th>
<th>USA</th>
<th>VNM</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>E</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>6</td>
</tr>
</tbody>
</table>

Article A: Coal Mine Explosion in China  | Article B: Nigeria plane crash  | Article C: Bomb explodes in Athens  | Article D: Harbin residents get water back after toxic spill  | Article E: Indonesia confirms new human death from bird flu (Dec. 1, 2005)
5 Related Work

Many Computer Science techniques have been developed for news topic summarization, clustering, detection and identification. Topic Detection and Tracking (TDT) [1] is a project which developed algorithms for automatically organizing news stories by the events they discuss. Their work is not aiming at evaluating the potential importance of the news article. Link Detection, one of five tasks in TDT project, is similar to one part of our proposed methods. The purpose of Link Detection is to detect whether or not two news stories discuss the same topic. There have been a number of approaches to Link Detection [2, 4, 5, 6]. The difference between our proposed method and their methods is that we deal with the structure of news article in weighting terms. We also use country/region names referred in news articles to filter articles which are not necessarily compared.

Personalized News [3, 7] tries to detect news stories which are most suitable for a specific user profile. Our method is to detect potentially important events/phenomena which do not depend on a specific user’s favorite keywords.

News sites, such as Yahoo News, provide Most Emailed News and Most Recommended News which provide popular news selected by users. However, these popular news articles are not necessarily potentially important news.

6 Conclusion

We have presented a number of methods for automatic detection of potentially important events/phenomena through monitoring of different mostly domestic news sites on the Web. If we have a reasonable automatic detection system of potentially important news happening outside the country, then we might be able to understand the outside world and inside world better than before.
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Abstract. ROC curves are widely used as a tool to evaluate classification models. This paper describes the use of the macro language STATISTICA Visual Basic to construct receiver operating characteristics curves (ROC) for the CART algorithm implemented in the data mining system STATISTICA Data Miner. STATISTICA has an option of ROC curves only for neural networks, therefore the macro presented here is useful for evaluation and comparison the classification models that are built with the CART algorithm. The possibilities of this macro are presented on one data set.

1. Introduction

Receiver operating characteristics curve (ROC) was first used in signal detection for description the radar’s ability to distinguish between signal and noise. The signal represented the true presence of a missile in the watched zone, while the noise was a kind of low signal that could lead to a false alarm [11]. It was up to the radar’s operator to select such a decision level (signal level) that would both maximize the detection of missiles and minimize the false alarm. Each decision level results in true-positive, true-negative, false-positive or true-negative decision. The ROC curve can be represented by plotting true-positive versus false-positive rate as the decision level changes.

Later ROC curves became widespread in other fields, e.g. radiology, medical decision making and so on, where they were used for evaluation the diagnostic tests that discriminate between diseased and healthy patients. Now these curves are employed in data mining as well to evaluate classification models. The advantage of the use of ROC is in its ability to describe the classifier performance over all possible decision levels. In the case of data mining models, ROC describes the classifier performance when the external conditions change [8]. Moreover, ROC enables multiple comparisons of classification models with the use of a single graph (than the graph visualizes the ROC space of classification models). This paper assumes the binary classification only when the individuals are classified either into true or false class and describes the possibility to construct ROC curves for the CART algorithm in Statistica DM.

1 This paper was partly supported by the Grant Agency of Czech Republic – grant No 402/04/1308
2. Construction of ROC Curve

Each binary classification results in four possible classification outcomes. The individuals can be classified either as positive or negative (the terminology is taken from medicine) based on a certain level of substance (threshold). The true positive (TP) rate is the proportion of positive cases correctly classified as positive. The false positive rate (FP) is the proportion of negative cases incorrectly classified as positive. The true negative (TN) and false positive (FN) rates can be derived in the similar manner as the foregoing ones. Different classifications are recorded in so called confusion matrix as illustrated in Table 1.

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Observed</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>D+</td>
<td>T+</td>
<td>a+c</td>
</tr>
<tr>
<td>D-</td>
<td>T-</td>
<td>b+d</td>
</tr>
<tr>
<td>Total</td>
<td>a+b</td>
<td>c+d</td>
</tr>
</tbody>
</table>

Table 1

Once the decision level has been selected, the classifier usually makes some misclassification and the confusion matrix can be formed. The capitals D+ and D- stand for disease present, respectively absent (a case classified as positive or negative). The T+ and T- stand for test or classifier results. The TP and 1-FP rate is called sensitivity, respectively specificity. The rates are determined by the following formulas:

$$TP = \frac{a}{a+b}$$

$$FP = \frac{c}{c+d} = 1 - specificity$$

True positive rate is the conditional probability that a positive case will be classified as positive \(P(T+ | D+)\). False positive rate is the conditional probability that a negative case will be classified as positive \(P(T+ | D-)\).

An ROC curve represents a set of points whose coordinates are TP and FP rates, see Figure 1. The different TP and FP rates are obtained by changing the threshold (cutoff). There is a trade-off between sensitivity and specificity, which means that an increase in TP rate results in a decrease in FP rate and on the contrary \([1,6]\). The ideal classifier will have TP=1 and FP=0. In that case the curve is represented by a point placed in the left upper corner. The worst classifier is represented by a diagonal line corresponding to a random classification. The line is sometimes called a „random line“. An optimal position can be found on the ROC curve. This can be situation if the aim is to maximize the TP rate or to minimize the FP rate or another type of misclassification.

The ROC curves can be theoretical or empirical. The empirical curve is plotted using TP and FP rates derived directly from data. The stairs-like shape of the curve is determined by the ordinal classification score and number of decision levels. If the continuous discrimination score and the infinite sample size are used, the curve becomes smoother and approximates the theoretical one \([4]\). The theoretical curve can be constructed based on the distribution assumptions of the classification score \([6]\). This paper deals only with construction of empirical curves.

There are several indexes that measure the classifier accuracy \([8]\). But the most used one is the area under the curve (AUC) since it enables comparing two or more models using a single index. The AUC takes on the values from 0–1. The higher the index is, the better
the classifier is. There’s no sense in using the classifier whose AUC equals 0.5 since it corresponds to a random classification. If there are two classifiers whose areas are equal, it doesn’t necessarily mean that they are of the same classification quality. This situation can happen when two curves crosses. The area under the curve has several interpretations [4,6]. One of them is the probability that a randomly sampled positive case will have a higher classification score than a randomly sampled negative case [4,6]. The area under the curve can be estimated either parametrically or empirically. The parametric approach assumes a specific distribution of the classification score. The most frequently used are the binormal or binegative exponential distributions. In contrast to the parametric approach, the nonparametric approach doesn’t assume any specific distribution. These are namely trapezoidal rule, Mann-Whitney statistic and bootstrap method. The empirical methods, however, tend to underestimate the area under the curve, especially when the number of points on the ROC curve is low [4,7,10].

3. Construction of ROC Curve for the CART Algorithm in Statistica

This section describes the possibility to use the Statistica Visual Basic macro language to plot ROC curve for a given classifier. The macro script constructs ROC curves for the CART classification algorithm. CART is an algorithm that constructs binary classification and regression trees. Statistica doesn’t provide the facility to constructs ROC curves for its classification algorithms, except for neural networks. If the CART algorithm is used to construct several classification models, then there is a need to evaluate their classification performances. This can be done using the curves but the problem is that their manual construction is time consuming. For this reason, the macro was created to automatize this procedure. To construct ROC curve for a given CART classification model, we need several TP and FP rates. These different rates are obtained if the external classification conditions change [8]. They are namely misclassification costs and prior probabilities (class distribution). The latter is used in the macro. STATISTICA Visual Basic enables to use almost any analysis module in macros. In this case, the interactive decision tree analysis object model is used. The interactive tree object model has many properties and methods, of which the Priors property and GrowOneLevelBranchOftheNode method are the most important for this macro. These are used to dynamically reconstruct the classifiers with different prior probabilities. The user lets the system construct one or several classifiers (decision trees) and save them in a table-like format. The macro parses the tree structure information from this table and supplies it to the appropriate object methods. The tree structure information are namely split variable, split criterions, and the number of nodes. The macro contains a controlled loop whose task is for each step to generate different prior probabilities, which are supplied to the Prior property, and reconstruct the given classifier using the parsed tree structure information. The reconstructed classifier is in each step evaluated with different priors, which results in different TP a FP rates. These rates are then used to construct the ROC curve using the graph object module. The macro starts with an imbalanced priors configuration that changes as the macro runs. The initial configuration is 0.05 and 0.95 for positive, respectively negative class. The step 0.05 turned up to be appropriate since the finer one didn’t lead to a change in the misclassification matrix. The macro keeps running until the reversible probability configuration is achieved. The given model is evaluated on the same data set and the result is a models evaluation on the full range of conditions. Finally, the macro depicts the ROC curves and estimates the areas under the curve. The estimation is done using trapezoidal rule. As an alternative, the macro incorporates Mann-Whitney statistic for AUC estimation, which in that case gives identical results. The use of the macro is demonstrated on the following example.
4. Example

This section demonstrates the use of the macro on fictitious data set `bankloan.sav` that was taken from the statistical package SPSS. The data set contains records on bank clients who received a loan in the past. The clients were classified by the bank institution as credible or non-credible according to the fact whether they were able to pay the loan. Seven numerical and two categorical features were recorded for these clients. The numerical ones are age in years, years with current employer, years at current address, household income in thousands, debt to income ratio, credit card debt in thousands, other debt in thousands, and the categorical ones are level of education and previously defaulted (response variable). The data set contains 700 cases. The class distribution is 76% and 24% for credible, respectively non-credible clients. The data set was split on training (70%) and testing data (30%). Four decision trees were constructed on the training data set. All predictors were included in Model 1 (full model, 7 predictors). The predictor debt to income ratio wasn’t involved in Model 2 (6 predictors) since it is derived from predictors credit card debt, other debt and income. In contrast of Model 2, the predictor debt to income ratio was involved in Model 3 (4 predictors), but the features, from which this ratio was derived, were excluded. In the case of Model 4 (5 predictors), predictors credit card debt and other debt weren’t involved in the model because they are highly correlated and the predictor other debt is highly correlated with the income feature. The macro was launched for these models and their ROC curves were automatically constructed, see Figure 1.

![Figure 1. ROC curves for model 1 - 4](image)

The ROC curves show that the simplest model 3 (4 predictors) has the highest AUC index, but in the interval of prior probabilities (approximately 0.7-1) is worse than model 2, otherwise performs better (or same) than the others. Models 1 and 4 have almost identical ROC curves and same areas. In that case, the simpler one (model 4 with 5 predictors) should be preferred. This suggests that predictors other debt and income have low discriminatory value. In contrast, predictor debt to income ratio, which is derived from the previous two, has a high discriminatory value (model 3). Finally, model 2 has higher AUC index than model 1 and 4 but at the cost of higher number of predictors (6). On the other hand, model 2 performs better than the others in a certain range of prior probabilities (where FP = 0-0.32). This example demonstrates that there is an ambiguity as to the model’s superiority if compared only by areas. Therefore the different external conditions (e.g. costs or priors) should be taken into account in models comparison. The areas were
estimated by the Mann-Whitney statistic as well, but the estimations were identical to the trapezoidal rule estimation.

5. Conclusions

ROC curves provide a multiple models comparison. They are an important tool to evaluate the classifier performance over all possible decision levels or in different external classification conditions. This paper describes the possibility to construct ROC curves for the CART algorithm using Statistica Visual Basic macro language. The classifier evaluation and comparison with other models is time-consuming if done manually. Model evaluation requires its multiple applications on the same data set in different classification conditions. For instance, comparing 5 models would require evaluating each model in 19 different conditions (priors), which means 95 times in total. This procedure can be automated by the presented macro. The macro automatically constructs ROC curves for given classifiers and estimates the AUCs using trapezoidal rule. The visualization of model performance with the use of ROC curves is considerably facilitated by the presented macro. An alternative macro was written as well. It doesn’t use prior probabilities to construct ROC curve but uses classification probabilities which is assigned to each case classification by the CART algorithm. The ROC curve constructed in this way was identical to that of constructed using different prior probabilities.
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Abstract. The mobile Internet has been used widely in Japan. If we use a cellular phone with the Q-R (Quick Response) code reader function (a two dimensional code developed by Denso-Wave Corporation) we can very easily access a web-site. However, though the existence of Q-R code reader function in the cellular phone is well known, not many people who use the function. The reason is that the Q-R code is not intuitive because it was developed to be read by machines. Our idea to solve the problem is to combine the Q-R code with a designed particular picture or graphic. We propose a method to produce the designed Q-R code and we develop its production system. This paper describes the proposed method, the production system and evaluation results using some designed Q-R codes produced by the system.

Introduction

In recent times, a 2D (two dimensional) code such as Q-R (Quick Response) code [1] developed by Denso-Wave Corporation has been a popular way to access a web site using a cellular phone. We proposed and developed a reliable and useful information distribution system named “Kuchicomi Network”, which was reported in the 15th European-Japanese Conference on Information Modelling and Knowledge Bases (15th-EJC 2005) [2]. In this system, Q-R code, which includes the URL (Uniform Resource Locator) of the Kuchicomi site, is used to access the site easily for a user.

Although about 90% people know about 2D code in Japan [3], only about 40% are real users. As the two dimensional code was developed to be read only by machines, there are no easily recognised characteristics for humans to see. With this in mind, we have developed a designed two dimensional code which is more recognisable so that more people will be able to use it.

The designed 2D code is produced by combining a 2D code with a particular picture or graphic of a character or mark. We propose its production method and a system to develop and to evaluate it. After experimental evaluation on the designed two dimensional code produced by the system, we can obtain a good effect on the human feeling about the two dimensional code.

1. Current Technology

The “C-C code” developed by Code Com Corporation [4] is a current technology that makes two-dimensional code more useful by printing a number under the code. The code can be accessed by typing the number into a cellular phone, even without a two dimensional code reader available. Although this is the way to expand the accessibility of the code, it does not improve the design characteristics. On the other hand, “Color code” developed by Color Zip Corporation[5] uses color cells to make the design characteristics, but because there is a limitation in the color distribution rule in Color code, which makes it unsuitable to combine a meaningful code with a free designed mark.
2. Proposal of designed Q-R code

In this paper, we propose a method to combine Q-R code, which is the most familiar 2D code in Japan, with a designed picture.

2.1. Principle of the combination with the Q-R code and a designed mark

When a two-dimensional code is read, by CCD (Charge-coupled device) camera for example, it is transmitted as two picture parts, shadow and highlight. Our idea is that if we could include a designed picture on the Q-R code without destroying the shadow and highlight condition it would be advantageous. If we combined a Q-R code with a designed picture consisting of particular mark or character in the overlapped part of shadow in the Q-R code, we could transfer that part of the designed-picture color into a dark color recognized as shadow by a Q-R code reader. In our proposal, the luminosity of the color in the overlapped part can be classified into five levels as shown in Figure 1. A color in level 1 is too dark to be recognized as a designed color because it can not be distinguished from the black of the Q-R code. A color in level 2 can be available in the designed color and can be recognized as shadow of the Q-R code. A color in level 3 is not suitable for the designed Q-R code because it is in the middle level where the recognition of shadow or highlight could change depending on the reading environment conditions, such as lighting. A color in level 4 can be available in the designed color and can be recognized as highlight of the Q-R code. A color in level 5 is too bright to be recognized as a designed color because it can not be distinguished from white of the Q-R code.

![Figure 1. Five levels in luminosity of a color.](image)

2.2. Equations for color transfer

The principal of color transfer is shown in Figure 2. When the original color \( C_o \) with elements of R (red), G (Green) and B (Blue) in an original designed mark are set in \( R_o, G_o, \) and \( B_o \), each color of highlight or shadow in the overlapped part of Q-R code and the original mark is transferred into following color of \( C_h \) with \( R_h, G_h, \) and \( B_h \) color elements or \( C_s \) with \( R_s, G_s, \) and \( B_s \) color elements, respectively. Here, \( R_i, G_i, \) and \( B_i \) \((i = o, h, s)\) is a luminosity value from 0 to 255 of each color element.

The equations for color transfer are as follows,

For the highlight part,
\[
R_h = R_o \left(1 + \frac{R_o}{256}\right), \quad G_h = G_o \left(1 + \frac{G_o}{256}\right), \quad B_h = B_o \left(1 + \frac{B_o}{256}\right),
\]

For the shadow part,
\[
R_s = R_o \left(1 + \frac{R_o}{256}\right), \quad G_s = G_o \left(1 + \frac{G_o}{256}\right), \quad B_s = B_o \left(1 + \frac{B_o}{256}\right).
\]
Here, R₂, G₂ and B₂ are the minimum luminosity values in the level 2 and R₄, G₄ and B₄ are those in the level 4 for the color of an original mark.

3. Designed Q-R code production system

To efficiently produce samples of the designed Q-R code based on our proposed method, and to do quantitative evaluations on them, we developed the designed Q-R code production system.

3.1. System structure

This system is available on computers with the Java Runtime Environment installed. The implementation environments are Apple Power Book 15inch as the hardware, Apple Mac OS X 10.4.2 as the OS and Java2SE 1.4.2 for programming language. Additionally, the operational test has been done in the environment with the Java2 Runtime Environment on the Windows XP OS.

3.2. Functions offered by the system

Functions offered by the system are as follows.

- Usual Q-R code formation function: this is the function that forms the usual Q-R code after a user inputs necessary items for the application form. The input items are the contents of the Q-R code such as URL, e-mail address or message text sentence etc., version information, error correction ratio, mask type, margin and the magnification ratio for display of the Q-R code.
- Picture reading function: this is the function which reads the picture selected from candidates of files to be combined with the Q-R code above. In this system, the designed Q-R code is produced as soon as the picture is read. The possible file formats able to be read are PNG, GIF, JPEG and BMP.
- Designed Q-R code production function: this is the function that combines the Q-R code and the picture and produces the designed Q-R code. The color conversion of the picture can be done automatically by the system or the user can manually input the luminosity values as hexadecimal numbers for the R, G and B. We can make many kinds of samples efficiently with any color for experiments using the system.
- Designed Q-R code output function: this is the function that prints out the designed Q-R code to a color printer or as a picture file whose format is PNG or JPEG.

3.3. Display example of the system

An example of the display screen is shown in Figure 3. We can specify all of the functions in the system by using only this display. There is an input window for contents at upper left of
the layout. In the middle of the display, we can select the picture file to be combined with the Q-R code. At bottom left of the display is a preview of the designed Q-R code produced by the system. If we change the values of items shown in right of the display, the view of the designed Q-R code is changed in real time.

![Preview of the designed Q-R code](image)

**Figure 3. Display of the designed Q-R code production system.**

4. Experiments

We evaluate the designed Q-R code by experiments using the developed system.

4.1. Outline of the experiments

We produced two kinds of Q-R code using the production system; one is the designed Q-R code of our proposed method and the other is usual Q-R code. All of the designed Q-R codes are confirmed to be read perfectly without error by the “QR checker” [6], software for verification based on Japanese Standard of JIS X 0510 provided by Denso-wave Corporation.

Then we created a questionnaire for our students to assess their impressions of the designed Q-R codes. 105 students were surveyed, comprising 79 males, 24 females and 2 unknowns, all of whom were students in the Faculty of Software and Information Science of Iwate Prefectural University.

4.2. Main results of questionnaire

The main results of the questionnaire are as follows,

1. Ratio of knowing usual Q-R code; 94%
2. Ratio of having an experience of using usual Q-R code; 64%
3. Ratio of students who want to read usual Q-R code than the designed Q-R code; 24%
4. Ratio of students who want to read the designed Q-R code than usual Q-R code; 73%
5. The possibility of prediction for the contents of the designed Q-R code; possible; 84%, impossible; 15%
6. The number of students who has impressions of usual Q-R code; “cellular phone”; 83, “cannot understand the contents at glance”; 79, “not familiar”; 22
7. The number of students who has impressions of the designed Q-R code; “can understand the contents at glance”; 67, “new”; 48, “familiar”; 39
8. Free opinion on the designed Q-R code;
Very good because we can predict the contents of Q-R code.
It is simple, and could catch on.
Good idea because the space for Q-R code can be reduced by overlapping Q-R code and the mark.
Enter the mark, it becomes more familiar.
Contents are easy to understand certainly, but it feels to be a little harsh.
Unless explanation of the designed Q-R code, confusion may occur.
Contents may be easy to understand usually, but there would be little afraid of misunderstanding.

Judging by the questionnaire results, the users were more interested in the proposed designed Q-R code than the usual QR code. We found it was possible to assume the contents of the code at a glance from the designed Q-R code. But we also confirmed that a few people had a bad impression of the designed Q-R code. In order to solve the problem, it is necessary to research on the optimal overlap technique of the mark and code from the user's view point of user's impression.

5. Effect of the designed Q-R code
We expect that the effect of the designed Q-R code will be very large. As people become more familiar with the designed code they will become interested in using it. Additionally, the layout of advertisement space on a newspaper or a leaflet with Q-R code becomes more flexible because there is no problem of overlap of pictures and Q-R code. As a result, new businesses will be created. For example, sales of designed Q-R codes and providing established businesses with tools to make Q-R codes and Web sites for cellular phones etc. Further, we are looking forward to prevention of forgery or alteration of the Q-R code because the copyright of the designed Q-R code can be registered as intellectual property.

6. Conclusion
In this paper, we proposed the designed Q-R code, which is more recognisable for people than the usual Q-R code, and developed a method to produce it. In addition, we conducted a survey with various designed Q-R codes produced by the system, which gave a good result showing most people were interested in it and it was possible to assume the contents of the code at glance. Further study is needed to clarify the optimal overlap condition of a designed mark and Q-R code, because a few people have bad impression of it. Its effective utilization method should be also studied.

The designed Q-R code we proposed has already been transferred to the Ginga-Tsushin Corporation, and it is commercialized now.
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Abstract. The Multi-Agent System (MAS) technology is one of the possibilities of development of modern, powerful and advanced information systems. In the case of the multi-agent systems, some of standard approaches could be used, however they have to be adjusted or extended. This paper describes the ideas and methods for MAS modeling and developing, based on the internal agent behaviors and process modeling. This paper is concerned with the problems of behavior specification and reconfiguration. Our method is based on the process and logic approaches.

1 Introduction

The Multi-Agent System (MAS) technology is formed on the concepts of the Complex Systems (e.g. macromolecules, ants’ colony, and economical systems) and also on the facilities and capabilities of software information systems [2], where the essential of MAS properties are autonomy and intelligence of elements, communication among elements, mobility of elements, decentralization of the control, adaptability, robustness, etc.

The MAS can be developed as a general information system that is composed from a number of autonomous elements (called Agents) [8]. In this context, the Multi-Agent System is a framework for agents, their lives, their communication and mobility. The Agent is a software entity, within the framework, created in order to meet its design objectives that are subordinated autonomously with respect to the environment, sensorial perceptions and internal behavior and also to the cooperation with other Agents.

2 Modeling of the Agent Behavior

Each Agent is determined by its own objectives among others. The ways to meet these objectives are founded on the internal behavior of this Agent. The internal behavior of each Agent is specified by the processes which express the algorithms of behavior [4]. The Agent lives, behaves and reacts to stimulus and to the environment, in accordance to the requirements and states of the internal behavior.
It is necessary to take into account the fact that each Agent is an absolutely autonomous element of MAS and thus the internal behavior have to constructed only from the processes, activities, knowledge and facilities that belong to a given Agent. Then, the consequent behavior of whole MAS is formed by communication and cooperation of separated Agents and their behaviors. This interaction is realized by the usage of message passing that is adapted to the demands of MAS.

2.1 Behavior Modeling by UML and its Extension

The UML (Unified Modeling Language) is an essential tool for process modeling, both on the business level and analytic level of description [6, 7]. It can be applicable for modeling of the internal behavior of the Agents as well. The UML Activity Diagrams are a standard diagrammatic technique that describes the series of activities, processes and other control elements that together express the algorithm. They are especially suitable for modeling of agent behavior; however, some modifications and extensions are required.

The forenamed extensions are implemented by the Agent Behavior Diagrams (ABD) which could contain all of the standard UML Activity Diagram elements, and some new elements are defined likewise for the modeling purposes of the agent processes. These new elements are concerned with the message passing among the Agents or with the other specific attributes of MAS or its elements. In early phases of MAS development process, these extensions are provided by the implementation of special “send/receive activity nodes” which include additional information about messages content and messages receiver/sender identification, see figure 1. The decision nodes coming from the standard UML Activity Diagrams are improved too. The modified “decision nodes” and their output edges can hold some extra information that is usable for the next control flows determination based on the incoming messages. This control flows are selected according to the agent’s objectives.

![Figure 1: The examples of the new communication activity nodes and illustration of the extended decision node.](image-url)
In connection with the example of new nodes depicted on figure 1, it is important to say follows. The term Agent expresses only the “type of agents” in the context of MAS modeling. The real separated Agents are the instances of this type, it is similar to relation between Class and Objects from Object Oriented Approaches. The particular Agents are not the issue of MAS modeling or design phases. They will appear not until in the implementation, simulation or operation phases.

2.2 Description of MAS Model

The basic terms and relations within the MAS Model are defined in this section. Whole model consists of six basic elements and it is quite similar to the Business Process Model (BPM) [3, 5, 6]. Some new components, like realizations or messages, are there as well.

Our “MAS Model” can be described by following n-tuple (A, O, P, Ac, M), where:

<table>
<thead>
<tr>
<th>Set</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>is a finite set of Agents. Each Agent is defined by the name.</td>
</tr>
<tr>
<td>O</td>
<td>is a finite set of Objects. They are also defined by the name. There are two basic types of objects depending on the usage within the atomic activity (Ac):</td>
</tr>
<tr>
<td></td>
<td>1. Input Objects - OI</td>
</tr>
<tr>
<td></td>
<td>2. Output Objects - OO</td>
</tr>
<tr>
<td>P</td>
<td>is a finite set of Processes or Sub-Processes of the whole MAS Model. Each process, except the Agent Primary Process, is specified by one or more realizations. Each process contains the name, owner (Agent) and the sets of input and output objects.</td>
</tr>
<tr>
<td>R</td>
<td>is a finite set of Realizations. The realization presents a sequence of Activities, where the Sub-Processes are substituted by their diagrams (Agent Behavior Diagrams). Each Realization is defined by unique name and has two sets of input and output objects.</td>
</tr>
<tr>
<td>Ac</td>
<td>is a finite set of Activities. Each Activity has unique name, one set of input and one set of output objects. Each activity can have assigned some value that expresses the time demands, costs, resources, etc.; this value is called Score. Two types of activities can be found in our model:</td>
</tr>
<tr>
<td></td>
<td>1. Simple Activity Ac_s – is the “standard” atomic activity, well known from Business or Software modeling.</td>
</tr>
<tr>
<td></td>
<td>2. Communication Activity Ac_c – is the message passing activity with the link to the one or more messages according to the particular usage (sending or receiving).</td>
</tr>
<tr>
<td>M</td>
<td>is a finite set of Messages. The Message is defined by unique string. It can contain a data segment and it is also able to hold some information about Agent who sends or receives it.</td>
</tr>
</tbody>
</table>

Then some relations can be found in the model as well:

<table>
<thead>
<tr>
<th>Relation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>r1</td>
<td>is a relation between Processes and Realizations. Each Process can be realized by several ways.</td>
</tr>
<tr>
<td>r2</td>
<td>is a relation between Processes and their Activities.</td>
</tr>
<tr>
<td>r3</td>
<td>is a relation between Activities. It specifies all sequences of the process control flows.</td>
</tr>
</tbody>
</table>

Then the set R meets following condition:  \( R' \subseteq r1 \), then \( R = R' \cup (a_1, a_2) \cup (a_2, e) \), where \( a_1, a_2 \in Ac \). Then \( a_1 \) is the initial activity, \( a_2 \) is the last activity of realization control flow and \( e \) is an initial or final node (it is just diagrammatic node) of a given control flow.
3 Intelligence within the Agent Behavior

Above mentioned modeling is described from static and structural point of view only. Though, it is necessary to speak also about dynamical aspects which brings the term Intelligent Agent. It is a standard Agent that disposes of certain kind of “brainpower”. This capability is hidden inside the agent behavior and it can be found in various points of behavior algorithms. The intelligence can be ensured by the application of several tools, e.g. logic, artificial intelligence, expert system, etc.

The intelligence within the agent behavior can be concerned with three points:

- **Intelligence contained in the Activities** – it is a problem of activities implementation phase and it is hidden from the modeling perspective. Only the results of this activity firing are relevant. The task for the logic is to make decisions and derivate new information within the activity, e.g. weather forecast.

- **Intelligence of the control flow routing** – this application of logic or intelligent tools is covered in the decision points. The decision making and deduction of next behavior are activated whenever the “intelligent decision point” is reached during the process realization execution. The intelligent control flow routing can be used for all branching that request more complex and knowledge-based decision making, e.g. suitable car to a given cargo assignment. The control flow branching is based on the results of a given decision point and on its output edges and conditions.

- **Intelligent selection of Process Realization** – the third task of intelligence subsumed into the Agent life is concerned with the real-time operation of MAS. The potential and possibilities of this application is mentioned in the next chapter.

### 3.1 Intelligent Selection of Process Realization

Each Agent must try to realize its tasks and solve the upcoming situations in order to meet its design objectives. From this point of view, the standard Agent is grounded on the finite and constricted description of its behavior that is already defined during the modeling phase of the MAS. Therefore, there is no way to change the behavior during the Agent execution and life. In the case of Intelligent Agent it is able to do this. This kind of Agent can
dynamically change some parts of its own behavior according to the situations and environment. This principle is denoted as behavior reconfiguration approach. The reconfiguration approach is founded on the replacement of a given part (Sub-Process) of the Process by another one that is the most suitable for current situation and conditions. The Realizations represent all possible ways to perform a given Process. The important and expected situation will appear whenever one Process is aggregated from two or more Realizations. The logic tools are responsible for solving this situation.

According to these ideas, it is able to define such procedure as an algorithm of reconfiguration process:
1. The Specification Phase - definition of all Realizations related to the Process that could be reconfigured.
2. The Selection Phase - checking of the applicable Realizations of a given Process and finding of the most suitable one.
3. The Execution Phase - chosen Realization firing.

3.1.1 Selection Algorithm and Illustrative Example

The figure 2 shows the basic scheme of our method. This selection is concerned with two steps included in the second step of the reconfiguration algorithm (the Selection Phase). At the beginning, we already have specified a set of all Processes and their Realizations (the Specification Phase). The number of Processes in the MAS Model depends on the author of this model and on the complexity of whole system. The main idea of our method consists of two steps within the Selection Phase.

Selection I (selection of applicable realizations): This selection is based on the facilities of process approach. First, the Process that will be reconfigured is selected (see Process B in the figure 2). This Process has to finish with required state and with required output objects as well. The selected Process should be done by four Realizations. However, some of these realizations could not be executed. Therefore, the output of the Selection I is a subset of all applicable Realizations of selected Process. Each element of this set can have assigned some indicators like time, costs, etc. These indicators are called Scores of Realization. The score is based on the control flows and on the scores of activities within it.

Selection II (selection of the most suitable realization): The second step of our selection method is based on the logic approach. Till now, the set of Realization is known now. They could be executed inside the MAS as a given Process. The simply question occurs: Which is the best one? The decision is based on many parameters owned by activities, agents or objects. All of these parameters have to be specified within the MAS modeling phase. A
predicate, fuzzy logic, Transparent Intensional Logic (TIL) or some other approaches e.g. the Formal Concept Analysis could be used for finding of the most suitable and effective realization.

4 Future Work

Till now, the meta-model of MAS, its elements and relationships have been specified. However, only the theoretical conclusions are not sufficient themselves. A real application has to be created to demonstrate theoretical results in practice. Now, the application called “AgentStudio” is ready for use. It makes it possible to specify Agent behavior with all above mentioned extensions. Next step will consists of the MAS Model analysis based on known approaches, e.g. on the Formal Concept Analysis, Cluster analysis etc. We want to use JADE framework and generate agents’ source codes or their templates directly from AgentStudio application. The main goal of our future work is to create software, that will be based on the clear methodology and that will allow to specify whole MAS without thorough knowledge of MAS framework.

5 Conclusion

This paper is concerned with the MAS technology especially with the specification of the Multi-Agent System Model. These specification tools must be designed with a respect to the skills of standard users that will be a “modelers” of the MAS and that will determined the objectives, requirements and behavior of whole MAS from the real-world point of view. Extended UML modeling approach was mentioned in this paper. Some new modeling elements and their graphical representation were defined. New application called “AgentStudio” was introduced for these purposes as well.

This paper has been supported by the program “Information Society” of the Czech Academy of Sciences, project No. 1ET101940420 “Logic and Artificial Intelligence for multi-agent systems”
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Abstract. The article describes our experience with a method for an automatic identification of image semantic, which is applied to the coking plant Mittal Steel Ostrava, the Czech Republic. The image retrieval algorithm is based on Latent Semantic Indexing (LSI) and involves Singular Value Decomposition of a document matrix. Our case study indicates feasibility of the presented approach as a tool for modelling of human expert behaviour in hard industry environment.
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1. Introduction

The rapid development of information technologies provides users with a simple and easy access to a very large amount of data, for instance text documents, voice, and images. Wide popular techniques, which are based on keyword matching, are not very efficient for real text databases because of polysemy (words having multiple meanings), synonymy (multiple words having the same meaning) and omnipresent typing errors. Moreover, real digital images contain reflex and noise, measured data that are always weighed by measurement errors.

The numerical linear algebra is used as a basis for the information retrieval in the retrieval strategy called Latent Semantic Indexing, see for instance [2], [4]. LSI can be viewed as a variant of a vector space model, where the database is represented by the document matrix, and a user’s query of the database is represented by a vector. LSI also contains a low-rank approximation of the original document matrix via the Singular Value Decomposition (SVD) or the other numerical methods. The SVD is used as an automatic tool for identification and removing redundant information and noise from data. The next step of LSI involves the computation of the similarity coefficients between
the filtered user’s query and filtered document matrix. The well-known cosine similarity can be used for a similarity modelling. Recently, the methods of numerical linear algebra, especially SVD, are also successfully used for the face recognition and reconstruction [5], image retrieval [6,7], as a tool for information extraction from hydrochemical data [9] and for iris recognition problem [8].

In this article, we present our experience with using Latent Semantic Indexing method for the automatic modelling of human expert behaviour in heavy industry environment. The aim of the research is creation of Knowledge system for evaluation of the coking process quality which would replace human experts. Originally, LSI was developed for the semantic analysis of large amount of text documents. We have no information about application of LSI for image retrieval in heavy industry.

2. Characteristic of Pilot Industrial Environment

The coking plant belongs to the industrial complex with several various parallelly operated technologies of chemically-thermal character which are, only theoretically, in full accordance with theoretical conditions of the processes. There are more reasons of this statement:

- absence of algorithmized forms of these technologies
- absence of inter-functional relations between single algorithms
- insufficient knowledge concerning the possibilities of application of communication and information technology in specific conditions of industrial complexes including the influences of working environment

The pictures shown in Figure 1 and Figure 2 were picked up digitally at the coking plant Mittal Steel Ostrava, Czech Republic. There are practical reasons why to develop a sophisticated surveillance application for subsequent integration of the results with other data processed by surrounding control and measurement systems at the coke plant. The problems of integration of partial technological systems as well as isolated application the result of which would be the elimination or moderation of negative expressions given above are described in more details in an article [3].

3. Image Coding

In our approach [6,7], a raster image is coded as a sequence of pixels. Then the coded image can be understood as a vector of a m-dimensional space, where m denotes the number of pixels (attributes). Let a symbol $A$ denote a $m \times n$ term-document matrix related to $m$ keywords (pixels) in $n$ documents (images). Let us remind that the $(i, j)$-element of the term-document matrix $A$ represents the colour of $i$-th position in the $j$-th image document.

4. Implementation of Latent Semantic Indexing

We implemented and tested LSI procedure in the Matlab system by Mathworks. Let the symbol $A$ denote the $m \times n$ document matrix related to $m$ pixels in $n$ images. The pattern
recognition can be powered very effectively when the time consuming Singular Value Decomposition of LSI is replaced by the partial symmetric eigenproblem which can be solved by using fast iterative solvers [7].

The LSI procedure returns to a user the vector of similarity coefficients \( \mathbf{sim} \). The \( i \)-th element of the vector \( \mathbf{sim} \) contains a value which indicates a "measure" of a semantic similarity between the \( i \)-th document and the query document. The increasing value of the similarity coefficient indicates the increasing semantic similarity.

5. Results and Conclusions

Our case study results indicate that the LSI method can automatically recognize the type of industrial process found in our image database. For instance, LSI can detect images with cinders, see Figure 1 and images with the detailed view of coke, see Figure 2. This behaviour of the LSI method is in full agreement with the behaviour of a human expert. The results of Table 1 indicate a possibility of our LSI implementation for a real-time analysis. Of course, for future real human expert modelling is also very important the availability of LSI to extract details from the selected types of industrial processes.
automatically, for instance ability of detection of granularity of cokes and detection of smoke in images. These analyses will require detailed information from human experts. The availability of LSI for extraction of details were successfully tested in [8], where a large scale iris recognition problem was solved without special image preprocessing.

The final goal of any coke-oven (CO) analysis is an optimal decision. In practice, a CO operator makes decisions using his past experience, which is not formalized at all. A

<table>
<thead>
<tr>
<th>Properties of the document matrix A</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of keywords:</td>
<td>640 × 480 = 307 200</td>
</tr>
<tr>
<td>Number of documents:</td>
<td>71</td>
</tr>
<tr>
<td>Size in memory:</td>
<td>166.4 MB</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The SVD-Free LSI processing parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Dim. of the original space</td>
<td>71</td>
</tr>
<tr>
<td>Dim. of the reduced space (k)</td>
<td>8</td>
</tr>
<tr>
<td>Time for $A^T A$ operation</td>
<td>2.39 secs.</td>
</tr>
<tr>
<td>Results of the eigensolver</td>
<td>0.07 secs.</td>
</tr>
<tr>
<td>The total time</td>
<td>2.46 secs.</td>
</tr>
</tbody>
</table>

Table 1. Image retrieval using the SVD-free Latent Semantic Indexing method; Properties of the document matrix (up) and LSI processing parameters (down).
flexible coexistence of a human being reasoning power, computer memory and arithmetic operation velocity is an effective artificial intelligence solution. The best expression of expert knowledge is done by using a natural language. It is of main importance that the vagueness represents the vague phenomenon of natural language and reflects the non-specificity and ill definition of complex CO system structures and parameters very well. This paper can be considered as a complement of [1].

Acknowledgements

The research has been partially supported by a program "Information Society” of the Academy of Sciences of the Czech Republic, project No. 1ET401940412 and also by project 1M0567 of the Ministry of Education, Youth and Sports of Czech Republic. The work leading to this contribution has been also partially supported by the European Commission under contract FP6-027026-K-SPACE.

References
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Abstract. Content management development searches for improvements in the utilization of information and communication technology in the management of various information resources, and for more systematic ways for the management. The goal of the development may be, for example, integration of different software systems, improvements in information retrieval or archival, building new kinds of services for people working in the development domain, or all these together. The paper discusses the differences in the content management and information systems development and the information modelling needs in content management development. The paper introduces a computer aided modelling tool built over a metaCASE tool for content management development. The tool has been used to analyze and describe content management in the Finnish legislative work. The paper reports experiences of using the tool.

Introduction

Content management in organizations concerns the production, use, maintenance, storage, and disposition of digital information resources important in business processes. The resources include, for example, documents in different formats, their components, and metadata related to documents. Together with the content items produced and used, content management concerns the business processes, organizations involved, roles of people in the processes, and systems used in the processes.

Content management development searches for improvements in the utilization of information and communication technology in content management, and for more systematic ways for the management.

Contemporary development needs often concern interorganizational processes where a considerable number of organizations, people, and information systems are involved. Such processes are, for example, paper machine or airplane manufacturing processes, or on the public sector, legislative processes. In order to give a proposition of development activities needed in a manifold domain, the domain has to be analyzed and described systematically. Information models are an important means to describe complex domains. The number of models and their relationships then easily reaches the level where effective computer aided support is extremely important.

In information systems development computer aided support has long traditions and the tools built for the purpose are called CASE (Computer Aided Software/Systems Engineering) tools. The CASE technology has been later extended to metaCASE technology to facilitate building CASE tools with a single metaCASE tool [3]. Recently, much activity has centred on an approach named Domain-Specific Modelling which utilizes advanced metaCASE environments.

This paper will introduce a computer aided modelling tool built over a metaCASE tool for content management development. The tool was built to support the RASKE content management analysis methods (e.g. [5, 6, 7]). The development of the methods has been going on since 1994, primarily in collaborative projects where researchers of the University of Jyväskylä have participated in the content management development efforts of the Finnish Parliament and ministries.
1. Content Management Development vs. Information Systems Development

Systematic management of recorded content items having importance in the processes of organizations has been called by different names, depending on the type and purpose of items. The term records management is used when the recorded information items have evidential nature in business activities, the term document management has a wider meaning but it may be used to the management of records as well. The term content management has nowadays widely replaced the previous terms and includes management of various types (textual, visual, audio, multimedia) of content items [8].

Content management development in organizations differs from information systems development such that the focus is not in the development of a particular software system but in the development of solutions where recorded content units could be effectively used to support activities in business processes and communication between different kinds of actors and different kind of systems in the environment. The analysis phase has many special features:

Durability. The analysis process may be very long and may take several years.

Analysis target. The analysis concerns content items, tools used to create, store, manipulate, and delete the items, services provided, business processes, and work of people in the processes alike. The closest analysis concerns the content.

Participants. The knowledge acquisition and communication in the analysis is a challenging task since there is a need to acquire knowledge from very different kinds of experts and facilitate communication among the experts.

Connection to web standardization. In the contemporary networked environments Internet technology is an important means for content management. Content items are used and distributed over different networks: Internet, extranets, and intranets. Open, application independent standard formats for information resources are important facilitators of communication over the web.

Role of metadata. In content management environments the role of metadata content facilitating the management of some primary content is important; there is a need for metadata describing the structure and semantics of content as well as for metadata describing the context where the content is created and used.

These special features set special needs also to the information models used in the content management analysis, and have motivated in the RASKE research group the development of concepts, models, and methods especially intended for content management analysis. The development started in 1994, the same year as the development of UML started, and has been going on in different projects since. Some of the origins of the RASKE methods are the same as in UML, particularly E-R modelling and life-cycle modelling. Therefore some of the RASKE models can be described by some forms of UML models. Our goal however has been to limit the modelling concepts to support descriptive modelling with a few essential concepts. The models should be so simple that they would be useful to support communication and brainstorming among analysts, domain experts, and technical experts, and clear documentation of results. For focusing the analysis on the management of information resources, the central concepts and modelling methods of Information Control Nets (ICN; [1]) seemed to be particularly suitable as a starting point. Information control nets are essentially describing relationships between two kinds of entities: resources and activities. The relationships between activities are control flow relationships and the relationships participated by resources are information flow relationships.
The central concepts of the RASKE content management framework are shown in Figure 1 [6]. The model is a generalization of the earlier document management model described in [5]. Like in ICN, the entities in a content management environment are divided into two groups: activities and resources. In the figure the activities are depicted by the oval and the resources by rectangles. All information flows (depicted by broken arrows) are related to activities. An activity is a set of actions performed by one or more actors. An actor is an organization, a person, or a software agent. Systems consist of the hardware, software, and standards used to support the performance of activities. Content items are documents and other addressable units of stored data intended as information pertaining to the activities of the domain. A subset of content items consists of metadata items.

The most essential models used during various RASKE analysis cases are organizational framework, document output model, document input model, metadata output model, systems used and document output model, document-relationship diagram, state transition diagram, document-users/actors model, document schema, and document reference model. During the development and use of these models different versions and variants of UML have evolved (see http://www.uml.org/). During the years we have tested several times the use of UML concepts and models but found them causing extra complexity in models and terminology.

2. The RASKE Modelling Tool

The RASKE modelling tool has been built for supporting content management development and the use of the RASKE methodology. The conceptual base of the tool is the RASKE content management framework. Technically the tool is build over the MetaEdit+ metaCASE environment (http://www.metacase.com) which supports incremental method engineering. MetaEdit+ facilitates building a metamodel to define the principles for modelling in a specific modelling tool. The metamodel defines the concepts of the language and the rules by which those concepts can be combined. Figure 2 depicts the current metamodel of the RASKE modelling tool presented by the GOPRR metalanguage (see e.g. [2], p. 239). The metamodel supports the building of the following models: organizational framework, document output model, systems used and document output model and document-actor matrix. By these models and the RASKE tool content analysis can be done systematically and managing modelling information so that the consistency of models can be maintained.
Figure 2. Current metamodel of the RASKE modelling tool (includes example mappings to the GOPRR).

Figure 3 illustrates how three types of models relate to each other. On the left there is an organizational framework diagram, showing an activity by the oval and the organizational actors involved by rectangles. In the middle, a document output model describes how the activity is divided into phases producing documents. On the right, a systems used and document output model describes how the third phase of previous model is further divided into subphases. The model also shows the software systems used and documents produced in the subphases. The notations in these diagrams are adapted from ICN. Information flows are shown by dashed lines and control flows by solid lines.

3. Utilization of the RASKE Modelling Tool

The RASKE modelling tool was utilized to analyze and describe current content production in the Finnish legislative process. The left side of Figure 3 shows the organizational actors in the legislative process, the graph in the middle the four main phases in the process, and
the graph on the right the subphases of the phase where the Government Bill is handled in
the Parliament. The analysis covered altogether 30 subphases of the main process.

In the case, the design of information models was a gradual, iterative process needing
lot of communication among analysts, between domain experts and analysts, and also
between the experts. People in different organizations participating in the process had their
own views about the content management. The models served as boundary objects to
support communication of people (see e.g. [4]).

In the case the RASKE tool was important for managing the modelling information.
Changes in a model reflected many other models. Several methods were used for data
gathering and communication: management board meetings, expert group meetings, expert
interviews, seminars, and commenting of report manuscripts. The analysis results,
including information models and textual descriptions associated with them, were published
in two intermediate reports and in the final report. The analysis took for three years. The
results of the analysis were utilized in the Parliament and ministries in their content
management development projects already during the analysis. The future projects utilizing
the results will concern, for example, metadata standardization and building a semantic
portal for legislative information.

4. Conclusion

In the paper we characterized content management development and introduced the
RASKE modelling tool offering computer aided modelling support for the RASKE
methodology. The tool is built over the MetaEdit+ metaCASE tool, which supports iterative
modelling. The tool enabled the modelling of a large and manifold domain and provided
means for maintaining the consistency of models during iterations. Further research is
needed, for example, for more effective metadata modelling and for producing metadata
descriptions by the tool. Systematic comparison between the UML and RASKE models is
also an important area in the future work.

References

SIGMETRICS Performance Evaluation Review, 8 (3), 225-238.


CASE and CAME Environment, CAiSE '96: Proceedings of the 8th International Conference on
Advances Information System Engineering (pp. 1-21): Springer.

objects, communities, and brokering, ICIS '00: Proceedings of the twenty first international conference on
Information systems (pp. 329-338): Association for Information Systems. Retrieved January 14, 2006,


Society.)
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Abstract: In this paper we describe a solution for the semi-automatic ontology based text annotation (OnTeA) tool. The tool analyzes a document or text using regular expression patterns and detects equivalent semantics elements according to the defined domain ontology.

1. Introduction

Automated annotation of the Web documents is a key challenge of the Semantic Web effort. Web documents are structured but their structure is understandable only for humans, which is the major problem of the Semantic Web.

Annotation solutions can be divided into manual and semi-automatic methods. This different strategy depends on a use of the annotation. There is number of annotation tools and approaches such as CREAM [6] or Magpie [7] which follow the idea to provide users with useful visual tools for manual annotation, web page navigation, reading semantic tags and browsing [9] or provide infrastructure and protocols for manual stamping documents with semantic tags such as Annotea1, Rubby2 or RDF annotation3.

Semi-automatic solutions focus on creating semantic metadata for further computer processing, using semantic data in knowledge management [8] or in Semantic Organization4 applications (see chapter 4). Semi-automatic approaches are based on natural language processing [2] [3], a document structure analysis [4] or learning requiring training sets or supervision [5]. Moreover, other pattern-based semi-automatic solutions such as PANKOW and C-PANKOW [1] exist, using also Google API for automatic annotation. The algorithm seems to be slow when annotating a large number of documents needed in knowledge management or Semantic Organization applications. There is no evaluation of performance but description of the algorithm with frequent connections to Google API does not seem to be fast enough.

Ontea works on text, in particular domain described by domain ontology and uses regular expression patterns for semi-automatic semantic annotation. In Ontea we try to detect ontology elements within the existing application/domain ontology model. It means that by the Ontea annotation engine we want to achieve the following objectives:

- Detecting Meta data from Text
- Preparing improved structured data for later computer processing
- Structured data are based on application ontology model

2. Methodology and the Approach

The Ontea tool analyzes a document or text using regular expression patterns and detects equivalent semantics elements according to the defined domain ontology. Several cross application patterns are defined but in order to achieve good results, new patterns need to be defined for each application. In addition, Ontea creates a new ontology individual of a
defined class and assigns detected ontology elements/individuals as properties of the
defined ontology class. The domain ontology needs to incorporate special ontology
extension (Figure 1) used by Ontea. This extension contains one class \textit{Pattern} with several properties.

\begin{verbatim}
pattFullTime = Full[-]Time
hasInstance = http://nazou.fiit.stuba.sk/nazou/

pattAllTwo = (\[A-Z\][-A-Za-z0-9\]+\[ ]+[-A-Za-z0-9]+)

pattLocation = Location: [\(a-zA-Z\]+[ ]*([-A-Za-z0-9]*)
.hasClass = http://nazou.fiit.stuba.sk/nazou/
createInstance = true

pattAll = (\[A-Z\][-A-Za-z0-9\]+)
.createClass = true
\end{verbatim}

\textbf{Figure 1}: Pattern ontology with several individuals from NAZOU project domain ontology

The \textit{Pattern} class represents regular expression patterns which are used to annotate plain
text with ontology elements. The \textit{Pattern} individual \{pattern\} is evaluated by a semantic
annotation algorithm. On Figure 1 we can see several simple patterns which can detect
ontology individuals by matching String properties of such individuals. The properties of
\textit{Pattern} class are \textit{hasClass}, \textit{Pattern}, \textit{hasInstance}, \textit{Pattern}, \textit{pattern}.
\textit{Pattern}, \textit{pattern}.

The instances of the \textit{Pattern} class are used to define and identify relations
between a text/document and its semantic version according to the domain ontology, where
the \textit{pattern} property contains the regular expression which describes textual representation
of the relevant ontology element to be detected. The examined text/document is processed
with the regular expression for every pattern. If property \textit{hasInstance} is not empty, an
individual included in this property is added to a set of detected ontology elements.
Moreover, when the \textit{hasClass} property exists in the \textit{Pattern}, the query is constructed and
processed to find the individuals that match the condition:

- The individual is the class of \textit{hasClass}
- a property of individual contains the matched word

When property \textit{createIndividual} is set \textit{True} and corresponding individual with found
keyword is not found in ontology metadata, such individual of \textit{hasClass} type is created.
The underlying principle of the Ontea algorithm can be described by the following steps:

1. The text of a document is loaded.
2. The text is proceed by defined regular expressions and if they are found,
corresponding ontology individual according to rest of pattern properties is
added to a set of found ontology individuals.
3. If no individual was found for matched pattern and createInstance property
is set, a simple individual of the class type contained in the hasClass
property is created with only property rdf:label containing matched text.
4. Such process is repeated for all regular expressions and the result is a set
of found individuals.
5. An empty individual of the class representing proceed text is created and
all possible properties of such ontology class are detected from the class
definition.
6. The detected individual is compared with the property type and if the
property type is the same as the individual type (class), such individual is
assigned as this property.
7. Such comparison is done for all properties of a new individual corresponding
with the text/document as well as for all detected individuals.

The algorithm also uses inference in order enable assignment of a found individual
to the corresponding property also if the inferred type of a found individual is the same as
the property type. The weak point of the algorithm is that if the ontology definition
corresponding with the detected text contains several properties of the same type, in this
case detected individuals cannot be properly assigned. This problem can be overcome if
algorithm is used only on creation of individuals of different property types. Crucial steps
of the algorithms as well as inputs and outputs can be seen also on Figure 2.
3. Architecture and Technology

Architecture of the system contains similar elements as the main annotation algorithm described above.

Inputs are text resources (HTML, email, plain text) which need to be annotated as well as corresponding domain ontology with defined patterns individuals (Figure 1). An output is a new ontology individual, which corresponds to the annotated text. Properties of this individual are filled with detected ontology individuals according to defined patterns.

Ontea works with RDF/OWL Ontologies. It is implemented in Java using Jena Semantic Web Library or Sesame library. In both implementation inference is used to achieve better results.

4. Examples of Use

Ontea has been created in the NAZOU and K-Wf Grid projects. The semantic text annotation is an important subtask in both projects. In K-Wf Grid, Ontea is used to translate or associate text input from a user to domain ontology elements. This is used in two cases:

- When a user wants to define his/her problem by typing free text – Ontea detects relevant ontology elements and creates a semantic version of the problem understandable for further computer processing.
- The second case is using text notes for collaboration and knowledge sharing [11]. Notes are showed to the user in appropriate context, which is detected by Ontea.

A specific use of Ontea in the NAZOU project is described in next chapter. We provide more detailed examples on the Job Offer Application domain because the success rate of algorithm was measured on this problem domain.

4.1 Use of Ontea in Job Offer Application

The Ontea annotation was created as one of tools is the NAZOU project. It is used to create ontology metadata of offer HTML documents. The ontology metadata are then processed by other NAZOU tools as well as presented to the user [10]. The Pilot application is the Job search application, where tools are used to find, download, categorize, annotate, search and display job offers to job seekers. Main components of Job Offer ontology are: a job category, a duty location, a position type, required skills or an offering company, which can be then detected by the Ontea algorithm.

On the right side on Figure 3 the individual of the Job Offer is created based on the semantic annotation of a Job Offer document (left side of figure 3), using simple regular expression patterns as showed on Figure 1 where main individuals can be detected by the title property such as sillSQL or skillPHP individuals. In this example the job offer location - New York and USA are identified by a regular expression „([A-Za-z]+)“ a „([-A-Za-z0-]

---

1. http://www.w3.org/TR/owlfeatures/
2. http://jena.sf.net/
5. http://www.kwfgrid.net/
9]+ [ ]+[A-Za-z0-9]+), because individual locNY has the property title „New York“, locUS has the property title „USA“.

![Figure 3: On left: Web Document; On the right: Job Offer Individual Created by Ontea](image)

Similarly, other ontology elements are detected. Detected ontology individuals are then assigned as properties of job offer, thus ontology instance of job offer is created out of its text representation in the NAZOU pilot application.

5. Success Rate of Ontea Algorithm

In this chapter we discuss the algorithm success rate. As reference test data, we used 500 job offers filled in a defined ontology manually according to 500 html documents representing reference job offers. Ontea processed reference html documents using the reference ontology resulting in new ontology metadata consisting of 500 job offers, which were automatically compared with manually entered job offers ontology metadata. In this test, Ontea used only simple regular expressions matching from 1 to 4 words starting with a capital letter and Ontea did not create extra new property individuals.

<table>
<thead>
<tr>
<th>Count</th>
<th>4</th>
<th>4</th>
<th>6</th>
<th>6</th>
<th>4</th>
<th>6</th>
<th>6</th>
<th>5</th>
<th>5</th>
<th>6</th>
<th>4</th>
<th>4</th>
<th>5</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ontea</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>12</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Match</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Precision</td>
<td>0.5</td>
<td>0.57</td>
<td>0.75</td>
<td>0.75</td>
<td>0.33</td>
<td>0.75</td>
<td>0.5</td>
<td>0.67</td>
<td>0.33</td>
<td>0.71</td>
<td>0.71</td>
<td>0.5</td>
<td>0.5</td>
<td>0.57</td>
</tr>
<tr>
<td>Recall</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.83</td>
<td>1</td>
<td>0.6</td>
<td>0.83</td>
<td>0.83</td>
<td>0.75</td>
<td>0.75</td>
<td>0.8</td>
</tr>
<tr>
<td>F1-measure</td>
<td>0.67</td>
<td>0.73</td>
<td>0.86</td>
<td>0.86</td>
<td>0.5</td>
<td>0.86</td>
<td>0.62</td>
<td>0.8</td>
<td>0.43</td>
<td>0.77</td>
<td>0.77</td>
<td>0.6</td>
<td>0.6</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Table 1. The comparison of results computed using the Ontea tool with reference data. The count row represents the number of job properties assigned to a job offer in reference data. The Ontea row represents the number of detected properties by the Ontea tool. The match row represents the number of same properties in the reference and Ontea ontology metadata. The precision, recall and F1-measure rows represent the performance of annotation.

To evaluate the performance of annotation, we used the standard recall, precision and F1 measures (Table 1). Recall is defined as the ratio of correct positive predictions made by the system and the total number of positive examples. Precision is defined as the ratio of correct positive predictions made by the system and the total number of positive predictions made by the system:

\[
\text{Recall} = \frac{\text{Match}}{\text{Count}} \quad \text{and} \quad \text{Precision} = \frac{\text{Match}}{\text{Ontea}}
\]

Recall and precision measures reflect the different aspects of annotation performance. Usually, if one of the two measures is increasing, the other will decrease. These measures were first used to measure IR (Information retrieval) system by Cleverdon [11]. To obtain a better measure to describe performance, we use the F1 measure (first introduced by van Rijsbergen [12]) which combines precision and recall measures, with equal importance, into a single parameter for optimization. F1 measure is weighted average of the precision and recall measures and is defined as follows:

\[
\text{F1-measure} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}
\]
\[ F_1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]

We computed global estimates of performance using macro-averaging. Then the performance of classification for all 500 job offers is:

\[ \text{Precision} = 0.63683025, \quad \text{Recall} = 0.83163, \quad F_1 = 0.704550462 \]

As we can see, the \( F_1 \) measure is high (over 70%), which means that Ontea tool gives satisfactory results.

6. Conclusions and Future Work

The described solution is used and evaluated in the K-Wf Grid and the NAZOU projects to detect relevant structured knowledge described by a domain specific ontology model in unstructured text. The most similar annotation solution to Ontea is PANKOW [1]. While PANKOW is a more generic solution, we think that Ontea is a simpler, faster (though the performance was not compared) solution with a better success rate, suitable for knowledge management or Semantic Organization applications.

The achieved results are quite satisfactory since the Ontea tool works with an average success over 70%, which is shown in the previous chapter. We believe that Ontea can be successfully used in a text analysis as well as in providing improved services for automatic text annotation, searching, categorizing, knowledge inference or reasoning.

In our future work we will strive to evaluate the algorithm on different application domains where we will be changing the number and quality of regular expression patterns, to find a good balance between precision and recall values.

This work is supported by projects NAZOU SPVV 1025/2004, K-Wf Grid EU RTD IST FP6-511385, RAPORT APVT-51-024604, VEGA No. 2/6103/6.
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Abstract. In this paper, we present an implementation method for semantic document search with dynamic relevance routing by hierarchical and causal relationships among concepts. This method makes it possible for searchers to obtain semantically related documents with various relationships of concepts, and by combining these several searches dependent on a searcher, this method realizes to obtain/discover semantically related information. We define the relevance routing as the combination of searches. The relevance routing is dynamically generated according to the searcher’s objective. Our method makes it possible to retrieve documents semantically related to the relevance routing. We apply our method to the psychiatric field, and clarify the feasibility of our method.

1 Introduction

In modern society, mental illness is an universal matter. It is important for specialists who are engaged in diagnosing and treatments of a psychiatric patient (such as psychiatrists, clinical psychotherapists etc) and non-specialists (such as psychiatric patients, people related to the patient etc) to gain appropriate information in the process of diagnosing, treatments or even in everyday life.

The psychiatric field is a medical field where many complex relationships of concepts such as hierarchical (abstract and concrete concepts), causal (cause and effect) or aggregate relationships exist. We have opportunities to obtain a large amount of document data on psychiatry existing in databases, however, it is difficult to acquire document data that meet the searcher’s objectives because those document data include many relationships of concepts.

It is important to reflect such relationships of concepts to retrieve documents in the specific field. Also, it is efficient for searchers to discover documents by combining searches reflecting relationships of concepts.

In this paper, we aim to realize a search method to enable specialists and non-specialists to obtain reliable and appropriate information in the psychiatric field, and we present an implementation method for semantic document search with dynamic relevance routing by hierarchical and causal relationships.

In the research area of databases and knowledge bases, it is already testified that search methods with vector space are effective for document search. The semantic associative search method [1, 2] which computes semantic correlations with dynamic contexts among data, and the search method with the computation of causal relationships [3, 4] among data are also available. We expand those existing methods, by realizing the computation of semantic correlations between concepts (hierarchical and aggregate relationships etc).

By our method, searchers are able to obtain documents semantically related to various relationships of concepts, and by combining these several searches dependent on a searcher, this method realizes to obtain/discover semantically related information.
We also focus on the combination of searches, which is dynamically generated according to the searcher’s objectives, for it strongly reflects the searchers’ searching objectives. We define relevance routing as the combination of searches, and we supply searches reflecting the searcher’s objectives by realizing semantic document searches related to the relevance routing.

In this paper, we clarify the feasibility of our method and we verify the effectiveness of it by applying it to the psychiatric field.

2 Basic Ideas of Our Method

Figure 2 shows the overview of our method. We have two steps for realizing our method.

**STEP1** keyword search for generating relevance routing:

In **STEP1**, searchers input the query word: \( \text{Query}_a \) and the relationship of concepts they aim to search (See Figure 2, Search-1). And from the keywords gained by the search, they select keywords to pass on to the next search and input relationship of concepts (cause etc) they aim to search (See Figure 2, Search-2). This operation will be continued until the searcher acquires keywords that meet their searching objectives.

Each search flow constructs relevance routings.

In Figure 2, relevance routing: \( \text{Query}_a \rightarrow \text{keyword}_a \rightarrow \text{keyword}_b \) will be generated.

**STEP2** document search reflecting the relevance routing:

In **STEP2**, document search reflecting the relevance routing is performed. The searching results will be merged and the re-ranked results will be provided to the searcher as final output.

In Figure 2, documents related to the relevance routing: \( \text{Query}_a \rightarrow \text{keyword}_a \rightarrow \text{keyword}_b \) will be searched.

3 Applying our method to Psychiatry

We applied our method to the field of psychiatry. The psychiatric field consists of many deeply-intertwined concepts. For example, causes and effects, hierarchical relationships of disorders and symptoms, relationships of disorders and symptoms and so on.
In the field, we especially selected the disorder classified as 'Neurotic, stress-related and somatoform disorders,' from 'The ICD-10 classification of mental and behavioral disorders,' which is a reliable classification method of the field [5, 6, 7].

**Setting searching spaces:**
In applying our method to the field, we selected four concepts between events: relations between disorder and symptoms, the hierarchical relationships between disorders, the hierarchical relationships between symptoms and the causal relationships of disorders.

To enable searchers reflecting a certain relationship of a concept, search spaces should be prepared. We extracted data from psychiatric dictionaries [5, 6, 7] to set up search spaces. We show some of the extracted data of each concepts in Figures 3, and 4.

We designed the search spaces and query data vectors to realize searches dependent to the relationships of concepts by preparing matrices for each of the four concepts. We show an example of one of the matrices in Figure 5. We expanded the causal relationship computation method [3, 4] to realize the search dependent to the relationships of concepts.

**Setting target (retrieval candidate) data:**
To realize document search related to the query word (or selected keywords), target data vectors of documents should be prepared. We prepared sixty document data related to each concept. (Some of them contain several concepts.) We show some of the metadata in Figure 6.

See [1, 2, 3, 4] for details in setting search spaces and target data.

**4 Experiment**
By performing advanced search in psychiatric care, we show the feasibility of our method in the experiment. In the experiment, experts specify the correct answer data in retrieval candidate documents related to the query word and selected keywords. In the figure, underlined doc-ids are the correct answer data.

In the psychiatric field, when a psychiatrist makes diagnosis, they estimate/determine disorders by the following two steps:
STEP1: They focus on some of the disorders from the main symptom of the patient. 
STEP2: From several disorders they picked up, they check the potential of each disorder the patient might have, by looking at each symptom of each disorder. If the patient has other symptoms of the disorder, it is estimated/determined that they suffer from that disorder. We show the flow of the psychiatrist’s diagnosis in Figure 7.

In the experiment, we clarify that our method enables us to realize the flow of the psychiatrist’s diagnosis (STEP1, STEP2). We estimated disorders by the query word ‘anxiety, depression’. Experimental results for the experiment are shown in Figure 8.

In Figure 8, we selected ‘regressive phenomenon of infants’ as an extra-symptom besides the query word ‘anxiety, depression.’ By this selected extra-symptom, ‘Adjustment Disorders’ will be the diagnostic outcome. Finally, we searched documents related to ‘Adjustment Disorders’.

As a result, documents related to the relevance routing were successfully searched as final output.

By the experiment, we clarified the feasibility of our method: the effectiveness of realizing calculation between various concepts and combining searches for knowledge acquisition/discovery, and the effectiveness of semantic document searches related to the generated relevance routing.

Especially in the field, knowledge acquisition according to interactions by specialist on psychiatry and patients is important in the process of diagnosing. Our method enables these processes by combining searches using knowledge bases, which means an effective search has
been realized in the field.

5 Conclusion

In this paper, we have presented an implementation method for semantic document search with dynamic relevance routing by calculating relationships of concepts, such as hierarchical and causal relationships. We have clarified the feasibility of our method by applying it to the field of psychiatric care, where various technical relationships exist among concepts. By our method, searchers are able to obtain semantically related documents with various relationships of concepts, and by combining these several searches dependent on a searcher, they are able to obtain/discover information effectively. We have defined the relevance routing as the combination of searches. The relevance routing is dynamically generated according to the searcher’s objective. By realizing semantic document searches related to the relevance routing, searchers are able to acquire documents that reflect their searching objectives.

As our future work, we develop methods of relevance routing decision support for supplying further advanced usability to searchers. We also examine to apply our method to other fields such as the field of medical care, engineering and so on.
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