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Abstract

The Model Human Cochlea (MHC) is a sensory substi-
tution technique for presenting music as multiple discrete
channels of vibrotactile stimuli. The MHC prototype was in-
troduced to a group of Deaf senior citizens at a community
centre, where they could try the chair, and provide us with
feedback about their experience. Preliminary results from
this work suggest that the MHC can potentially offer a more
effective means of expressing basic emotional information
from music in a vibrotactile display when the signals more
closely match the perceptual elements of the music such as
melody and instrument parts. We describe the MHC proto-
type and present the results of our field study, which extends
our lab experiments with the MHC to include Deaf and hard
of hearing participants in a real world setting.

1 Introduction

Film represents a multimodal form of entertainment that
draws on the fusion of audio and visual stimuli to tell a story
and to create an emotional experience for its audience. Both
the audio and visual elements of film are essential in creat-
ing the user experience, and both should be universally ac-
cessible to all those who seek out this form of entertainment.
For deaf movie enthusiasts, closed captioning or sign lan-
guage translations can make speech more accessible How-
ever, music and other forms of non-speech audio such as
background noises are not included in captioning. Music,
in general, has yet been effectively interpreted using alter-

native display channels, towards making the experience as-
sociated with music listening accessible to those with lim-
ited or no hearing ability. The Alternative Sensory Infor-
mation Display (ASID) project aims to create a crossmodal
display that provides alternative approaches to experienc-
ing the emotional elements expressed by music and other
audio. The Model Human Cochlea (MHC) is one technique
we are exploring for communicating emotional information
from music using a tactile display. In this paper, we report
on a field study aimed at introducing the MHC to a group
of senior citizens in a local Centre for the Deaf.

2 Background

There has recently been a surge in research investigat-
ing the use of crossmodal displays to improve accessibil-
ity to information across modalities. Information from one
modality can be interpreted or translated onto an alterna-
tive modality, as when music is substituted by tactile vibra-
tions [5] or visual stimuli [7]. But research into music-based
applications that can assist the deaf community tend to fo-
cus on the development of task-based applications, such as
learning to play instruments [6, 11] or understanding mu-
sic theory [1, 14]. We have found little work in the area
of music enjoyment, towards making the emotional experi-
ences of music listening more accessible to deaf and hard
of hearing people. While Eric Gunther has developed a suit
that presents audio signals to the body as vibrotactile stim-
uli, this work aims to create music specifically for the tactile
display, rather than on interpreting existing music as vibro-
tactile stimuli [5].
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Though it may be possible to express musical emotion by
presenting specific musical characteristics such as rhythm,
and tempo as vibrations [4], the emotional complexity of
a composition often relies on additional elements of music
such as timbre and harmony. Because these elements may
extend beyond the tactile spectrum, this difference in fre-
quency spectrum of the audio and tactile systems —audible
vibrations span frequencies from 20 Hz up to 20 kHz, while
our tactile system only detected vibrations ranging in fre-
quency from 10 Hz and 1000 Hz [13] —could leave much
of the audio spectrum inaccessible to the tactile system. In
addition, instruments with frequency signals in the higher
ranges, such as the flute, or violin, may be masked by vibra-
tions from instruments in the lower frequency range, such
as bass and drums. Despite these differences in the two per-
ceptual systems, Deaf and hard of hearing people often seek
out music by coming in close contact with audio speakers,
which enables users to feel the music.

Since most audio signals that we find in western har-
monic music centre around the middle C note (around
262Hz), and frequencies over 1000Hz that are out of the
tactile range occur generally less than 15% of the time [12]
it may be possible to feel most of the sounds presented in
classical music as vibrotactile stimuli [10]. Thus, to im-
prove tactile detection to the more subtle sounds, it is impor-
tant to reduce the level of vibrotactile masking that occurs
when lower frequency signals of drums or bass are present.
We address this problem by isolating discrete sounds from
a musical recording or composition for presentation as mul-
tiple discrete bands of audio-tactile signals that are spatially
distributed along the body.

The MHC draws on some basic characteristics of the hu-
man cochlea as a design metaphor, and the tonotopic order-
ing of hair cells along the basilar membrane of the cochlea
[3]. Each of the thousands of hair cells within the cochlea,
in very simple terms, vibrate when a specific frequency sig-
nal is detected, stimulating that location along the basilar
membrane. These vibrations lead to electrical potentials
that are further processed by the audio cortex of the brain,
leading to audio perception. Using this simplified model
of the cochlea, we embarked on designing the MHC as an
interface for communicating audio information through a
tactile display.

3 The Model Human Cochlea

Drawing on rudimentary functions of the human cochlea,
we developed the MHC using the following analogy: the
body represents the basilar membrane in terms of the spatial
layout of voice coils (VCs) that are used to deliver sound,
which causes physical vibrations when they come in contact
with the body, simulating the function of the hair cells [10].
Since both audio and vibrotactile signals can be measured in

Figure 1: The MHC prototype presents 4 discrete audio-
tactile channels along each of the four rows of voice coils
used in the display.

terms of frequency (Hz) and amplitude (dB) units, sensory
substitution can easily be implemented since the displace-
ments that the audio signals emit as air waves can easily
be detected as physical vibrations when placed on the skins
surface. The quality of the audio signal thus directly effects
the quality of the tactile signal, and the intensity of the audio
signal directly effects the intensity of the vibrations.

3.1 Current MHC Prototype

To maximise the number of vibrotactile channels that can
be displayed on the body in the MHC, we developed a pro-
totype using voice coils (VCs), which are embedded into the
back of a canvas chair in a four by two array configuration.
This design leverages the large surface area available on the
back to maximise the number of unique vibrotactile chan-
nels to increase the resolution of the audio-tactile display
(see Figure 1). The design is additionally constrained by
the signal range and physical size of the VCs, which must
maximise the number of available channels, and produce
the signal that is intended to be displayed on each channel.
Each of the four rows of VCs presents a discrete band of
audio signals that vibrate and create the tactile sensations
corresponding to the music.

This is a different arrangement from our previous re-
search [10] which presented unique signals to each of the
eight VCs. In this work, we explore a different distribution
of signals to create a more symmetrical effect by presenting
pairs of signals to each of the four rows of VCs along both
sides of the spinal column as an additional condition in our
ongoing efforts to improve the design of the MHC.
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The MHC aims to display existing musical recordings,
and uses multiple, discrete vibrotactile channels to pro-
duce vibrations that reflect the music. Vibrotactile chan-
nels present vibrations corresponding to the instruments,
sections, voices, or melodies of the music to the body, re-
ferred to as the track model (TM) of the MHC. Early studies
have shown that the TM communicates some of the music’s
emotional expression better than what is possible when a
single output channel is used to display the complete audio
signal as vibrations [9]. It is not, however, always possi-
ble to gain access to the multi-track recordings or masters
of existing music to support the TM. Since our work aims
to improve the amount of vibrotactile information that can
be detected from music, we developed a second model to
support the presentation of existing music using the MHC,
referred to as the frequency model (FM). The FM creates
multiple bands of audio signals based on the separation of
the music according to audio frequency bands rather than
on individual track recordings.

In early experiments, we developed a working model of
the FM, which distributes notes in music to the multiple vi-
brotactile channels according to a distribution model based
on the frequency-of-occurrence of notes (DFN) commonly
found in western harmonic [12]. Frequency signals that rep-
resent notes are distributed to vibrotactile channels based on
their distance from the mean in the normal distribution [10].
Slight adjustments to the boundaries of the frequency bands
produce a distribution that corresponds to octaves of notes
that can be mapped onto the rows of VCs for the FM. The
FM presents four bands of frequencies based on mapping
the top two octave of notes of the piano keyboard to the top
row of VCs. The second and third rows of the FM display
the 3rd and 4th octaves respectively, and the fourth row at
the bottom of the display is maps the lowest two octaves of
notes onto the VCs. This supports an approximately pro-
portional distribution of audio signals to each of the output
channels of the MHC according to the DFN model. We re-
fer to the vibrotactile versions of music we present on the
MHC as Vibetracks. In this paper, we continue our research
into the exploration of the presentation of music emotion
through the MHC with the updated prototype, and a new
population of users based in the Deaf and hard of hearing
(HOH) community. We moved our lab experiment into a so-
cial setting where Deaf and HOH senior citizens meet once
a week, and report on this field study and the modifications
made to facilitate this new experimental environment.

4 Field Study

Slight modifications were made to our original proto-
col [10] in order to better meet the needs of the population
of Deaf and HOH senior citizens who participated in this
study. Modifications primarily involved adapting the writ-

ten sections of the experiment to a sign-language format, so
that questionnaires and rating scales could be replaced by
images and sign language discussion. Interviews were also
conducted American sign language (ASL), which was the
preferred language of this community. Over 20 members
of the community tried the chair, however only seven se-
niors agreed to take part in the formal study, 6 were deaf
(5 female, 1 male) and one female was hard of hearing
(HOH). Because many of the older members of the group
were shy and did not feel comfortable answering questions
about their experience in the chair, and did not agree to take
part in the formal study, but have provided us with useful
and positive comments about their experience. Participants
were either residents of the centre, or members of the social
club that meets once a week.

In order to emulate the intended interaction scenario for
the MHC with an entertainment setting, we conducted the
study in a common recreation room where the seniors met
weekly to play pool, bingo, and watch television. In this
study, we used the set of four midi-based classical music
compositions from our previous study [10], consisting of
two-30 second segments for each of the joy and sad midi
recordings, selected from a collection of 27 classical mu-
sic pieces that were rated for their emotional expressiveness
[8]. We used only two emotions, joy and sadness, to elimi-
nate confusion that could arise from having to rate a larger
set of emotions in this novel interface. Like our previous
experiment, we eliminated the sound that could be heard by
participants through the VCs in the chair by providing those
with some level of hearing with headphones and ear plugs.
Tracks are listed below:

• Joy1 (H1): Vivaldi, A. Concerto in E major, Op8.
Spring

• Joy2 (H2): Schumann, R. (SCA5) Symphony No. 4,
Romance min. 1.53–2.23 Pilz CD 239

• Sad1 (S1): Mozart Piano Concerto No.9, Part 2

• Sad2 (S2): Schumann, R. (SCA4) Symphony No. 4,
Romanze measures 1–10

For the study, the sign language interpreter explained
the procedure of the experiment to each participant and
recorded any comments expressed during the trials. Partici-
pants were instructed to sit in the chair, to relax, and to com-
ment on any emotional expression they could detect from
the vibrations. Participants were instructed to sign out loud
so that the ASL interpreter could record their comments
throughout the sessions. In addition, participants were to
indicate the strength of any emotion they could detect in the
vibrations as weak, medium, or strong.

Vibetracks were randomly assigned to participants dur-
ing the trials for each of the FM, TM, and a control models
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(CM), and the four midi recordings (H1,H2,S1,S2). Each
session lasted approximately 15 minutes to minimize the
disruption caused to the group, and to enable more mem-
bers of the group to experience the chair.

5 Results

Of the 7 seniors who took part in our study, remarkably,
all but one participant (female, HOH) used their hands to
’dance’ to the vibetracks. All participants used facial ex-
pressions to indicate which of the emotions they were feel-
ing, in addition to signing their thoughts to the interpreter.
Three of the four deaf women were highly expressive in
this way, with one deaf female participant expressing accu-
rate facial expressions that reflected the content of the mu-
sic in all vibetracks. The participants also exhibited highly
expressive body gestures, which included using gestures of
playing a violin, and of using a conductors baton. We re-
ceived many comments throughout the sessions about the
vibetracks, the comfort of the chair, and the overall experi-
ence of feeling the music. Ratings given to each vibetrack
for emotional expressions are presented in Figure 2, and in-
tensity ratings are shown in Figure 3.

As with our previous study, we found that the TM was
most accurately interpreted as being joyful in both the H1
and H1 recordings. S1 was correctly rated as expressing
sadness by 2 out of 3 participants in the TM, while S2
was incorrectly detected as expressing joy in all three con-
ditions. The intensity of TM-H1 was rated as expressing
strong or medium levels of joy across all participants. H2,
S1, and S2 in the TM were rated weak in emotional expres-
siveness. In the FM trials, H1 received 1 sad rating, with
other participants rating this track as joyful. H2 was also
rated as joyful, while S1 and S2 received sad ratings, in ad-
dition to joy. All FM tracks were rated as expressing emo-
tion at a medium intensity level. The CM trials showed that
S2 did not express any emotion, while only H1 and S1 re-
ceived ratings of joy. Ratings for H2 in the CM were mixed.
Of all three models, the CM was rated weakest in intensity
of emotional expression, except for S1, which was rated a
being strong in emotional expression.

5.1 Discussion

Results support that the TM was most effective at ex-
pressing emotion as vibetracks, both for the joyful and sad
tracks. The FM was less expressive than the TM, but was
more expressive than the CM. The CM was rated weak-
est overall in emotional expressiveness, except in the S1
vibetracks since the CM presented the entire audio signal
through all of the VCs, the joy rating for S1 in the CM con-
dition could likely be due to the stronger signal of the dis-
play. Because the audio signal is presented as multiple sig-

nals in TM and the FM, the sad tracks could lead to a weak
signal during quite moments or for sustained notes in some
of the channels. Songs with little variation can also lead
to interpretations of sadness in the track. Songs that have
a wider variation in notes, stronger beat, or faster tempo
produce vibetracks could lead to the detection of joy in the
vibetracks.

The results show that there is some correlation between
the emotional expressiveness of a track based on the level of
variation and intensity of the vibrations: higher, more varied
signals convey joy when interpreting the emotional content
of the vibetracks: the slower, less variable, weaker signals
produce vibrations that are difficult to detect, which were
either interpreted as sad, or as expressing no emotional in-
formation. More intense, varied signals could promote the
impression of joy in vibetracks for the TM and FM. We also
found that in the CM, where there all the signals are the
same, the sad tracks could present a stronger signal in gen-
eral, which may explain the interpretation of the sad track
as being more joyful, with the intensity of the varied joyful
tracks lost in the single channel output.

These results raise interesting questions about the how
well the MHC could be used to distinguish vibetracks based
in joy or angry songs, which both exhibit high energy, var-
ied signals. Pilot studies are promising in comparing anger
to joy vibetracks, which we have observed to be stronger
and more varied than the joy tracks, suggesting that it is
possible to detect more than just two emotions in vibetracks.
We are working towards developing a taxonomy for under-
stand the relationships between the different characteristics
of the vibrations, and the emotions they are associated with.

From our observation, we note that all of the members of
the group who tried the chair expressed some form of move-
ment, facial expression, or hand gestures that suggested
they were enjoying the vibrations, could move in time with
the vibrations, and often could alter their movements to re-
flect the type of music they were feeling.

One of the most interesting observation from this study
was the dance-like gestures that the participants expressed
through hand and finger movement while the vibetracks
played. These expressive participants also tended to mimic
what they perceived in the vibrations through this specific
style of movement, using fingers to match the rhythms of
the vibetracks and facial expressions to reflect the intensity
of the vibrations. It was this dancing that suggested that
the participants were experiencing more emotions from the
chair for all of the joy recordings in each model, however,
the TM consistently led to more intense expressions than
both the FM and the CM.

While the FM performed better than the CM in all cases,
it is still not clear if there is a significant difference be-
tween the FM and the CM. Further research is underway
to improve the FM so that it can better reflect the percep-
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Figure 2: The three graphs present the raw data obtained from our study, divided according to the model (TM,FM,CM), with
bars showing the results of the participant’s ratings of each vibetrack.

tual elements of the music, such as rhythms, instruments,
or melody. We found five of the six women who took part
in the study responded more favourably to the vibrotactile
sensations than the male participant, but one of the women
complained of body aches and ended the study early. Of the
over 20 members of the community who tried the chair, the
female participants tended to be more expressive in their
gestures, while the males were more subtle. This could
be attributed to the expressive nature of the individual in
general, although everyone who did try the chair exhibited
some level of physical or facial expression, mirroring the
emotional content of the music they were experiencing.

The observations from this study support and extend our
previous empirical findings [10], suggesting that the TM is
most effective in expressing joy or sad emotions for partic-
ipants who are deaf, hard of hearing, as well as for hearing
people. We are beginning to form new hypotheses about
the nature of the relationship between vibrations and mu-
sic. For example, there could be a link between the way
we perceive sounds and the ability to detect these sounds as
vibrations when they more closely map onto the individual
sections of the music. As in the TM, where the vibrations
closely match the original sounds of the instrument, melody,
or rhythm, and we are considering other approaches to cre-
ating an FM that can better mirror these in how we perceive
them in the vibrotactile display.

6 Conclusions and Future Work

We presented a study which explored the potential bene-
fits of using the MHC as a sensory substitution technique to-

wards creating a higher-resolution vibrotactile display that
distributes the audio signal to multiple, discrete vibrotactile
channels. One of the main contributions of this work is the
modification of the lab-based experiment that could facil-
itate a field study in a local Centre for the Deaf. Results
from this study further support previous findings in that the
TM was shown to be most expressive emotionally, closely
followed by the FM, with the CM showing least intensity
or expression. The field study approach allowed us to ac-
cess participants that would otherwise not be interested in
taking part in a lab experiment. Most of the seniors who
participated would never have been able to participate in the
empirical version at our lab due to limitations in their mobil-
ity, or because many would simply have no interest in a lab
experiment. By taking the lab to the community, we were
able to obtain end user responses to our research, and to in-
troduce a new technology to users who could benefit from
this novel approach to making music accessible. We will
continue this study, and explore the effects of the TM on a
larger set of stimuli that presents vibetracks for music that
has been previously validated as expressing emotions such
as joy, anger, fear, sadness [2]. Finally, we hope to con-
tribute a better understanding of the relationship between
music and vibrations by using the MHC as a test bed for
conducting further studies on crossmodal audio-tactile dis-
plays, towards making musical expression a more universal,
inclusive form of entertainment for people of all levels of
hearing ability.
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Figure 3: The three graphs present the raw data obtained from our study for user ratings for the strength of the emotional
expression detected in each of the vibetracks.
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