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Abstract—The author has developed a novel approach to fuzzy modeling from input–output data. Using the basic techniques of soft computing, the method allows supervised approximation of multi-input multi-output (MIMO) systems. Typically, a small number of rules are produced. The learning capacity of FuGeNeSys is considerable, as is shown by the numerous applications developed. The paper gives a significant example of how the fuzzy models developed are generally better than those to be found in literature as concerns simplicity and both approximation and classification capabilities.
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I. INTRODUCTION

THE term soft computing (SC) was recently coined by Zadeh [1]. In the paper in which he uses this new term, he introduces the concept of machine intelligence quotient (MIQ) and states that the current trend in research is toward producing machines with an increasingly higher MIQ.

An increase in MIQ is, in fact, being achieved in two totally separate directions.

On the one hand, there are machines based on classical logic and, thus, on precision, which are evolving toward faster and faster machines with an increasing degree of parallelism.

On the other hand, new forms of logic are being developed such as fuzzy logic (FL), neural networks (NN’s), and probabilistic reasoning (PR) [comprising genetic algorithms (GA’s)] the strength of which (by contrast) lies in their capacity to deal with uncertainty and imprecision.

In the former, case solutions are found for problems that are very precise and, consequently, have a high computational cost. This is why Zadeh speaks of hard computing (HC).

In the latter case, on the other hand, he speaks of SC as imprecise or uncertain solutions can be found at a much lower cost in terms of calculation effort.

There are a number of cases in which excessive precision is quite useless so a nontraditional approach is preferable. In some problems, this is the only way because the computational complexity of a classical approach would be prohibitive.

Fig. 1 shows, at least as far as FL, NN’s, and GA’s are concerned, how the various components of SC can be approximately ordered on a time scale and on a scale relating to their learning capacity.
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Similar considerations hold for GA’s, with certain clarifications. Their learning speed is usually slower. However, they have two great advantages over NN’s. The functions that can be used in GA’s can be much more general in nature and knowledge of the gradient of the functions is not usually required. Finally, as these algorithms explore in several directions at the same time, they are affected much less than NN’s by the problem of local extremes; that is, a GA has far less likelihood than an NN of finding a local extreme rather than a global one. Even if the extreme found is not a global one, it is likely to correspond to a less significant learning error.

On the basis of these considerations, it is the author’s opinion that a technique which makes use of a combination of SC aspects, i.e., GA’s, NN’s, and FL, would be an interesting prospect. A hybrid technique, in fact, would inherit all the advantages, but not the less desirable features of the single SC components.

It has to possess a good learning capacity, a better learning time than that of pure GA’s, and less sensitivity to the problem of local extremes than NN’s. In addition, it has to generate a fuzzy knowledge base, which has a linguistic representation and a very low degree of computational complexity.

This paper will give a detailed illustration of a tool developed by the author called FuGeNeSys [2], which is based on a mixed technique GA’s++NN’s++FL.

The tool allows supervised learning of fuzzy rules from significant examples. The main features of FuGeNeSys are as follows.

- The number \( R \) of necessary rules is always very low. In the various author developed applications [2]–[15], this number has almost always been below ten. This means that \( R \) is not tied to the number of inputs as in the previous coding methods, but only to the complexity of the application itself. In the Section V-C he will explicitly show this peculiarity.
- The original genetic coding method proposed does not explode as the number \( I \) of input variables and the number \( O \) of outputs increase. The total number of bits is proportional to \( I \) and \( O \) and not to the power of \( I \).
- Simplified fuzzy knowledge bases can be generated, i.e., the tool is capable of eliminating the unnecessary antecedents in any rule and in those presented in author’s previous works.
- Significant features are correctly identified. A whole section (V-B) is devoted to show this characteristic.
- The tool can be used in both classification and interpolation problems (see Sections V-A and V-C).

\[ \text{a) The misclassification error is comparable to, if not } \]
\[ \text{better than, that of other similar techniques described in literature.} \]

\[ \text{b) Also, the function approximation error is very good.} \]
\[ \text{The author compared his results with neuro fuzzy techniques. In the author’s opinion, with this kind of problem, the neuro fuzzy approaches are the most} \]
\[ \text{accurate among all hybrid fuzzy learning methods present in literature.} \]

The tool’s learning capacity is also demonstrated by the various research activities the author has taken part in and in which FuGeNeSys has been used. The fields of application in which successful use has been made of FuGeNeSys range from pharmacology [3], [16] to telecommunications [4]–[8], from Hw-Sw codesign [9], [10] to high-energy physics [11]–[13], and from the design of Hopfield Networks [14], [15] to robotics [2].

FuGeNeSys has also been used to show the effect in [17] of an incorrect choice of the performance index for any supervised learning method in order to determine the validity of the learning method adopted.

The paper is organized as follows. Section II gives a detailed introduction to GA’s. Section III is an introduction to FL and Section IV is a detailed description of FuGeNeSys. In Section V, FuGeNeSys performance is analyzed with varying user-defined parameters. There is also a subsection comparing FuGeNeSys with other techniques. Finally, Section VI gives the author’s conclusions.

II. GENETIC ALGORITHMS

GA’s are a vast class of stochastic algorithms used to solve optimization problems. They use models based on the natural process of adaptation of living species, the first concepts of which were introduced by Darwin [18] in 1859 with his theory of the evolution of species.

Various authors have proposed algorithms that simulate genetic systems [19]–[21]. Interesting overviews can also be found in [19], and [22]–[25].

A. The Natural Processes Behind Darwin’s Theory

Behind the theory of evolution there are only four basic processes:

- selection;
- reproduction;
- mutation;
- competition.

Selection is the natural process whereby individuals that can reproduce are chosen.

Reproduction is the mechanism nature uses to transfer the genes of an individual to its offspring.

Mutation is the phenomenon by which, because of nondeterministic factors, the process of reproduction does not transfer genetic characteristics faithfully; that is, the resulting genes contain a number of “copying” errors.

Competition is a direct consequence of the growth of populations in environments with a limited number of resources.

B. Standard GA’s

In this section, a summary of the basic steps on which classical GA’s are based will be made.

Let us assume, for the sake of simplicity, that the function to be optimized is

\[ f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}, m, n \in \mathbb{N} \] (1)
and, thus, that the space of solutions is represented by the vectors \( \vec{s}_1, \vec{s}_2 \in \mathbb{R}^n \).

1) Choice of the Fitness Function: The first step is that of analyzing the optimization problem and identifying a suitable fitness function

\[
\text{fit}: \mathbb{R}^n \to \mathbb{R}
\]  

which will make it possible to discern the better of two possible solutions \( \vec{s}_1, \vec{s}_2 \in \mathbb{R}^n \).

It has to be chosen in such a way that the extreme of the function to be optimized (1) corresponds to the absolute minimum or maximum of the fitness function.

Sometimes the fitness function chosen is the function to be optimized if it has \( \mathbb{R} \) as its codomain, but this does not generally happen because, as we shall see, the type of fitness function chosen may greatly affect the result of the search for a solution.

2) Definition of Suitable Coding: One of the most interesting problems in GA’s is coding the solution space.

Typically, any potential solution (individual) is coded as a vector \( \vec{s} \) called chromosome, the elements of which are called genes and are situated in well-defined positions, usually indicated as alleles.

The best-known forms of coding [20], [21], [26] are strictly binary. Every possible solution is simply represented by a binary string \( \vec{s} \in \{0,1\}^h \) with \( h \in N \). In this type of coding we speak of a Boolean allele value.

Nothing, however, prevents allele values from being continuous or even structured (in [27] and [28], applications are described in which allele values are even LISP (processing language) expressions).

3) Initialization of the Population: The next step consists of generation, usually random, of a certain number \( P \) of individuals. These represent a set of solutions, which, due to the properties of GA’s, evolve in such a way as to possess an increasing fitness value.1

4) Decoding and Calculation of Fitness: Each individual \( \vec{s}_i \) in the population is decoded in such a way that it is possible to calculate the fitness function.

In the case of binary coding, for this to be done, a certain function has to be defined

\[
\text{dec}: \{0,1\}^h \to \mathbb{R}^n \text{ with } h, n \in N
\]  

which, when applied to a string \( \vec{s} \) of \( h \) bits, returns a potential solution \( \vec{\bar{s}} \in \mathbb{R}^n \) for which the fitness function \( \text{fit}(\vec{\bar{s}}) \) can be calculated.

5) Calculation of the Reproduction Probability: There are various methods for choosing the individuals that are to reproduce. Typically, but not always, selection is random. One of the best-known criteria for random choice is that of roulette wheel selection [19]. By this method, the individuals with the highest fitness are selected stochastically. Hence, the “fittest” individuals have a higher probability of reproducing. Each chromosome \( \vec{s}_i \) of the population is chosen with a certain probability \( \text{prob}(\vec{s}_i) \) of reproduction. The better the fitness function, the higher this probability has to be. The reproduction probability is often defined directly from the fitness function [23]

\[
\text{prob}(\vec{s}_i) = \frac{\text{fit}(\vec{s}_i)}{\sum_{j=1}^{P} \text{fit}(\vec{s}_j)}
\]  

when the fitness function is nonnegative. Using this reproduction probability makes it possible to simulate a sort of roulette, which stochastically indicates which individuals in the population can reproduce.

6) Generation of New Individuals: On the basis of the reproduction probability values, a new population of chromosomes is generated. The scheme followed in “constructing” these new chromosomes is quite simple. Starting from the chromosomes selected by the roulette, new strings of offspring are generated using specific genetic operators such as crossover and genetic mutation.

The crossover operator comprises the basic mechanism for redistributing genetic characteristics between the individuals. It is applied to two chromosomes called parents and creates two new individuals. They are generated by selecting one or more points at which the parents’ strings are “cut.” The new individuals will have a genetic code in which substrings of the genetic codes of both parents alternate. An example of crossover with two cuts is shown in Fig. 2.

The crossover algorithm described is the classical one. There are a number of different versions that various authors have used to enhance the performance of GA’s when applied to specific optimization problems.

The mutation operator simply introduces the artificial concept of copying error. It serves to emulate the natural phenomenon whereby offspring sometimes happen to have genes with totally different characteristics from their parents because of errors due to various factors. This operator is simulated by introducing a certain mutation probability \( p_m \) according to which an offspring bit is stochastically negated.

Immediately after the generation of a new individual, the decoding operation has to be performed and its fitness calculated (see Section II-B.4).

7) Termination Condition: At this point, GA termination tests are performed. The global process is usually stopped when a valid solution to the problem has been found or when the time available for the search is up. If none of the
termination tests gives a positive result, the steps outlined previously (starting from Section II-B.5) are repeated.

C. Distributed and Parallel GA’s

A population in which each individual can cross over with any other in each generation is called panmictic. This category includes the classical models such as those described above (Section II-B). The nature of GA’s suggested implementing them on networks of computers or parallel computers (SIMD or MIMD machines). The main problem to be dealt with in this kind of implementation almost always relates to communication between parallel processes. It was, therefore, decided to use strategies with apomictic structures, i.e., ones which do not involve complete mixing. The idea behind apomictic populations is that of dividing the populations up into a certain number of subpopulations (often indicated as demes), which are connected to each other in some way.

There are three apomictic models.

- Islands—in this model migration can be between any pair of subpopulations;
- Stepping Stone—in this model genetic migration can only occur between adjacent demes;
- Continuous—in this model selection and crossover are local in an area with a preestablished radius and the isolation of demes is a direct consequence of the distance between them.

The last of these models gives rise to what are called fine-grain GA’s in which the individuals are typically placed on a planar grid.

Fig. 3 shows a typical implementation of a fine-grain model. First, there is global selection to identify a subpopulation in the genetic grid. Then there is local selection within the selected deme to find two parents. Subsequently, the reproduction, crossover, and genetic mutation operations are performed. The last step is a local conflict to choose which of the offspring is to survive and which member of the subpopulation is to be replaced.

D. Considerations on Selection Algorithms

The task of the selection operator is to concentrate the computational effort toward regions of the solution space that appear to be promising.

To explain the concept of selection more clearly, the following are two diametrically opposed examples.

Let us assume that we are adopting a selection procedure which concentrates all the hardware resources on the most promising region in the search space. It is evident that in such a case, no computational resources are devoted to the search for other possibilities that, at present, seem less interesting but which in the future may lead to much better solutions. In this case, the GA can be said to degenerate into a local search method such as the well-known gradient descending method.

A uniformly random selection algorithm, on the other hand, distributes calculation resources over the whole genetic population. In this case, selection guarantees a search in several areas, but generally disperses a large amount of the hardware resources searching in sectors of the solution space that are of no use. In practice, this kind of selection behaves like a Monte Carlo method, randomly sampling the space of admissible solutions.

A compromise between these two types of selection is what is generally attempted in evolution-based algorithms.

Now the description of some of the best known selection methods follows.

1) Fitness-Proportional Selection: This selection model is the most widely used and was devised by Holland; it is a good tradeoff between the completely global method and an exclusively local one [see (4)].

The method does have some drawbacks, however. If, for instance, a certain fitness function $f_1(\hat{x})$ is used, use of another fitness function $f_2(\hat{x})$ built simply by adding an additional component to the first one ($f_2(\hat{x}) = f_1(\hat{x}) + c$) should not make any difference to the performance a GA can achieve. This, however, does not happen. The selection probabilities may change considerably. Let us assume, for example, that we have three individuals with respective fitness values of 0, 10, and 90. Their probability of selection according to (4) is 0, 10, and 90%. If the fitness function adopted is equal to the previous one, except for an additional factor of 100, the probabilities decidedly change, becoming 25, 27.5, and 47.5%.

Another problem typical of fitness-proportional selection is that of the so-called superindividuals. A superindividual is a member of the population whose fitness value is much higher than the average value. In this case, in a very short time the population will become homogeneous because at each genetic iteration the number of individuals similar to the superindividual will increase considerably. If the superindividual represents coding of a solution close to the one being sought, the search time will be reduced drastically. Unfortunately, however, although the superindividual has a much higher fitness value than the other individuals, it often represents an unacceptable solution to the problem to be optimized. In this
case, the GA fails as the search proceeds very slowly. The crossover operator is, in fact, of no use as the individuals are very similar and evolution only proceeds thanks to the mutation operator. The GA thus degenerates into a Monte Carlo-type search method. This phenomenon is known as premature GA convergence.

2) Selection by Linear Ordering: Linear selection [24], [29] [often called linear ranking selection (LRS)] was first suggested by Baker [30] to eliminate some of the problems inherent in the fitness-proportional selection.

In the LRS, the $P$ individuals are sorted according to their fitness values. The maximum rank ($P$) is assigned to the best individual and the lower rank (1) to the worst. The selection probability is linearly assigned to the individuals according to their rank

$$p(i) = \frac{1}{P} \left( \beta - 2(\beta - 1) \frac{i - 1}{P - 1} \right)$$  \hspace{1cm} (5)

where $\beta$ is a real number comprised in the interval $[0,2]$.

3) Tournament Selection: An additional selection method, called tournament selection [19], [25] combines the idea of ranking in a very interesting and efficient way.

According to this method, first it needs to select $h$ individuals and then the best one among those. This process is repeated a number of times $P$ equal to the population size.

It is clear that large values of $h$ increase selective pressure of this procedure; typical value accepted by many applications is $h = 2$ (so-called tournament size).

E. Classification of Selection Models

A scheme classifying the various selection models can be found in [31]. Using the same taxonomy, the following orthogonal classes emerge.

- **Dynamic static**—static selection is when the probability of selection depends on the fitness value, as in the case of fitness-proportional selection. Dynamic selection, on the other hand, is represented by ordering or local tournament;

- **Preservative Extinctive**—preservative selection guarantees that each individual will have a probability other than zero of being selected. This category includes fitness-proportional selection (if it is strictly positive) and selection by linear ordering if $\beta < 2$. In extinctive selection, on the other hand, some individuals are precluded from the possibility of reproducing. This is the case in selection by local tournament and linear ordering when $\beta \geq 2$.

- **Elitist Pure**—elitist selection guarantees selection of the fittest individual, while in pure selection the same individual may be discarded. It is important here to mention the work of Rudolph [32]; classical algorithms based on pure selection never converge, regardless of the type of crossover or mutation operators, the fitness value, or the type of initialization. Elitistic selection, on the other hand, allows convergence to the absolute extreme being sought.

- **Generational Stationary State**—in generational selection, the set of parents is determined only once until a new population of offspring is determined. Stationary-state selection is conceived of in such a way that the parents are extracted step by step and the offspring are gradually introduced into the population.

F. Nonstandard Genetic Operators

At times, to improve performance in terms of both convergence speed and accuracy, nonclassical genetic operators are introduced. A large number of such operators are described in literature, but the best-known would seem to be the hill-climbing operator. Given a certain individual, this operator finds an alternative similar individual who represents a local minimum close to the original individual in the space of solutions. Typical techniques are gradient descending ones. The author has used this algorithm and objectively confirmed its importance (see Section V).

G. Previous Fuzzy Logic Genetic Coding Methods

In Park et al. [33], only the conclusion part of the fuzzy inference and some control gains are coded. The total number of rules is a power of the number of inputs.

In Karr and Gentry [34], GA’s are used to alter just the fuzzy set shapes of a predefined rule base.

They adopt the so-called concatenated, mapped, unsigned binary coding. They use seven bits for each parameter. They work with trapezoidal membership functions (four parameters) or triangular membership functions (three parameters).

They fix the number $n_0$ of the linguistic terms for each of the $I$ inputs and the $n_o$ one for each output. In the triangular membership function case, the number of bits in each individual is $3(\sum_{i=1}^{I} n_i + n_o)$.

The number of rules is equal to $\prod_{i=1}^{I} n_i$. This number increases dramatically with the number of the $I$ inputs.

In [35] and [36], there is another interesting genetic representation. They use the Takagi–Sugeno–Kang (TSK) fuzzy model [37] where the consequent part of a fuzzy rule is a weighted linear combination of the input values. For each rule with $I$ inputs, it needs $I$ membership functions for the antecedent part and $I + 1$ weights for the consequent part.

They fix the maximum number $n_i$ of triangular fuzzy sets for each input variable. For each one, they defined the membership function chromosome (MFC), which contains the parameters of a triangular shape. These are the eight bits of left base and right base and the distance from the previous center point (see Fig. 4).

For the consequent part, they introduce the rule–consequent parameters chromosome (RPC) that contains eight bits of each rule weight.

The total number of bits in each individual is $8(\sum_{i=1}^{I} n_i + (I + 1) \prod_{i=1}^{I} n_i)$.

The maximum number of rules is $\prod_{i=1}^{I} n_i$. This number increases dramatically with the number of the $I$ inputs as well.

In the fitness function, they included an additional term to penalize systems according to the number of rules of the system.

In Ishibuchi et al. [38], GA’s are used to select fuzzy rules from a given fuzzy database. Starting from the work in [39], they generate multiple fuzzy rule tables. Each table
corresponds to a different fuzzy partition. They start from a very coarse partition—only two membership functions per input—and continue with finer partitions. They consider a three values coding for each rule:

- \( +1 \) denotes that that rule belongs to the compact final fuzzy inference.
- \( -1 \) denotes that that rule does not belong.
- Zero denotes a dummy rule; that is, a rule that does not include any pattern and therefore is not useful.

Therefore, the final fuzzy inference is that composed of all the rules with its coding equal to one.

The main drawback of this method is that the number of starting fuzzy rules increases dramatically with the number of inputs, so the method cannot work with high-dimensional pattern spaces. The total number of bits is \( \sum_{i=2}^{p_T} 3^I \) where \( p_T \) is the finest partition of the input term set and \( I \) is the number of inputs. For example, with only two inputs and a partition equal to six, they need \( 90 \log_3 3 \approx 143 \) bits. If \( I = 6 \) and \( p_T = 6 \), they need \( 106 \cdot 462 \) bits.

III. FUZZY LOGIC

A. Fuzzy Sets

In classical set theory, given a value \( x \in X \) and a subset \( A \) of \( X \) (\( A \subseteq X \)), the element \( x \) either belongs to the set \( A \) or not. So it is possible to associate a Boolean numerical value (that is one belonging to the set \( \{0,1\} \)) to each of the elements of \( X \) specifying whether or not it belongs to \( A \).

If we consider some of the most common adjectives used in daily conversation such as tall, intelligent, tired, ill, etc., we see that none of them is particularly precise: they are not used in terms of classical logic but in terms of a generalization with multiple values.

The concept of a fuzzy set is a step toward this kind of generalization. A fuzzy set [40] is a set whose membership function can assume all the values in the closed interval \([0,1] \subseteq \mathbb{R}\). A fuzzy subset \( A \) of a generic set \( X \) called the universe of discourse has the following membership function:

\[
\mu_A: X \rightarrow [0,1]
\]

which associates a number \( \mu_A(x) \) between zero and one to each element \( x \) of \( X \).

B. Fuzzy Reasoning

In general, a fuzzy conditional rule is made up of a premise and a conclusion

\[
\text{If } \text{premise} \text{ then } \text{conclusion}. \tag{7}
\]

The premise is made up of a number of fuzzy predicates \( P_i \) (henceforth, also called antecedents) of the general form (Tom IS fast) that are eventually negated or combined by different operators such as AND or OR computed with t-norms or t-conorms.

In the latter example, Tom is the value of the linguistic variable defined in the universe of the discourse of men and fast is one of the names of the term set of the linguistic variable (for example \{slow, normal, fast\}).

The following is an example of a fuzzy conditional rule using such operators:

\[
\text{If } P_1 \text{ and } P_2 \text{ or } P_3 \text{ then } P_4 \tag{8}
\]

where, for example

\[
\begin{align*}
P_1 &= (\text{car IS light}), \\
P_2 &= (\text{lip IS average}), \\
P_3 &= (\text{lip IS high}), \\
P_4 &= (\text{car IS fast}).
\end{align*}
\]

A fuzzy inference is made up of several rules with the same output variables. The inference procedure [41] establishes how the conclusions are to be inferred from this set of rules.

Fig. 5 gives a practical example of an inference, known as the max–min method. The figure outlines the calculation of the two rules

\[
\begin{align*}
&\text{if } (x_1 \text{ is } A_{11}) \text{ and } (x_2 \text{ is } A_{22}) \text{ then } (y \text{ is } B_1) \\
&\text{if } (x_1 \text{ is } A_{12}) \text{ and } (x_2 \text{ is } A_{22}) \text{ then } (y \text{ is } B_2)
\end{align*}
\]

assuming that \( (x_1 \text{ is } A'_{12}) \) and \( (x_2 \text{ is } A'_{23}) \) we obtain \( (y \text{ is } B') \).

By this method the membership function of the fuzzy output set \( B' \) (still with reference to Fig. 5) is obtained as [42]

\[
\mu_{B'}(y) = \max_{\mu_{A_i}} \min_{\theta_{ir}} (\theta_{ir}, \mu_{B_i}(y)) \tag{9}
\]

where

\[
\begin{align*}
\theta_{ir} &= \min_{\omega_{ir}} \\
\omega_{ir} &= \sup_x \min_{\mu_{A_i}(x_i)} (\mu_{A_i}(x_i), \mu_{B_i}(x_i)) \tag{10, 11}
\end{align*}
\]

In (9), we can see an operation to aggregate the results (max) of the whole rulebase, preceded by an implication operation (min) based on the degree of activation of the single rules [see (10)] \( \theta_{ir} \). This value is obtained by applying the logical connector min to the activation values \( \omega_{ir} \) of the single antecedents (11).
C. Fuzzification and Defuzzification

In a fuzzy system, the desired inputs and outputs are usually numerical values. It is, therefore, necessary to make a sort of “translation” from numerical inputs to fuzzy inputs and then from fuzzy outputs to the desired numerical outputs (crisp values). The first transformation is universally called fuzzification and the second defuzzification.

1) Fuzzification: Fuzzification consists of building the relation for the fuzzy input.

Inputs are normally crisp so this phase is necessary. Given \( n \) values \( x'_i \) of crisp inputs in a fuzzy system, it is necessary to construct the same number of fuzzy sets \( A'_i \); i.e., a fuzzy operator is needed for which

\[ A'_i = \text{fuzz}(x'_i). \] (12)

The fuzzification operation is often greatly simplified. In such cases, the numerical value is associated with the corresponding singleton

\[ \mu_{A'_i}(x'_i) = \begin{cases} 1, & f(x'_i) = x'_i, \\ 0, & \text{otherwise}. \end{cases} \] (13)

At times, fuzzy numbers \[40\] are used to model uncertainty and imprecision.

2) Defuzzification Methods: There are various defuzzification methods.

Defuzzification is usually achieved by average calculation. One of the best-known methods is the center of gravity (COG) method, which is the method used to calculate the barycenter of a mass.

A discrete representation of COG is

\[ \text{COG}(B') = \frac{\sum_{q=1}^{N_q} \mu_{B'}(y_q) y_q}{\sum_{q=1}^{N_q} \mu_{B'}(y_q)} \] (14)

where \( N_q \) is the number of quantization steps by which the universe of discourse \( Y \) of the membership function \( \mu_{B'}(y) \) is discretized.

Besides the classical methods, based on the concept of fuzzy output sets, there are a number of computationally simplified defuzzification methods by which it is possible to combine aggregation and defuzzification into a single phase.

One of them is the weighted-mean (WM) method in which

\[ \text{WM}(B') = \frac{\sum_{r=1}^{R} \theta_r b_r}{\sum_{r=1}^{R} \theta_r} \] (15)

where \( R \) is the number of rules, \( \theta_r \) is the degree of activation of the \( r \)th rule, and \( b_r \) is a numerical values associated with the consequent \( B' \) of the rule. This value is usually calculated using another defuzzification method. In the Yager method \[43\], the value \( b_r \) is the mean value of the alpha-level set equal to \( \theta_r \); that is, \( b_r \) is the mean point of the segment obtained as the intersection between the fuzzy set of the consequent and a line parallel to the universe of discourse with a height of \( \theta_r \). The fuzzy sets are, of course, assumed to be convex.

The weighted-sum (WS) method \[44\] is even less computationally onerous, but this time the output of the single rule is relative, not absolute. The contributions of all the rules are, in fact, simply summed

\[ \text{WS}(B') = \sum_{r=1}^{R} \theta_r b_r \] (16)

where the symbols used are the same as those used to describe (15).

IV. FuGeNeSys

A. The Coding Used

Each individual in the population is made up of a set of \( R \) rules, each of which comprises \( I \) inputs (antecedents) and \( O \) outputs (consequents).
The membership functions are Gaussian of the following form:

$$\mu_i(x) = e^{-((x-c)^2/2\sigma^2)} \quad 1 \leq i \leq I. \quad (17)$$

Therefore, to code these functions we need two kinds of information: the center $c$ and the sigma $\sigma$.

In FuGeNeSys, it was decided to code $c$ and the inverse of $\sigma$. This was done for two different reasons. The first was to eliminate the division operation and thus optimize the learning time. The second was to eliminate the annoying singularity in the equation of the Gaussian in the proximity of $\sigma = 0$. From the point of view of implementation, the Gaussian function considered is written as

$$\mu_i(x) = e^{-\gamma^2(x-c)^2} \quad 1 \leq i \leq I. \quad (18)$$

For each antecedent it is therefore necessary to code information concerning a center $c$ and the width value $\gamma$. A 16-bit coding was chosen for each of them. If the value of $\gamma$ is equal to zero, it is assumed that in the rule in question the antecedent relating to the null $c$ is missing.

FuGeNeSys only considers crisp inputs, so the degree of membership of the $i$th antecedent of the $r$th rule corresponding to the $i$th crisp input $x_i$ will be given by

$$\alpha_{ir} = e^{-\gamma^2(x_i-c_{or})^2} \quad 1 \leq i \leq I, \quad 1 \leq r \leq R. \quad (19)$$

Various versions of FuGeNeSys have been implemented. Substantially, the difference between them is in calculation of the conclusion and the method used for defuzzification.

The consequents have been coded in two different ways. The first, which proved to be the most computationally complex, was used in the early versions of FuGeNeSys [3], [6]–[8], [10].

In the second type of coding, two defuzzification methods are possible, one of which is computationally quite simple.

The first method for coding the information about the consequents is based on the use of a sort of weighted mean which additionally associates a weight $A_{xy}$ to each rule and consequent. The following formula was used for defuzzification:

$$y_0 = \frac{\sum_{r=1}^{R} \theta_r A_{or} C_{or}}{\sum_{r=1}^{R} \theta_r A_{or}}, \quad (20)$$

where $\theta_r$ is the degree of activation of the premise of the $r$th rule, $A_{or}$ is the weight of the $r$th consequent of the $r$th rule, and $C_{or}$ is the output singleton. This formula coincides with the MAX–DOT method if it is assumed that the parameters $C_{or}$ and $A_{or}$ are, respectively, the center and area of any fuzzy set symmetrical with $C_{or}$.

It is useful to note here that to calculate the degree of truth of a generic premise, it was assumed that all the connectors in the premises were AND’s for which the algebraic minimum operator was chosen. The degree of activation of a rule is thus given by the minimum degree of truth of the various antecedents in the rule

$$\theta_r = \min_{i=1}^{R} (\alpha_{ir}). \quad (21)$$

Using the defuzzification method shown in (20), two separate values were again stored for each consequent, both coded with 16 bits.

It became apparent that the learning capacity of FuGeNeSys did not deteriorate significantly if a single value—the output singleton—was coded for each consequent. The defuzzification method in this case is still of the centroid type, but the formula is

$$y_0 = \frac{\sum_{r=1}^{R} \theta_r C_{or}}{\sum_{r=1}^{R} \theta_r}.$$  (22)

This method is clearly a WM defuzzification and is similar to the Yager method. So for each consequent a single value is coded using 16 bits. With this coding it is also possible to use a more simple defuzzification method such as WS

$$y_0 = \sum_{r=1}^{R} \theta_r C_{or}.$$  (23)

Currently, one of these two methods can be chosen. In the various applications in which FuGeNeSys has been used, it has been found that the second one works better as far as the approximation of functions is concerned, while the first one is preferable in classification problems.

It is important to note that the first method (22) has the advantage that the knowledge base learned seems easier for a human to understand.

The WS defuzzification method, however, uses on average less time for a genetic iteration than the other methods as it is computationally less onerous.

Currently, each individual in the genetic population is represented by $(2I + O)R$ words, each of 16 bits. $I$, $O$, and $R$ are, respectively, the number of inputs, outputs, and rules. $2 \cdot I \cdot R$ words are required to store the fuzzy sets of all premise of all rules $(\gamma_{ir}, c_{ir}) \quad 1 \leq i \leq I, 1 \leq r \leq R$. $O \cdot R$ words are required to store each consequent of each rule $(C_{or} \quad 1 \leq o \leq O, 1 \leq r \leq R)$.

**B. The Evolution Algorithm Used**

To implement FuGeNeSys, an apomictic, continuous, and fine-grain evolution algorithm was used. This was to allow the user to choose to slow down the process of genetic homogenization.

In practice, the individuals are assumed to be on a rectangular grid and are selected from a deme with a user-defined radius. The selection is static, preservative, elitist, steady-state, and fitness proportional.

As mentioned previously, in fine grain models there are two types of selection—global and local. In this case, global selection is fitness-proportional as in (4) and identifies the center of the subpopulation deme. Local selection uses the same equation but only in a subgrid with a pre-established radius.

Two parents generate a single offspring using a crossover operator with a single cut. Then the mutation operator is
applied and the offspring generated in the deme goes to replace the individual with the lowest fitness value.

Finally, a hill-climbing operator was introduced.

It starts whenever an individual is generated with a fitness value higher than the best one obtained so far.

In a first step, the individual selected is transformed in a neuro fuzzy system. That is, the equivalent neural network is built and all trainable weights are initiated. Then the system is trained. In this phase, it is possible that some neurons can be deleted, too. Finally, the trained system is retransformed in a genetic individual and introduced in the genetic grid at the place of the starting individual selected.

For simplicity, in the case of WS defuzzification the neuro fuzzy system has four layers. In Fig. 6, there is an example with only two inputs, one output, and two rules.

- The first is the input layer and it has at the maximum $I$ neurons.
- The second one is the fuzzification layer. In this layer, there are calculated the activation degree $a_{ir}$ of the antecedents. It is possible to distinguish the activation function $f = e^{\frac{a_{ir}^2}{2}} = a_{ir}$, where $a_{ir} = x_i \gamma_{ir} - d_{ir}$. Of course, $\gamma_{ir}$ and $d_{ir}$. The weights that can be learned are $\gamma_{ip}$ and $d_{ir}$. The total number of neurons is at the maximum $R \cdot I$.
- After, there is the inference layer. It needs to calculate the degree of truth of the $R$ rules. It has at the maximum $R$ neurons and weights fixed to one.
- Last, there is the linear output layer in which the WS defuzzification is calculated. The weights that can be learned are $C_{op}$. The neurons are $O$.

The neural network is trained with a backpropagation procedure. This automatically adjusts all the learning speeds (one for each type of weight) and proceeds until the error decreases.

**C. The Fitness Function Used**

The fitness function was derived from a series of considerations dictated by experience. First of all, a function that was always greater than zero was chosen so as to be able to use stochastic selection (see Section II-B.5).

The function to be maximized is simply a rational fraction in which some parameters can be varied directly by the FuGeNeSys user.

The author has added some correction terms to improve the quality of the solution FuGeNeSys obtains, using a term whose weight is user-defined and forces the solution to search for simplified rules. In practice, the correction factor added privileges rules with few antecedents and/or consequents. Another correction factor that has been introduced allows the user to force the program to search for solutions that take the smallest possible number of features into account. Finally, a third factor has been introduced, again with a user-defined weight, which prevents the various rules from including some whose contribution is of negligible importance.

In certain situations, this factor, which has to be used with extreme caution, allows the learning time to be speeded up considerably.

The analytical expression of the fitness function of an individual $i$ is given by

$$fit(i) = \frac{K_{\text{num}}}{K_{\text{ken}} + K_{\text{etr}} \cdot e + K_{\text{rkl}} \cdot r + K_{\text{tel}} \cdot f + K_{\text{rkk}} \cdot r^2}$$

In (24), the coefficients $K_{\text{etr}}, K_{\text{rkl}}, K_{\text{tel}}, K_{\text{rkk}}$ are the user defined numerical coefficients mentioned above. Let us define the parameters that appear in (24). The parameter $e$ represents the learning error given by

$$e = 100 \left( \frac{1}{OP} \sum_{j=1}^{P} \sum_{o=1}^{O} \left( \frac{y_{op} - y_{dop}}{\Delta_o} \right)^2 \right)^{1/2}$$

where $P$ represents the total number of patterns, $O$ the number of outputs for the function being approximated, and $\Delta_o$ the difference between the maximum and minimum values the $o$th output can have. Of course, $y_{op}$ and $y_{dop}$ represent the $o$th output for the calculated and desired $p$th pattern. As $e$ is the denominator of the fitness function expression, it is clear that the fitness value increases as the error decreases.

The parameter $r$ indicates the ratio between the number of antecedents and consequents used in all the rules and the total number $R(I + O)$. If the coefficient $K_{\text{rkl}}$ is greater than zero and the other parameters are equal, the fitness of an individual representing coding of a “simpler” fuzzy inference is greater. So, making the coefficient $K_{\text{rkl}} > 0$ means forcing the FuGeNeSys program to search for less complicated solutions. This option can be used whenever it is necessary to reduce (as far as possible) the complexity of the fuzzy inference learned. It is also possible to use this feature to analyze the dependence of the fitness function on the features chosen. It may, in fact, happen that by forcing $K_{\text{rkl}}$ to sufficiently high values, some features are eliminated from the rules resulting from the learning phase.

Care must be taken, however, not to let the $K_{\text{etr}}/K_{\text{rkl}}$ ratio take excessively small values. When the ratio decreases, in fact, although increasingly simple rules are found, there is a collateral effect of an increase in the error $e$. 
The parameter $r_2$ is given by the percentage of inputs used in a fuzzy inference as compared with the total number. The considerations made for the parameter $r$ hold again here, but this time they are restricted to the selection of features. The difference between the two parameters is that while the former simplifies the fuzzy rules by forcing the program to eliminate antecedents (and as an indirect consequence may lead to the elimination of some features), the latter is expressly meant to eliminate features. Consequently, it is more efficient in achieving this goal.

The last parameter $f$ was introduced to try to give as reasonably equal as possible a "weight" to all the rules. The introduction of this parameter privileges fuzzy inferences in which each rule contributes significantly to the determination of a certain minimum number of patterns, as defined by the user. In other words, the use of $f$ makes each rule contribute to the defuzzification process with a significantly high degree of truth for the premise $\theta$ for a certain number of patterns. So making the coefficient $K_{frc}$ greater than zero forces FuGeNeSys to search for solutions, which present rules which all contribute significantly to the approximation or classification of a certain minimum number of learning patterns.

Use of this possibility does not necessarily lead to good solutions. If, in fact, we consider a function that presents quite a high derivative in a certain limited area of the domain (see $f_2(x)$ in Fig. 7), it will probably be necessary to use one or more rules that make a nonnull contribution for a limited set of learning points as compared with the total number. In this case, an option such as the one just described has to be used, because the solutions found will very probably present a high error in the proximity of the area mentioned. This option must clearly be used with great caution.

The parameter $f$ is defined by the following expression:

$$f = \begin{cases} 0, & \text{if } f > \text{freq} \\ 100 \left(1 - \frac{\text{freq}}{p_{\text{rule}}^*}\right), & \text{otherwise.} \end{cases} \quad (26)$$

The value freq is calculated as follows. $R$ counters one for each rule, which we will indicate as $\text{freq}_r$, with $r \in \{1 \cdots f\}$, are set to zero. For each learning pattern $p$ we see which of the rules contributes with the highest truth value for the premise $\alpha_r^{\max}$. Then, still for the pattern $p$ and each rule $r$ whose premise has a truth value $\alpha_r \geq p_{\text{teca}} \alpha_r^{\max}$ the value $\text{freq}_r$ is increased by one unit. So $\text{freq} = \min_{r=1}^R (\text{freq}_r)$. The two values $p_{\text{teca}}$ and $p_{\text{rule}}$ are user definable.

V. FuGeNeSys Evaluation

A. Relationship Among the Variable Parameters of FuGeNeSys and Its Learning Performance

This section gives results which relate the various magnitudes modifiable in FuGeNeSys to its learning performance.

As we shall see, numerous learning phases were run. For most of them a learning problem that is quite well known in literature was chosen

$$y = 0.2 + 0.8(x + 0.7 \sin(2\pi x)) \quad (27)$$

In [45] and [44], the function (27) is approximated (see Fig. 8).

Both the learning and testing examples are taken to be uniformly distributed in the interval $[0,1] \subseteq \mathbb{R}$ as defined for the dependent variable $x$.

In this section, the author gives the results obtained relating the performance of FuGeNeSys to the size of the genetic grid and the number of iterations.

Fig. 9 shows the results obtained. The left-hand side of the histogram shows the percent learning error [see (33)], while the right-hand side shows the testing error (the learning and testing patterns are always the same and contain 20 and 101 points respectively). The $x$ axis shows the number of iterations, the $y$ axis the error obtained, and the remaining axis the size of the grid. All the simulations were performed using the WS defuzzification method. The procedure was as follows. Having established the size of the grid, a certain number of runs were performed until a pre-established confidence interval was reached, discarding all the runs where the learning error was higher than 5% and performing at least 50 runs. A few runs were discarded because the results are to be attributed to the phenomenon of premature convergence normally encountered in genetic algorithms. The confidence interval value chosen was one with which on average, 95% of the solutions fell within the value given in Fig. 9—more or less 0.1%.

The error depends directly on the two parameters considered. It decreases as the number of iterations and the size of the grid increase. In addition, as the size of the population
increases the performance of FuGeNeSys gets better, but to obtain the best performance, the number of genetic iterations must also be increased.

Using WM as the defuzzification method, we obtain the histogram shown in Fig. 10.

The behavior is similar to that shown in Fig. 9, but performance has clearly deteriorated. As the results were on average worse, the few simulations discarded were those which led to a learning error greater than 10%.

The obvious difference between the two results is to be attributed to the fact that the second defuzzification method is less suitable for this kind of function.

Where the WM method is suitable, on the other hand, is in problems of classification rather than interpolation. Fig. 11 shows an example of a function to be approximated in which the learning performance is decidedly in favor of this defuzzification method.

Figs. 12 and 13 give the results relating to the FuGeNeSys capability of generalization (testing) when the WS and WM methods are used.

In general, it can be said that the more "softly" a function varies, the more convenient it is to use the WS method. In contrast, the more "sharply" it varies, the more convenient it is to use the WM method (for example, see f1(x) and f2(x) in Fig. 7).

It should, however, be pointed out that the average amount of time required for an iteration clearly suggests using the less computationally onerous method, i.e., WS.

Another study performed is related to the importance of the introduction of the hill-climbing genetic operator, which involves backpropagation to the beginning of the generation of the grid every time a new, better individual is born.

Let us recall that backpropagation is performed as long as there are subsequent improvements. As soon as the opposite
happens, the best solution obtained is kept. The weights of each type of parameter to be learned are dynamically adapted by means of an automatic procedure.

Fig. 14 shows the results of ten runs without the hill-climbing operator, using a grid of $10 \times 10$, five rules, 5000 iterations, and WS as the defuzzification method. The function to be approximated is still (27) The results obtained (using WS) are on average five to six times worse (see Fig. 9).

B. Learning with Features Detection

This section will illustrate how FuGeNeSys is able to identify features correctly.

As a significant example, we chose to construct some patterns to extract a fuzzy knowledge base which approximates the function

$$z = x^2 + y^2.$$  \hspace{1cm} (28)

The 50 patterns generated to teach FuGeNeSys this pattern were built as follows. Each pattern has eight inputs ($x_i; 1 \leq i \leq 8$) and one output ($z$). Two of the inputs correspond to the independent variables $x$ and $y$, both randomly and uniformly generated in the interval $[0, 100]$. Three inputs are linear combinations of $x$ and $y$. The other three were generated quite randomly. More precisely, we have

$$x_1 = x,$$
$$x_2 = y,$$
$$x_3 = \text{random},$$
$$x_4 = \text{random},$$
$$x_5 = \text{random},$$
$$x_6 = 2x,$$
$$x_7 = 3y,$$
$$x_8 = x + 2y.$$  \hspace{1cm} (29)

Table I gives the learning examples in detail. Of course, a learning program that can detect features correctly has to be able to eliminate the three completely random inputs. It also has to eliminate three more of the five remaining features so as to end up with only two independent ones.

Various runs were performed and each time the result obtained was as expected.

Table II gives the results of three different runs (1000 iterations) using WS as the defuzzification method. As can be seen, only two independent features are selected. Once again, the error is a monotonically decreasing function of the number of rules. The values attributed to the fitness function are the same, specifically $k_{\text{min}} = 100, k_{\text{len}} = 0.1, k_{\text{tv}} = 0$ and $k_{\text{tikh}} = 0.1$.

Fig. 15 gives the results obtained with three rules. The universes of discourse of the three variables, $x_G, x_T$, and $z$, in the figure are [0, 200], [60, 300] and [0, 17000] respectively. For $z$, the singleton corresponding to the crisp output value is shown.

C. Comparisons

Some comparisons were made between the performance obtained with FuGeNeSys and that described in the literature.

1) Classification Problems: There are a lot of methods for generating fuzzy rules, but only a few approaches deal with classification tasks.

Typically, the generation method consists of two phases. The first is the fuzzy partition of the input pattern space
into fuzzy subspaces and the second phase deals with the determination of the rule for each subspace.

The performance of this system depends on the choice of the fuzzy partition. If it is too fine, many rules cannot be generated because of the lack of training patterns. If the partition is too coarse, the performance may be too low.

This approach needs a lot of rules as the number of inputs increases as shown in Section II-G.

In [38], the authors use the concept of distributed fuzzy rules [39] where all fuzzy rules corresponding to several fuzzy partitions are simultaneously tested. They mix coarse and fine fuzzy partitions and with a GA select the minimum number of rules that permits the maximization of the number of correctly classified patterns.

This method works well. In fact, for example, with the well-known iris data [46] they obtain the correct classification of all the 150 patterns with only 13 rules.

The result obtained outperformed all the results reported in [47] for nine classification methods: fuzzy k-nearest neighbor, fuzzy c-means, hierarchical fuzzy c-means, fuzzy integral with perceptron, fuzzy pattern matching with minimum operator, and others.

Iris data are a four input one output example. The number of rules was 2274 including 1582 dummy rules. So they constructed their compact fuzzy classification system by selecting only significant fuzzy rules from the remaining 692.

In this section the author shows the results obtained with the aid of FuGeNeSys for the same problem.

To the three classes iris setosa, virginica, and versicolor he respectively associated the integer numbers one, two, and three. He successfully trained a five rules system using WM defuzzification that correctly classify all the 150 patterns. In Fig. 16 the five rules are shown. The inputs are in the order sepal length (SL) in cm (in the range [4.3, 7.9]), sepal width (SW) in cm (in the range [2.0, 4.4]), petal length (PL) in cm (in the range [1.0, 6.9]), and petal width (PW) in cm (in the range [0.1, 2.5]). Naturally, the output is in the range [0, 2]. If the output is below 0.5, the class is iris setosa; if it is comprised in [0.5, 1.5], the class is iris virginica. Otherwise it is the remaining class.

FuGeNeSys thus has an excellent classification capacity and is capable of extracting extremely compact fuzzy inferences.

2) Approximation Problems:

In [44] and [45], function (27) is used to test the learning capacity of the method proposed. In both cases, 21 points were taken as learning samples.

### Table I

<table>
<thead>
<tr>
<th>(x_1)</th>
<th>(x_2)</th>
<th>(x_3)</th>
<th>(x_4)</th>
<th>(x_5)</th>
<th>(x_6)</th>
<th>(x_7)</th>
<th>(x_8)</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>92</td>
<td>92</td>
<td>82</td>
<td>99</td>
<td>44</td>
<td>184</td>
<td>276</td>
<td>276</td>
<td>16928</td>
</tr>
<tr>
<td>76</td>
<td>3</td>
<td>28</td>
<td>12</td>
<td>61</td>
<td>152</td>
<td>9</td>
<td>82</td>
<td>5785</td>
</tr>
<tr>
<td>41</td>
<td>43</td>
<td>46</td>
<td>88</td>
<td>89</td>
<td>82</td>
<td>129</td>
<td>127</td>
<td>3530</td>
</tr>
<tr>
<td>19</td>
<td>96</td>
<td>74</td>
<td>31</td>
<td>81</td>
<td>38</td>
<td>288</td>
<td>211</td>
<td>9577</td>
</tr>
<tr>
<td>71</td>
<td>83</td>
<td>38</td>
<td>91</td>
<td>79</td>
<td>142</td>
<td>249</td>
<td>237</td>
<td>11930</td>
</tr>
<tr>
<td>7</td>
<td>31</td>
<td>37</td>
<td>20</td>
<td>40</td>
<td>14</td>
<td>69</td>
<td>69</td>
<td>1010</td>
</tr>
<tr>
<td>61</td>
<td>94</td>
<td>70</td>
<td>33</td>
<td>15</td>
<td>128</td>
<td>282</td>
<td>252</td>
<td>12932</td>
</tr>
<tr>
<td>8</td>
<td>32</td>
<td>1</td>
<td>39</td>
<td>71</td>
<td>16</td>
<td>96</td>
<td>72</td>
<td>1088</td>
</tr>
<tr>
<td>8</td>
<td>97</td>
<td>81</td>
<td>33</td>
<td>22</td>
<td>16</td>
<td>291</td>
<td>202</td>
<td>9173</td>
</tr>
<tr>
<td>95</td>
<td>4</td>
<td>30</td>
<td>64</td>
<td>6</td>
<td>190</td>
<td>12</td>
<td>103</td>
<td>9041</td>
</tr>
<tr>
<td>72</td>
<td>68</td>
<td>82</td>
<td>85</td>
<td>52</td>
<td>144</td>
<td>204</td>
<td>208</td>
<td>9808</td>
</tr>
<tr>
<td>33</td>
<td>79</td>
<td>27</td>
<td>1</td>
<td>82</td>
<td>66</td>
<td>237</td>
<td>191</td>
<td>7330</td>
</tr>
<tr>
<td>54</td>
<td>29</td>
<td>74</td>
<td>87</td>
<td>53</td>
<td>108</td>
<td>87</td>
<td>112</td>
<td>3757</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>60</td>
<td>48</td>
<td>17</td>
<td>12</td>
<td>30</td>
<td>26</td>
<td>136</td>
</tr>
<tr>
<td>61</td>
<td>64</td>
<td>13</td>
<td>89</td>
<td>42</td>
<td>122</td>
<td>192</td>
<td>189</td>
<td>7817</td>
</tr>
<tr>
<td>19</td>
<td>38</td>
<td>2</td>
<td>75</td>
<td>15</td>
<td>38</td>
<td>114</td>
<td>95</td>
<td>1805</td>
</tr>
<tr>
<td>26</td>
<td>63</td>
<td>92</td>
<td>36</td>
<td>14</td>
<td>52</td>
<td>189</td>
<td>152</td>
<td>4645</td>
</tr>
<tr>
<td>0</td>
<td>78</td>
<td>11</td>
<td>88</td>
<td>7</td>
<td>0</td>
<td>231</td>
<td>156</td>
<td>6081</td>
</tr>
<tr>
<td>19</td>
<td>95</td>
<td>98</td>
<td>91</td>
<td>28</td>
<td>38</td>
<td>283</td>
<td>209</td>
<td>9386</td>
</tr>
<tr>
<td>91</td>
<td>70</td>
<td>56</td>
<td>23</td>
<td>34</td>
<td>182</td>
<td>210</td>
<td>231</td>
<td>13181</td>
</tr>
<tr>
<td>18</td>
<td>93</td>
<td>31</td>
<td>19</td>
<td>27</td>
<td>36</td>
<td>279</td>
<td>204</td>
<td>8973</td>
</tr>
<tr>
<td>76</td>
<td>80</td>
<td>18</td>
<td>51</td>
<td>25</td>
<td>152</td>
<td>240</td>
<td>236</td>
<td>12176</td>
</tr>
<tr>
<td>62</td>
<td>61</td>
<td>66</td>
<td>53</td>
<td>40</td>
<td>121</td>
<td>183</td>
<td>181</td>
<td>7565</td>
</tr>
<tr>
<td>16</td>
<td>27</td>
<td>48</td>
<td>48</td>
<td>66</td>
<td>32</td>
<td>81</td>
<td>70</td>
<td>985</td>
</tr>
<tr>
<td>85</td>
<td>98</td>
<td>96</td>
<td>92</td>
<td>92</td>
<td>170</td>
<td>294</td>
<td>281</td>
<td>16829</td>
</tr>
<tr>
<td>26</td>
<td>8</td>
<td>71</td>
<td>66</td>
<td>52</td>
<td>56</td>
<td>18</td>
<td>40</td>
<td>820</td>
</tr>
<tr>
<td>98</td>
<td>9</td>
<td>36</td>
<td>99</td>
<td>51</td>
<td>51</td>
<td>196</td>
<td>30</td>
<td>118</td>
</tr>
<tr>
<td>1</td>
<td>36</td>
<td>22</td>
<td>51</td>
<td>51</td>
<td>8</td>
<td>108</td>
<td>76</td>
<td>1312</td>
</tr>
<tr>
<td>83</td>
<td>53</td>
<td>68</td>
<td>11</td>
<td>88</td>
<td>166</td>
<td>159</td>
<td>189</td>
<td>9698</td>
</tr>
<tr>
<td>12</td>
<td>57</td>
<td>41</td>
<td>17</td>
<td>28</td>
<td>21</td>
<td>171</td>
<td>126</td>
<td>3393</td>
</tr>
<tr>
<td>36</td>
<td>92</td>
<td>63</td>
<td>80</td>
<td>30</td>
<td>72</td>
<td>276</td>
<td>220</td>
<td>9760</td>
</tr>
<tr>
<td>97</td>
<td>41</td>
<td>21</td>
<td>30</td>
<td>47</td>
<td>194</td>
<td>123</td>
<td>179</td>
<td>11090</td>
</tr>
<tr>
<td>0</td>
<td>95</td>
<td>70</td>
<td>73</td>
<td>61</td>
<td>0</td>
<td>283</td>
<td>190</td>
<td>9025</td>
</tr>
<tr>
<td>3</td>
<td>98</td>
<td>38</td>
<td>13</td>
<td>22</td>
<td>6</td>
<td>198</td>
<td>235</td>
<td>13665</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>22</td>
<td>56</td>
<td>32</td>
<td>1</td>
<td>120</td>
<td>82</td>
<td>1601</td>
</tr>
<tr>
<td>61</td>
<td>10</td>
<td>3</td>
<td>73</td>
<td>48</td>
<td>122</td>
<td>30</td>
<td>81</td>
<td>3821</td>
</tr>
<tr>
<td>65</td>
<td>16</td>
<td>56</td>
<td>33</td>
<td>33</td>
<td>130</td>
<td>48</td>
<td>97</td>
<td>4481</td>
</tr>
<tr>
<td>60</td>
<td>13</td>
<td>33</td>
<td>15</td>
<td>28</td>
<td>120</td>
<td>39</td>
<td>86</td>
<td>3769</td>
</tr>
<tr>
<td>60</td>
<td>90</td>
<td>49</td>
<td>13</td>
<td>66</td>
<td>120</td>
<td>270</td>
<td>210</td>
<td>11700</td>
</tr>
<tr>
<td>11</td>
<td>17</td>
<td>20</td>
<td>60</td>
<td>93</td>
<td>28</td>
<td>51</td>
<td>48</td>
<td>185</td>
</tr>
<tr>
<td>83</td>
<td>99</td>
<td>70</td>
<td>11</td>
<td>22</td>
<td>126</td>
<td>297</td>
<td>261</td>
<td>13770</td>
</tr>
<tr>
<td>82</td>
<td>36</td>
<td>59</td>
<td>64</td>
<td>17</td>
<td>164</td>
<td>108</td>
<td>154</td>
<td>8020</td>
</tr>
<tr>
<td>9</td>
<td>75</td>
<td>39</td>
<td>66</td>
<td>62</td>
<td>18</td>
<td>225</td>
<td>159</td>
<td>5706</td>
</tr>
<tr>
<td>91</td>
<td>18</td>
<td>77</td>
<td>27</td>
<td>28</td>
<td>182</td>
<td>54</td>
<td>127</td>
<td>8605</td>
</tr>
<tr>
<td>51</td>
<td>86</td>
<td>0</td>
<td>25</td>
<td>3</td>
<td>102</td>
<td>258</td>
<td>233</td>
<td>9997</td>
</tr>
<tr>
<td>60</td>
<td>2</td>
<td>21</td>
<td>96</td>
<td>43</td>
<td>120</td>
<td>6</td>
<td>64</td>
<td>3664</td>
</tr>
<tr>
<td>57</td>
<td>96</td>
<td>29</td>
<td>2</td>
<td>79</td>
<td>114</td>
<td>288</td>
<td>249</td>
<td>12465</td>
</tr>
<tr>
<td>92</td>
<td>2</td>
<td>57</td>
<td>3</td>
<td>2</td>
<td>130</td>
<td>6</td>
<td>99</td>
<td>9029</td>
</tr>
<tr>
<td>2</td>
<td>75</td>
<td>77</td>
<td>66</td>
<td>9</td>
<td>1</td>
<td>223</td>
<td>159</td>
<td>5629</td>
</tr>
<tr>
<td>11</td>
<td>48</td>
<td>16</td>
<td>59</td>
<td>92</td>
<td>22</td>
<td>114</td>
<td>107</td>
<td>2125</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Rules</th>
<th>Error</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>6.16%</td>
<td>1 and 8</td>
</tr>
<tr>
<td>3</td>
<td>3.76%</td>
<td>6 and 7</td>
</tr>
<tr>
<td>4</td>
<td>2.63%</td>
<td>2 and 6</td>
</tr>
</tbody>
</table>

Fig. 15. The three rules learned.
patterns and 101 uniformly distributed in the domain of the independent variable as testing patterns. The following formulas were taken as performance indexes for the learning and generalization capacity, respectively:

\[ J_1 = \frac{100}{21} \sum_{i=1}^{20} \frac{\left| z_i - g(x_i) \right|}{g(x_i)} \% \]  \hspace{1cm} (30)

\[ J_2 = \frac{100}{101} \sum_{i=0}^{100} \frac{\left| z_i - g(x_i) \right|}{g(x_i)} \% \]  \hspace{1cm} (31)

where \( z_i \) is the output produced by the tool after the learning phase corresponding to \( x_i \) and \( g(x_i) \) is the desired value.

Fig. 17 gives the results of ten runs (using WS), none of which were discarded, ordered according to their testing error. 20,000 iterations were performed with five rules. The number of iterations has to be higher than that used in the two methods described due to the genetic nature of the algorithm and the total absence of a precalculation phase prior to application of the algorithm.

The number of rules was determined as follows. In [44], where the best performance was obtained in terms of both learning capacity and compactness of the fuzzy knowledge base, only four rules were used for a total of 16 parameters to be optimized. As FuGeNeSys only requires three parameters per rule the number of parameters to be optimized was set to 15. Therefore, five rules are chosen.

As can be seen, in all cases performance is better than that reported in [3] (\( J2 = 3.19\% \)), while two out of the ten runs give better performance than the second method (in [44] we have \( J2 = 0.987\% \)). Also, in this case, FuGeNeSys has an excellent learning capacity (function approximation) and is capable of extracting extremely compact fuzzy inferences. In this case, the number of rules extracted possesses a number of parameters even lower than those reported in [44].

3) Fuzzy Control: Typically, the fuzzy control applications need a number of fuzzy rules, which becomes very large as soon as the number of inputs increases. However, the most recent works are gaining in compactness.

Homaifar and McCormick [48] needed 25 rules to control the two inputs one input fuzzy cart-centering controller and 35 rules to control the two inputs one input fuzzy truck-backing controller.

An approach that produces more compact fuzzy databases is described in [49]. Lin and Lin needed ten fuzzy rules in the action network and six in the critic network to control the cart-rod system. Further, they needed 14 rules in the action network and nine in the critic network to control the four input—one output ball and beam system.

Actually, it is impossible to compare directly FuGeNeSys with other GA approaches for fuzzy control.

In fact, FuGeNeSys is a tool that is able to extract fuzzy knowledge only from samples of the function or of the classification problem to be approximated.

In a future version of FuGeNeSys the author thinks he will modify the fitness function, in a similar way as done in the related works, to obtain a system that works in control fields.

However, he already used FuGeNeSys in a motion planning problem [2]. He considered the problem of navigation of a mobile robot in unknown two-dimensional environments with obstacles.
The robot is memoryless, i.e., it does not build an internal map of the environment. Obstacles are convexes and comparable with robot size.

The five inputs of the fuzzy controller the author developed are the output of three proximity sensors, the rotation angle required to get the right output direction and the previous fuzzy controller direction output.

The fuzzy controller outputs are two: the direction and the speed.

The author manually generated several samples of the desired controlling sequence in some typical cases. The system that he obtained is made of only five rules.

In Fig. 18 the author shows an example of the result of the robot trajectory he obtained.

VI. CONCLUSIONS

The FuGeNeSys program presented in the paper generates simple, effective fuzzy models of complex systems from knowledge of the input–output data. The learning technique used is essentially based on GA’s. To enhance the learning speed, a hill-climbing genetic operator based on neural techniques has been used. FuGeNeSys is also capable of correctly selecting significant features. It has been demonstrated that the techniques has been used. FuGeNeSys is also capable of correctly selecting significant features. It has been demonstrated that the results achieved represent a significant advance in the use of mixed techniques in soft computing.
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