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Autonomous Self-assembly in Mobile Robotics

Roderich Grol3, Michael Bonani, Francesco Mondada, and &/Barigo

Abstract—In this paper, we present a comprehensive study 4) Parallelism: the modules of a self-assembling modular

on autonomous self-assembly. In particular, we discuss thself- robot may autonomously detach from each other to
assembling capabilities of theswarm-bot, a distributed robotics accomplish different tasks in parallel;

concept that lies at the intersection between collective ahself- 5) F ) If bli dul bot L
reconfigurable robotics. A swarm-bot comprises autonomous ) Force: a self-assembling modular robot can grow in size

mobile robots called s-bots. S-bots can either act independently by assimilating additional modules, and thereby increase
or self-assemble into a swarm-bot by using their grippers. its strength (e.g., a pulling chain that grows until it
We report on experiments in which we study the process overcomes the object’s resistance to motion).

that leads a group of s-bots to self-assemble. In particularwe In thi t h . tud
present results of experiments in which we vary the number of n this paper, we present a comprenensive study on au-

s-bots (up to 16 physical robots), their starting configuraipns tonomous self-assembly with a new mobile self-reconfiglerab

and the properties of the terrain on which self-assembly taks robotic system calledwarm-bot[4, see alsdttp://www.

place. In_ yiew of the very successful experim_ental resultsyarm- Swarm-bots_org ] The modules Comprising a swarm-bot,

bot qualifies as the current state-of-the-art in autonomous sél called s-bots are fully autonomous mobile robots, and have

assembly. the ability to establish physical connections with eachenth

Index Terms—Self-assembly, ~collective robotics, self-  Thjs paper is organized as follows. Section Il surveys eelat

reconfigurable robotics, swarm robotics, swarm intelligere o Sections 11l and IV contain a description of the rokoti

hardware and control. Sections V and VI present experinhenta

results obtained on flat and rough terrain. In Section VII we

examine to what extent the solutions are applicable to targe
ODULAR robotics is still progressing very quickly group sizes. In Section VIII, we evaluate the results, itgnt
and its systems hold the promise of being flexiblthe decisive design factors in making the system successful

and robust [1], [2]. Recently, special attention has beed pand discuss open issues.

to self-reconfigurablerobots, that is, modular robots whose

modules can autonomously organize themselves into differe Il. LITERATURE REVIEW

connected configurations. In the majority of current imple-

I. INTRODUCTION

We define the t i bl iol each other. Four different types of such mechanism have been
€ define he termsell-assembias a Teversile process,yq g g [10]: a) pin-hole with a latch, b) matching shape

by which discrete entities bind to each other without being. - ; -
directed externally. Self-assembly may involve composlelrﬁ'kglth a sliding latch, c) 3D shape matching by grasping, and

. magnetic.
from molecular scale (e.g., DNA strands forming a double).l.O date, only a few studies have addressed the problem
helix) to planetary scale (e.g., weather systems) [3].-Seg

bli boti ; ff id f . tf letting separate modules, or groups of modules, self-
assemuiing robotic systems ofier a wide range ot uses in tesemple, often with serious constraints. We review ssutie

robotics domain, mgludmg: _ ~ self-assembly in chain-based, lattice-based, and moblfe s
1) Self-construction and Self-repair a self-assembling reconfigurable robots [1] (see Sections II-A, 1I-B, and ||-C
modular robot may construct and maintain itself exploitagpectively). In these works modules move autonomously.

ing an u_nstr_uctured source of t?u”ding blocks; In stochastic self-reconfigurable robots (see Section))IHy
2) Self-replication: a sglf-assembllng modular robot may.ontrast, motion is induced externally. Section II-E idféed
construct a copy of itself; the main limitations of the current approaches.

3) Mobility : a self-assembling modular robot can grow
in size by aSS|m|_I§1t|ng additional modules, and_ therebX. Chain-based Self-reconfigurable Robots
increase its mobility (e.g., to cross a gap too wide fora
single module); 1) PolyBot: PolyBot [5], [11] is @ modular chain robot that
can configure its form with no external mechanical assiganc

R. GroR and M. Dorigo are with thénstitut de Recherches Interdisci- The modules of the second generation (G2) meagore7.0x
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Belgium (e-mail: {rgross, mdorigd@ulb.ac.be). freedom involving rotation of two opposite connection ptat

M. Bonani and F. Mondada are with thAutonomous System Lab through a +/- 90 degree range. The connection mechanism
(ASL) of the Ecole Polytechnique Fédérale de Lausanne (EPFL), OfficfeII . h in-hol ith a latch Additi | .
MEB330, building ME, Station 9, CH-1015 Lausanne, Switzed (e-mail: 1&lIS INtO the categorpin-hole with a latck itional passive

{michael.bonani,francesco.monda@epfl.ch). cuboid segments with six connection plates are necessary to



introduce branches to the structures and to connect with arFukuda et al. [20], [21] reported about the successful
(external) power supply. Active modules are equipped wih Idocking of a cell with another one. Communication among
sensors and emitters integrated in the connection plates. a group of connected cells was studied to enable the group
Yim et al. [12] demonstrated the ability of a modular roboto approach and connect with another cell [22]. To the best
arm composed of six PolyBot modules to grasp another manf- our knowledge there are no quantitative results provided
ule on flat terrain. One end of this arm was attached to a w&dl assess the performance and the reliability of autonomous
of the arena. To let the other end reach the (predeterminsd)f-assembly in a group of CEBOT cells.
position and orientation, the joint angles for each segment2) Gunryu: Hirose et al. proposed a distributed robotic
were calculated by an inverse kinematics routine. Furthesncept called Gunryu (GR) [23]. Each robot is equipped
alignment and approach was supported by making use of thith a versatile manipulation device and is capable of fully
IR sensors and emitters, and by the mechanical propertiesagtonomous locomotion. In addition, the manipulator can be
the connection mechanism (pins sliding into chamferedd)oleemployed to establish a physical link with another robot
2) CONRO: CONRO is a homogeneous, modular chainnit. A prototype (GR-1) of two units proved capable of
robot [6], [13]. The modules measure.8 x4.5x4.5 (cm) and locomotion on rough terrain under conditions in which sing|
weigh 114 g. Each module comprises a processor, power sunits failed [23]. Each unit measurg8.0 x 40.0 x 17.5 (cm).
ply, sensors, and actuators. The basic implementatioristensThe robots were mechanically linked by means of a passive
of three segments connected in a chain: a passive connactaym. As a result, the robots were incapable of self-assembly
body, and an active connector. The connectors can be rotateg) Repairable Robot Teamdererton and Khosla studied
with respect to the body. The connection mechanism fals ingelf-repair in a team of two autonomous, wheeled robots, [24]
the categorypin-hole with a latch IR emitters and receivers[25]. The robots measur#).0 x 6.0 x 8.0 (cm). One robot
are integrated in the connectors. (the repair robof) is equipped with a fork-lift mechanism to
Recently, Rubensteiet al. [14] demonstrated the ability of install and detach a component of its (stationary) teammate
two CONRO robots to self-assemble. Each robot consistedTHe connection mechanism is of typén-hole but without
a chain of two linearly-linked CONRO modules. To ensurg |atch. A black and white camera is mounted on top of the
that the chains perceive each other, they were set upagbroaching robot.
distances of not more thatb cm, facing each other with an A simple state machine proved capable of controlling the
angular displacement not larger thaf®. The control was repair robot to dock with its teammate [24]. The robot could
heterogeneous, both at the level of individual modulesiwithperform the docking for distances up36cm, and for angular
each robot and at the level of the modular makeup of bogfisplacements up t80°. Image processing was performed

robots. externally on a PC.
4) Super Mechano Colony (SMCguper Mechano Colony
B. Lattice-based Self-reconfigurable Robots (SMC) [26], [27] is a modular robotic concept composed

1) 3D Molecubes:3D molecubes [15] is a homogeneousOf @ single main body (called the mother-ship) and several
lattice-based self-reconfigurable robot. Each module i§-a 1child units attached to it. Child robots are an integral part
cm cube, one half of it can swivel relative to the other halff the system’s locomotion. In addition, the child robots ca
The connection mechanism falls into the categorggnetic disband to accomplish separate, autonomous missions, and
Modules are powered externally. reconnect once the missions are accomplished. Dambto

Zykov et al. [16] demonstrated self-replication of a 4-al- [26] introduced the first prototype of an SMC system. The
module robot. The system required an ordered supply @fild robot has a size 084.5cm and a weight 0f9800 g.
additional modules, and it could not adapt to situations {0 motorized and two passive wheels provide mobility on

which they were supplied in places that were not predefindéfit terrain. Each robot is equipped with a manipulation arm
and a connection device of the categ8ty shape matching by

. . grasping A similar prototype [28] proved capable of changing
C. Mobile Self-reconfigurable Robots the connection pattern of three child robots and the mother-
1) CEBQT: Fukudaet al. proposed the concept of dynamhip by letting child robots disconnect, follow a predefined

ically reconfigurable robotic systems and realized an imp'ﬁath, and reconnect at a different pldc@he most recent
mentation with CEBOT, the first cellular robotic system L17]development is the SMC rover [29]. It is a planetary rover
[18]. CEBOT is a heterogenous system comprised of cells Wifhjth attachable child robots (calledni-Rover3, each one
different functions (e.g., to move, bend, rotate, and jlide composed of a single wheel and a manipulation arm (also
series of prototypes has been implemented. In CEBOT Mafiked as connection mechanism). The wheel is of diameter
II, cells measurel7.6 x 12.6 x 9.0 (cm). The weight of & 19 ¢y, height14 cm, and has a weight 800 ¢. The current
moving cell is2700g. The connection mechanism falls i”toprototype is not equipped with any sensors.

the category8D shape matching by grasping cone-shaped = g) \jlibot Trains: Similar to Gunryu, the Millibot

part fixed on the front of each cell matches a counterpart g, [30] is composed of multiple, linearly linked, modsle
the back of each cell to facilitate alignment during apptoactne modules measur@0.9 x 6.4 x 4.1 (cm) and weigh
The moving cell is equipped with two motorized wheels. Cells

can perceive and Communicate with qther cells by making usep yigeo recording is available dttp://www.ac.ctrl.titech.
of LEDs and photodiodes (one of which can be rotated) [194c.jp/"yamakita/coe/smc.html



266 g. Each module is equipped with caterpillar tracks. The
connection mechanism falls into the categgin-hole with
a latch The prototype is not equipped with any sensors.
Therefore, it is not capable of autonomous coupling [30].

D. Stochastic Self-reconfigurable Robots

1) Pattern Forming PartsRecently, there has been growing (@) (b)
attention to the design and study of programmable parts _
that move passively and bound to each other upon rand big, 1. The swafg]'bm Concept_(a) asingle s-bot, (b) theemected s-bots

ing a swarm-bot able to self-reconfigure its shape, is ¢hse, to climb

collision. White et al. studied systems in which the parts step too difficult for a single s-bot.
float passively on an air table that was fixed to an orbital
shaker [31]. Squared and triangular modules with side kengt
6cm were implemented. Their connection mechanisms fdfte current implementations are incapable of self-asseambl
into the categorymagnetic The modules have no loco-they lack some acting ability [23], sensory abilities [2[30],
motion abilities and are un-powered. Once they bind to & computational resources [24].
main structure, they become active. Self-assembly and self!n stochastic self-reconfigurable robots, the modulesirequ
reconfiguration was demonstrated with up to three modulésmedium in which they move passively. Thus, the modules are
In another system, the random motion of parts is induced by't capable of autonomous self-assembly. However, require
surrounding fluid [32]. Self-assembly and self-reconfigiora Ments for actuators, sensors, and computational resoarees
of two squared modules were demonstrated. typically low. Power needs not to be provided on-board. Rue t

Bishop et al. demonstrated self-assembly of modules th&tese minimalist demands, such systems have a high pdtentia
slid passively on an air table [33]. The modules are triat0 be produced both in large numbers and at small scales.
gular with side lengthi2 cm. Power is provided on-board.
The connection mechanism falls in the categamagnetic [1l. HARDWARE DESIGN
Once attached, they executed a common graph grammar in Swarm-botis a new distributed robotic concept lying in
distributed fashion. Doing so, a collection of six prograaim® between collective and self-reconfigurable robotics [E&7).
parts could form a hexagon. The modules comprising a swarm-bot, calkedots are fully

2) Self-replicating Parts:Griffith et al. developed a system autonomous and mobile. However, they can also connect to
capable of self-assembly to study self-replication ofngisi each other to form versatile structures that can self-régore
of programmable parts [34], [35]. They constructed a set teir shape.
electromechanical components measuring 5 x 1.5 (cm) Fig. 1(a) shows the physical implementation of the s-bot.
and weighting26 g. The modules slide passively on an aiThe total height isl9 cm. If the two manipulation arms and
table. The connection mechanism is of typegneticand the transparent pillar on top of the s-bot are unmountedsthe
integrates a latch. The system was capable of the autonombuosfits into a cylinder of diametei2 cm and of heightl2 cm.
replication of a 5-bit string provided with an unorderedslyp The weight of an s-bot is approximately @60 g.

b

of additional units. The s-bot has nine degrees of freedom (DOF) all of which
are rotational:
E. Limitations « two DOF for the differentiatreels® system—a combina-
In all current systems modules require relatively accurate tion of tracks and two external wheels (see Fig. 1(a)),
positioning to establish a connection. « one DOF to rotate the s-bot’s upper part (calledttivest)

In chain-based self-reconfigurable robot systems, single With respect to the lower part (called tobassiy,
modules have either no or highly limited autonomous mo- * ©n€ DOF for the grasping mechanism of the rigid gripper
bility [5], [6]. Thus, self-assembly requires a pre-conteec (in what we define to be the s-bot's front), _
chain. The main limitations that make it difficult to let chai ~ * O DOF for the grasping mechanism of the gripper
self-assemble are a) the complexity of autonomous locomo- Which is fixed on the flexible arm, S
tion, b) imprecision in the joints that results in positibeerors ~ * Oné DOF for elevating the arm to which the rigid gripper
which increase with the length of the chain, and c) the lack IS attached (e.g., to lift another s-bot), and
of complex sensors to support the approaching phase. « three DOF_ for _controlllng th_e position of the flexible arm

In lattice-based self-reconfigurable robot systems, singl (Nt exploited in this experiment).
modules have no autonomous mobility [8], [9]. Once aiMost of these DOF are actuated by DC motors equipped with
tached together, modules move within a lattice structuetf- S an incremental encoder and controlled in torque, position o
assembly requires a pre-connected seed of modules and-a v&gieed by a PID controller. Only two DOF (of the flexible arm)
ordered supply of additional modules [16]. Typically, taek are actuated by servo motors. For the purpose of communica-
of complex sensors makes it difficult to connect to moduldi®n, the s-bot is equipped with eight RGB LEDs distributed
in other than predefined places. around the module, and two loudspeakers.

Mobile self-reconfigurable robots take advantage of the The s-bot is equipped with a variety of sensors:
inherent mobility of individual modules. However, most of « 4 proximity sensors fixed underneath (ground sensors),



B. Sensory Systems

The proximity sensors around the turret can perceive other
objects up to a distance 6 cm. The omni-directional camera
can detect s-bots that have activated their LEDs in differen
colors.

The rigid gripper is equipped with an internal and an
external LED as well as a light sensor (see Fig. 2(c)). To test
whether an object for grasping is present, two measurements
are taken. One with only the external LED being active, and
one with no LED being active (ambient light). The difference
between the reading values indicates whether an object to
grasp is present or not.

. . Once the s-bot has closed the rigid gripper, it can validate

« 15 proximity sensors distributed around the trret, b0 ayistence of a connection by monitoring the gripper's

« 4 optical barriers integrated in the two grippers,  jharyyre and the optical barriers. In this way, potentidlifas

. 1 force sensor between the turret and the chassis (zi' the connection (e.g., no object grasped) can be detected.
traction sensor), By monitoring the torque of the internal motors (e.g., of

-1 tqu‘?e, sensor on the elevation arm of the rigid grippefq treel§), the s-bot gets additional feedback which can be
« 2 humidity and temperature sensors, exploited in the control design.

e 3 axis inclinometer,

« 8 light sensors distributed around the module, . .
S . C. Computational Resources and Handling
« 4 omni-directional microphones, and

« 1 VGA omni-directional camera. The motors and sensors are controlled by 13 microchip
Furthermore, proprioceptive sensors provide internalomot”!C Processors communicating with the main X-scale board
information such as the aperture of the grasping mechani¥it @n 12C bus. This board runs a Linux operating system
of the rigid gripper. at 400 MHz. The s-bot can be accessed.wqelessly to Iaun(;h
When connected in a group, the chassis of an s-bot canf§@grams, and for the purpose of monitoring. The s-bot is
rotated in any (horizontal) direction which allows for cdor €dauipped with al0 Wh Lithium-lon battery which provides
nated group navigation. The s-bot's actuators and (interma More than two hours of autonomy.
well as external) sensors allow the group to self-reconéigur
its shape in response to the demands of the environment. In
the following, we focus on aspects of the hardware which we We aim at controlling a group of s-bots in fully autonomous
consider the most relevant to achieve self-assembly. Farra mmanner in such a way that they locate, approach, and connect
comprehensive description of the s-bot see [4], [10], [37]. directly with an object that acts as a seed, or with other s-
bots already connected to the seed. To design, implement,
A. Morphology and Mechanics and evaluate controllers for the s-bots, we have chosen the
1) Mobility: The s-bot’s traction system consists of a confollowing methodology:
bination of tracks and two external wheels, callezbls®. The 1) Simulator Design in a first step, a simulation model of
tracks allow the s-bot to navigate on rough terrain. The éiam the s-bot and its environment is designed. We restrict the
ter of the external wheels is slightly bigger than the onehef t model to include only those elements that we consider

light sensor

internal LED

external LED

(b) (c)

Fig. 2. Rigid gripper: (a) loose and (b) tight connection of &tbot with
the connection ring of a teammate. (c) Optical barrier(sjig¢tect objects to

grasp.

IV. CONTROL DESIGN

tracks, thus providing the s-bot with good steering ab#itiTo
ensure a stable posture while enabling teammates to approac
and connect from many different angles, the geometry of the
treel® has been chosen to be roughly cylindrical and of a size
comparable to that of the turret.

2) Connection MechanismThe s-bot is equipped with a
surrounding ring matching the shape of the gripper (seezyig.
This makes it possible for the s-bot to receive connections
on more than two thirds of its perimeter. The design of the 2)
connection mechanism allows for some misalignment in all
six DOF during the approach phase. A further fine-grained
alignment occurs during the grasping phase, favored by the
shape of the two teeth at the end of the gripper’s jaws as well a
the relatively high force by which the gripper is closéd N).

If the jaws are not completely closed (see Fig. 2(a)), thets-b
maintain some mobility with respect to each other. If thesgra
is firm (see Fig. 2(b)), the connection is rigid and can sastai
the lifting of another s-bot (see Fig. 1(b)).

relevant for solving the task at hand. We define an inter-
face specifying the s-bot’'s basic sensing and actuating
abilities at an abstract level. For instance, the interface
includes a binary function that can be called to detect
if the s-bot is in a position from which it may grasp an
object without any displacement. Once the interface is
specified, the functions are implemented in simulation.
The simulator design is detailed in Section IV-A.
Control Design in Simulation: in a second step,
controllers are designed in simulation. They use the
functions provided by the interface to the simulation
model.

To design controllers that let swarms of s-bots (i.e., ten
or more s-bots) cooperatively accomplish complex tasks
we make use ohatural computationtechniques such
as swarm intelligence and evolutionary computation. In
particular, we emphasize the following properties of our
control.
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Fig. 3. The simulation model of the s-bot: front, side, ang wWew (sizes

n cm) @ (©)

Fig. 4. Group of s-bots self-assembling and connecting teeg, pvhich in
this case also acts as a seed for the process of self-assgmbli

« Decentralized Control: the s-bots are controlled in
a fully autonomous and distributed manner.

« Homogeneous Contraleach s-bot is equipped with present). The angular offset (in rad) can be set to any value
identical control. in [—, 7]. The angular speed (in rad/s) is 2.

» Locality of Sensing/Action each s-bot makes use The connection mechanism is represented by the cuboid
only of local sensing and acting abilities. No expliciheading forward with a small contact plate in the front. In
communication or synchronization is present. Thgripping mode, a rigid connection is established as soon as
environment is the only resource that is shared Bjfe contact plate touches a grippable object. There are two
the s-bots (e.g., no global communication channejgpes of grippable objects: the turret of another s-bot, and
of limited bandwidth). cylindrical passive object, called they. Both are equipped

Due to these properties, the controller is applicable teith a surrounding color ring that can emit light of blue or

robotic swarms of any (finite) size. In Section VII wered color. In this study, the prey’s ring light is always set t

examine how the performance scales with the group sized, and each s-bot uses its ring color to signal whether an

The control design in simulation is detailed in Secebject is gripped (red color) or not gripped (blue color).

tion IV-B. To account for the imprecise and unpredictable behavior
3) Transfer to Reality: the functions of the abstract inter-of real hardware, the wheels and turret rotation actuat@s a

face are implemented on the physical s-bot. For instanedfected by random noise. In addition, the speed is differen

the binary function that can be called to detect if théor each wheel since a different random bias is present for

s-bot resides in a position in which it may grasp asach wheel during each trial.

object was implemented using the camera and the optical) Sensors:In simulation, the s-bot is provided with the

barrier sensors of the connection mechanism. During tf@lowing sensing abilities:

transfer, adjustments can become necessary to account Connection Sensorsthe s-bot can detect whether it is

for issues that have not been properly modeled in in a position from which it may grasp an object without

simulation. any displacement (i.e., the grasping requirements are
The transfer to reality is detailed in Section IV-C. fulfilled). Moreover, the s-bot can detect whether it is
connected or not.
A. Simulator Design « Proximity Sensors the turret of the s-bot is provided

with 15 proximity sensors that are positioned as on the
physical s-bot.

« Camera the camera can detect the presence of colored
objects (i.e., other s-bots or the prey) up to a distance of
Dmax = 60 cm.

The simulator models the dynamics and collisions of rigid,
partially linked, bodies in 3D. The simulation model of the
s-bot is illustrated in Fig. 3. It is composed of six bodiegot
spherical wheels in the front and the back, two cylindrical
wheels on the left and the right, a cylindrical chassis and a
turret. The turret is composed of several parts that ardlyigi o _
linked: a cylindrical body, a protruding cuboid with a smalB- Control Design in Simulation
contact plate in its front (the connection mechanism), andThe process of self-assembling is governed by the attractio
a pillar fixed on top (representing the camera system). Thed the repulsion among s-bots, and between s-bots and the
spherical wheels are linked to the chassis via ball-an#tetocseed (see Fig. 4). The color ring of the seed is permanently
joints. The cylindrical wheels and the turret are linkedhe t activated in red (illustrated in the figure by a gray ringk th

chassis via hinge joints. color ring of each s-bot is activated either in red or in blilie (
In the following, the interface specifying the acting andustrated in the figure by a gray and a white ring, respegtjvel
sensing abilities is detailed. Initially, all s-bots set the ring color to blue. The conteol

1) Actuators: The simulated s-bot is equipped with severdéts the s-bots avoid blue objects, and approach/conndiat wi
actuators. The cylindrical wheels are motorized; the aargured objects. Thus, the process is triggered by the presence
speed (in rad/s) can be set to any value within the rangéthe seed. Once an s-bot has established a connection with
[-M, M], where M = 8. The turret of the s-bot can rotatea red object, the color of its ring is set to red, attracting
with respect to the chassis by means of a motorized axis3Figunconnected s-bots to connect with it. The basic princifle o
shows the turret’s default orientation (i.e., no anguldsetfis signaling the state (of being connected or unconnectealyall



TABLE |
RULE-BASED IMPLEMENTATION OF FUNCTIONJ.
e m‘ rule | i 72 13 14 01 02 03
d P 1 0 0 * * s1 1— 351 1
_ E— 2 1|1 |*]1 1 1
rule conditions i1 12 3 1 0 " " 5 53 1
1 d > Dmax - 0 0 4 0 1| * * | s3 52 1
2 Dol < d < Dmax - 1 1
3 d < Deojl a>0° 1 0 1
4 d < D a < 0° 0 1 =
> Peaoll ] 1 + e—Tj
Fig. 5. In simulation, the camera scans for objects on aalintay directly 4
ahead of the s-bot. The scan stops at the first (i.e., the stjosgersection T = Z Wrjin
point between the ray and another object, if any. If the fietedted object =
is red, thenP, d, and « refer to the intersection point, the distance ¢im) n=
to it, and the horizontal angle (in degrees) to the centehefabject. In this (b)

case,(i1,12) is determined by the rule set above. In all other casesind

iz are set to zeroDgq = 20 is the distance (irm) between the s-bot and Fig. 6. (a) A graphical representation of the feed-forwavd-tayer artificial

another object under which there is high risk of collisi@max = 60 defines neural network (i.e., a perceptron [38]) of the assembly wad, i2, 3,

the sensing range (iam). andi4 are the nodes which take input from the s-bot's senggrés the bias
term.o1, o2, andos are the output nodes. (b) The equations used to compute
the network output values.

the emergence of (global) connection patterns of dimession
far beyond the modules’ (local) sensing range.
1) Rule-based SolutionTable | specifies a parameterized

Algorithm 1 The assembly module set of rules that defines the functiofh mapping sensory
1: activate color ring in blue inputs from the vision systemiy( andiy) and the proximity
2: repeat sensors iz andi,) to motor commands to control the speed
3 (i1,12) < featureExtraction(camera) of the left and the right side of the traction system énd
4. (is,14) < sensorReadings(proximity) 02, respectively) as well as the connection mechanisg). (
5. (01,092,03) « f(i1,12,13,14) A speed value of 1 (0) corresponds to the maximum speed
6: forward (backward)\/. The parametes; € (0.5, 1] specifies
7. if (o3 > 0.5) A (grasping requirements fulfilledpen  the speed with which the s-bot turns on the spot, if no red
8: grasp object is perceived (rule 1). If a red object is perceived but
9 if successfully connectetien it is more thanDcq = 20 cm away, the s-bot moves forward
10: activate color ring in red with maximum speed (rule 2). If the red object is close and
11: halt until timeout reached more to the left (rule 3) or to the right (rule 4), the paramete
12: else sg € [0.5,1) and s3 € [s2, 1] specify to what extent the s-bot
13: open gripper turns in the appropriate direction during approach. In asec
14: end if o3 is set to 1, that is, the s-bot tries to establish a connection
15:  end if as soon as the grasping requirements are fulfilled.
16:  apply (o1,02) to traction system The rule-based controller does not take the inputs from
17: until timeout reached the proximity sensorsi{ andis) into account. Nevertheless,

unconnected s-bots that reside between the s-bot itself and

Algorithm 1 describes the control module for self-assemblthe object to approach are perceived as blue objects and thus
Function f (line 5) constitutes the principal control mechashadow the presence of the red object (see caption of Fig. 5).
nism. This function maps sensory inputs to motor commandsWe assessed the quality of different parameter assignments
The function takes as input the valués and i from the by performing 200 simulation trials in which 2, 4, 6, or
s-bot’s vision system (line 3) and the valugsandi, from 8 s-bots had to self-assemble with a prey. 1000 different
the left-front and right-front s-bot’s proximity sensofi®é 4). assignments to the parameter $ef, s-,s3) were assessed,
The function’s outputo1, 02, 03) is used to control the speedand the one exhibiting the highest average performance was
of the left and the right side of the traction system (line 1&elected(0.85,0.60, 0.85).
and the connection mechanism (lines 7 to 15). Sections IV-
B.1 and IV-B.2 propose two alternative implementations of
function f. TABLE Il

Fig. 5 details the rules to determine the values of the first WEIGHTS OF THE NEURAL NETWORK IMPLEMENTING FUNCTIONf.
two function arguments; € {0,1} and i, € {0,1}. By : : : : :
default, the tupléiy, i2) is set to(0, 0). As illustrated in Fig. 5, Wnj ‘0 ' ‘2 '3 4
the camera scans for the first colored object in front of the s- o1 | 07274 2.7010 | 4.1814 | -18.3508 | -6.0088

bot. If a red object is detected,i2) indicates its presence 02 1.7611 | 6.5784 | -2.0708 | -1.2650 | -1.1433
and coarse orientation o3 | 7.4983 | -0.7223| 1.7492 | 0.7708 | 1.9560




conditions i1 d2

1 | (de <di)A(da <Dgop) | —90°<B<60° | 0 0

2 (d2 <di)A(d2a>Dgq) | =25°<B<25° | 0 O

dl
a
rule conditions i1 12
1 d1 > Dggjl |a| > 20° 0 0
2 DCO|| < di < Dmax ‘Oz| < 20° 1 1
3 d1 < Degl 0° < a < 45° 1 0
4 d1 < Dgg —45° <a<0° | O 1

Fig. 7. On the physical s-bot, the perceptual range for tiateced objects

to approach has been extendedt&d to the left and right side of the s-bot’s

front. If no red block resides in this range, or if an obstdeédlue block; for
details see next figure) is preseit,andiz are set to zero. Otherwisgi , i2)

is determined by the rule set abovA. and« (in degrees) correspond to the

distance of, and the direction to, the closest red blockiwithe perceptual
range.

2) Evolved Solution:As an alternative to the rule-based
solution for mapping the sensory inputs to motor commands,
we designed an artificial neural network. As illustrated in

Fig. 6, the neural network has a bias naglefour input nodes
i1, 12, i3, andiy, three output nodes;, oz, and oz, and 15
connection weightss,,;,n € {0,1,2,3,4},5 € {1,2,3}. iy is

set to 1 by defaultiy, io, i3, andiy take input from the s-

bot's sensory system. The neural network computes the tsutpu

o; for the motor commands based on the weights and

the inputsi,, as detailed in Fig. 6. The weights of the neural
network are listed in Table Il. They were shaped by artificial o
evolution in the context of a cooperative transport tasi.[39

The evolutionary algorithm used was a self-adapfiver \)
evolution strategy [40], [41].

C. Transfer to Reality

We have ported the interface providing the sensing and

acting abilities as well as the controller from simulatiorthe
physical s-bot. In the following, we detail the implemerdat
aspects involved.

Fig. 8. Rule set defining whether an obstacle is present. Hddition to
the red block at distanceé; there exists a blue block at distande and with
angular displacemens, and if rules 1 or 2 are satisfied, then an obstacle is
present. In this case; andiz are set to zero. The range of angles satisfying
rule 1 was chosen to be asymmetrical in order to avoid patedgadlocks
between two s-bots approaching the same object simultatyeou

« To prevent the s-bot’s traction system from being dam-
aged, the internal motor torque values are monitored.
If high torque is continuously present for a sequence
of P = 6 control steps, a recovery move is executed.
This may happen if an object collides with the s-bot’s
gripper and prevents the s-bot from moving forward or
turning to a side. During recovery, the s-bot moves about

5cm backwards with a small lateral displacement. Each ®

time a recovery move is executed the side of the lateral
displacement (i.e., to the left or to the right) is changed.
o The camera image is partitioned into small rectangular
blocks. For each block, it is determined if the color
red or blue is prevalent. Colored blocks of the image
correspond to different parts of the color ring of an s-bot
or of the prey. Given the s-bot camera characteristics and
the limited computational power available, it is difficult,
if not impossible, to determine whether two blocks of

Algorithm 1) is implemented differently than in simula-
tion. Figs. 7 and 8 detail the rules to determine the values
of the arguments; andi, of the mapping functiory.
The distance measure is based on the camera image
frame. Due to imprecision in, and differences between,
the hardware of different s-bots, it is difficult to estimate
the corresponding distances in the real world. There is
no explicit limit for the sensing range (i.€Qmax = ©0).
The software we use to detect colored objects makes it
possible to recognize red (blue) objects up to a distance
of 70 — 90 cm (35 — 60 cm), depending on which s-bot
is used.
The connection mechanism is controlled in lines 7 to 15
of Algorithm 1. The gripper is closed if a set of require-
ments is fulfilled (see also Fig. 7):

— 03 > 0.5,
(11 # 0) V (iz # 0),
- dl < Dgrasp2
la| < 30°,
no connection attempt failed within the last 18 con-
trol steps (i.e., approximatelys).
If these requirements are fulfilled, the gripper optical
barrier is used to detect whether an object is present
between the two jaws of the gripper (see Section IlI-B).
If this is the case, the procedure closes the gripper. While
closing, the gripper is slightly moved up and down several
times to facilitate a tight connection. By monitoring the
gripper aperture (line 9 of Algorithm 1), failures of the
connection procedure can be detected. In this case the
gripper is opened again.
The speed vector for the traction system is applied in
line 16 of Algorithm 1. To do so, the values and o
are scaled in the randge- M, M]. The maximum speed
M is set according to the following rule:

My if (iy = 0) A (ig = 0);
M, if di < Dgraspf

M = : 1
M3 |f Dgrasp< dl S DCO”; ( )
My if di > Deoll

After some preliminary experimentation, we have chosen

equal color belong to the same object (e.g., an S'bOt)"—Dgraspis an estimate of the maximum distance to an object that dtn st
Therefore, the procedure for feature extraction (line 3 @& grasped.
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Fig. 9. A single s-bot self-assembling with (a) an object énda teammate. ;
8 = -
= - i RIS — =
the valuesM; = 8, My = 5, My = 10, and M, = 20. | B = == ==
A value of 20 corresponds approximately to a speed of 3 3 1 3
6.5 cm/s. s—bot identifier

Once the speed vector has been scaled accordinglyfi@ 10.  Self-assembly of a single s-bot with a prey. Box-muuisker
moving average function smoothes the speed values 09ief [42] of the completion times (20 observations per baxjuped according
. . . . Ito the s-bot involved and its initial distance from the prey.

time in order to avoid hardware damage by potentially

oscillating speed settings.

300

@ 25 cm distance
O 50 cm distance

V. EXPERIMENTS ONFLAT TERRAIN

In the following, we examine the ability of the physical stbo
to self-assemble when moving on flat terrain. We employ the
evolved solution for the mapping functigh(see Section 1V).
This solution was experimentally shown, see [39], to be;

(in seconds)
180 240

Ime

superior in performance to the rule-based solution esjyecia ég
if applied to the control of large groups of s-bots (see alsoa T
Section VII-B). Details on the policy used in the following %gf - T Q
experimentation can be found in the appendix. ég = %Q —

o
A. One S-bot and a Static Object 0 270 180 90

. . - . initial orientati ith Tt ind
1) Experimental SetupWe examine the ability of a single inital erientation with respect to prey (in degrees)

s-bot to approach and connect with the prey (see Fig. 9(3{3 '[i%j of tﬁglfc-gr?]spelgit())lr{ ti?;eas leggtl)(te)s:rt\)/gttix;hpgr Egmiﬁxéﬁ?ﬁg

The prey is equipped with a color ring of the same shape as théne s-bot's initial orientation and distance with respiecthe prey.

grippable ring of the s-bots. The ring has a diamete2(ofm

and is positioned.5 cm higher than the ring of the s-bots. Its

color is set to red. Initially, the s-bot is put at a distanke Note that there were substantial differences in the harglwar

{25,50} (in cm) with orientationa € {0°,90°,180°,270°} among the s-bots (e.g., s-bot 3, 6, and 11 were equipped with

with respect to the prey. The distance is computed betweaamera different from the one used by s-bot%3).

the centers of the two objects. For each combinationiof S-bot 6 performed significantly worse than the other s-bots

and a, five repetitions are carried out, thus in total 40 trialgiven a starting distance &0 cm (see Fig. 10). We observed

are performed. If the s-bot does not succeed in establishinghat the camera images of s-bot 6 were of bad quality when

physical connection withi300s, the trial is stopped. compared to the other s-bots. Therefore, s-bot 6 spordylical
2) Results:We repeated the experiment with four differengould not detect the prey at a distance’0ftm. Nevertheless,

s-bots. In all 160 trials, the s-bots succeeded in appragchB-bot 6 succeeded in all 20 trials to connect starting frois th

and connecting with the prey. This high reliability is pgrtl distance. Except for this single case, the four s-bots éxhib

due to the recovery move (see Section IV-C): in 14 casé#nilar performances.

during this experiment an s-bot monitored high torque mgdi  Fig. 11 shows the same observations grouped according

values for its traction system, and launched the recoveryemdo the s-bot's initial orientation and distance with respec

to prevent the traction system from potential damage. THi the prey. The neural network causes the s-bot to turn

usually occurred if the protruding rigid gripper collidedtiw anti-clockwise if it does not get any input about objects to

the prey and prevented the s-bot from further alignmentrfveapproach. This explains the differences in performance for

time this happened, the s-bot was able to detect this stagnaglifferent initial orientations with respect to the prey.

situation and the simple recovery move allowed the s-bot to

approach again the object from a different direction. B. One S-bot and a Static Teammate

Fig. 10 plots the observed completion times (in seconds),l) Experimental Setupin this section we examine the

that is, the total time elapsed until the s-bot was succbyssfuabi”ty of an s-bot to approach and connect to a teammate

connected. The average completion time for the 80 triall wit
distance25 cm (50 cm) is 22.6s (34.9s). 3S-bots are labeled from 1 to 35.
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Fig. 12. lllustration of angles in which the static teammiatapproached in
the two s-bot experiments: (8, (b) 60°, and (c)120°.

completion time (in seconds)
120

60

(see Fig. 9(b)). The teammate does not move and it activates _— — e
its color ring in red. Initially, the s-bot is put at a distanof < 5 o 30
50 cm heading in the direction of its teammate. The distance approaching angle (in degrees); distance = 50cm

IS computed betwe.en the cgntgrs of the t.WO s-bots. If. th.d S-tl)—'% 13.  Self-assembly of an s-bot with a teammate. Boxahisker
does not succeed in establishing a physical connectionmwitlyio (42] of the completion times (20 observations per box).

300s, the trial is stopped.

Unlike the problem of approaching and connecting with the
cylindrical prey, the performance in approaching and catine
ing with a teammate depends on the relative angle of approach
We do not consider approaching angles for which the two
s-bots are heading directly towards each other (with their
connection mechanisms to the front). Such situation was not v
present in the (evolutionary) design phase in which colairsl e
were assessed for approaching and grasping the prey odglrea (b)
connected s-bots. One attempt to handle the new Situaﬂﬁ&. 14. Self-assembly of six s-bots with the prey: (a) atitonfiguration,
could be to modify the recovery move (see Section IV-Ghd (b) final configuration in a typical trial.
so that it ensures a big, irregular lateral displacemendrieef
approaching again the object. Another possibility is tovprg
other s-bots from approaching a red s-bot within the cilitica 1) Experimental SetupAt the beginning of each trial, the
range of angles (for more details see Section VII-A). s-bots are placed at arbitrary positibasd orientations inside

We focus on the approaching angless {0°,60°,120°}, a circle of radius’0 cm around the prey. To favor interactions
where0° corresponds to the target s-bot’s tail (see Fig. 12among the s-bots, we limited their initial positions t@

The approaching angié0° is of special interest, since at thissegment of the circle. The same density could be obtained by
angle a vertical pillar is mounted on the s-bot, which makgsitting a swarm of 24 s-bots inside a full circle of the same
it impossible to grasp the ring. radius. Fig. 14 shows the initial and the final configurations
in one typical trial. If the s-bots do not succeed witlio0 s,

the trial is stopped.

2) Results: For each approaching angle, 20 trials wer
performed with s-bot 3. In all 60 trials, the s-bot succelbsfu
connected. A recovery move was launched six times; in
each case the approaching angle v688 and the s-bot's  “As in simulation, the s-bots are positioned in such a way thate is

i i ; i _ a minimum distance 020 cm between the centers of any two objects. This
g”Ppef collided with the p|llar of the_ target s bOtZ Due tet allows all s-bots to turn on the spot with no collision of thgiipper elements.
cylindrical shape of the pillar, the gripper often slid te tieft
or the right side and could eventually grasp the ring.

Fig. 13 plots the observed completion times (in seconds). 8-
The average completion times for the 20 trials with appreach © g gggzg:gggzz
ing angle0°®, 60°, and120° (and initial distances0 cm) are O 6 connections
17.9, 26.4, and 7.9, respectively.

480

360

C. A Group of Six S-bots and a Static Object

240

So far, we have studied situations in which a single s-bot
is approaching a single object for grasping. In this sectien ]
assess the performance of a group of six s-bots accompiishin DHD DHD DEHD@ HD @DHDDDDDDEHHH DH
self-assembly with the prey as an initial seed. Each s-bot is ©-
driven by an identical controller. This is the same congmwoll repetitions

used in the one s-bot experiments. Fig. 15. Self-assembly of six s-bots with a prey (34 repmti).

group completion time (in seconds)
120
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Fig. 16. Types of rough terrain: (a) moderately rough termand (b) very = = E E E -
rough terrain. -

60

0

flat moderatély rough very Fough
type of terrain

2) Results: Fig. 15 shows a bar plot of the 34 trialsFig. 17. Self-assembly of one s-bot with a prey. Box-andskéi plot [42]
performed. The pattern of each bar indicates the numbero(fnthe complenon times on flat terrain (20 observations [m_()hnoderately
. . rough terrain (20 observations per box), améry rough terrain(19 observa-
s-bots that could successfully connect within the time #amyions per box).
The height of the bar represents the number of elapsed second
until the last s-bot completed connection.

In total, 199 times an s-bot succeeded in establishingtl® s-bot moves backwards without recognizing obstactes. |
connection, while only five times an s-bot failed. At the efid dhe two cases in which the s-bot failed to complete the task,
30 out of 34 trials, all seven objects were physically comegc it got stuck with its back colliding with the prey. A refined
on average this took6.4s. version of the controller, which takes obstacles into aotou

during recovery, is introduced in the following section.

VI. EXPERIMENTS ONROUGH TERRAIN

In the previous section we have shown that we can let En A Group of Six S-bots and a Static Object
s-bot, or a group of six s-bots, self-assemble when moving onl) Experimental SetupExcept for the difference in the
flat terrain. The s-bot was designed to perform tasks alseunéerrain (see Fig. 16), the experimental setup is identioal t
rough terrain conditions. However, the neural network,ofhi the one described in Section V-C. In case of thederately
is the main part of our controller, was evolved controlling gough terrainthe controller is kept unchanged. For thery
bots on flat terrain. In this section, we study to what extef@ugh terrainthe original control induced disruptive behavior
the behavior is disrupted when the roughness of the tersainill the s-bots. The s-bots often collided and toppled down.
increased. As discussed in the previous section, we observed that the
We consider two types of rough terrain (see Fig. 16§nechanism to detect stagnation and to launch the recovery
Both terrain types are unnavigable for most standard wHeef@0ve was too sensitive. In addition, during recovery s-bots
robots of a similar size. The first terrain type (here reférréisked collision with other objects. Therefore, we doubled
to asmoderately rough terrainhas a surface with a regularthe thresholdP of our control (see Section IV-C) so that
structure. The second terrain type (here referred toeay the recovery move is executed only if the torque remains

rough terrair) consists of white plaster bricks providing a verjnigh for twelve subsequent control steps (i.e., approxefyat
rough, non-uniform surface. 2s). In addition, the four rear facing proximity sensors are

monitored during the recovery move, and if a certain thrlesho
) . is exceeded, the s-bot stops moving backwards. Last but not
A. One S-bot and a Static Object least we changed the speed paramet@is, M, Ms, My)
1) Experimental SetupExcept for the difference in the ter-from (8, 5, 10, 20) to (10, 8, 10, 20) (see Section IV-C).
rain, the experimental setup and the control are kept uggthn  2) Results: Fig. 18 shows the results obtained in 20 trials
(see Section V-A). on the moderately rough terrainin total, 120 times an s-
2) Results: Fig. 17 shows the performance of s-bot 1®ot was controlled in this experiment. In 118 cases the s-bot
for the different types of terrain. For each terrain, 40l$riasuccessfully connected.
were performed. In the 80 trials on the flat terrain and the Fig. 19 shows the results obtained in 20 trials on \hey
moderately rough terrairthe s-bot successfully connected taough terrain In 12 out of 20 trials, all six s-bots connected
the prey. On thevery rough terrain the s-bot failed only once with the prey. In total, 120 times an s-bot was controlled in
for both initial distances25 cm and 50 cm). In the other 38 order to establish a connection, and in 109 cases it sucdeede
trials, the s-bot successfully connected with the prey. Table Ill summarizes the results obtained for the experi-
We observed that on theery rough terrainthe s-bots often ments with one s-bot (number 13) and a prey, and those with
launched the recovery move during the approach phase. Hpnes-bots and a prey, for the three different types of tarrai
roughness of the terrain caused a high torque on the tract©@wuerall, the reliability of the algorithm which was desighte
system during navigation. Thus, the mechanism to detegt staontrol s-bots on flat terrain is not affected by the rougbnes
nation was erroneously activated. During the recovery mowd the moderately rough terrainHowever, 40% additional
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Fig. 20. Self-assembly of 16 physical s-bots put in a cirdleadius 50 cm.
Trial 12: (a) after23s and (b) after108s.

240

V

? V time is required (comparing the median values) to connect
o D ﬁ D D D all seven objects. Even on tiwery rough terrain a single s-
bot connected iM5% of the cases. Being part of a group of
size six, a single s-bot, controlled by the modified conémll
Fig. 18. Self-assembly of six s-bots with a prey on thederately rough connected still in more tha®0% of the cases
terrain (20 repetitions). . . . . .

The main cause of failure was due to visual misperceptions

of the presence and/or angular positions of other objeats. O
the very rough terrain, s-bots also failed to align with thei
teammates and therefore could not connect.

group completion time (in seconds)
120

repetitions

600

3 connections VII. SCALABILITY

H 4 connections i i
Q|| @ 5connections In this section, we study to what extent our controller aow
~ || 6 connections | . large swarms of s-bots to self-assemble. First, we pregent t

outcome of an experiment in which we utilized all physical
- s-bots available at the time of experimentation (in tota). 16
Then, we present additional results obtained in simulatiiin
swarms of sizes beyond the number of s-bots that have been
constructed.

%DDDDDD A. Experiments with 16 Physical S-bots

1) Experimental Setup:We study self-assembly with a

240 360

group completion time (in seconds)
120

g7
2

9
]

repetitions swarm of 16 s-bots. One s-bot acts as a seed, as after five
Fig. 19. Self-assembly of six s-bots with a prey on veey rough terrain20  seconds it stops moving and activates a pattern on its LED
repetitions). ring: the two LEDs in the front are set to blue, while the

remaining six LEDs are set to red. In this way, it attracts
teammates to approach from any direction other than the
front> The teammates are controlled by the (refined) version
of the controller that has been detailed in Section VI-B.
TABLE I The s-bot acting as a seed is put in the center of a
SUMMARY OF RESULTS ON SELFASSEMBLY OBTAINED FOR THE circle of radius50 cm. 15 teammates are placed at arbitrary
EXPERIMENTS WITH ONE SBOT (NUMBER 13) AND A PREY, AND THOSE  sitions and orientations within the same circle. The ts-bo
WITH SIX S-BOTS AND A PREY. NOTATION: N (GROUP 5128, D (INITIAL - are positioned so that each s-bot can rotate on the spotutitho
DISTANCE IN CM), C (PERCENTAGE OF CONNECTION] T (MEDIAN colliding with a teammate (i.e., we ensure a minimum diséanc
GROUP COMPLETION TIME IN § ONLY TRIALS WITH N CONNECTIONQ. of 20 cm between the centers of any two S-bOtS).
EACH CONFIGURATION WAS TESTED AT LEAST20 TIMES (SEE TEXT FOR 2) Results: We repeated the experiment twelve times.
Fig. 20 shows a typical trial. In all but one case, all 16 s-
bots successfully assembled to each other (see Fig. 21 for
the connection times). In one case a single s-bot entered the

DETAILS). VALUES MARKED WITH THE *- SYMBOL WERE OBTAINED WITH
THE MODIFIED CONTROLLER

N D flat terrain mod. rough terrain| very rough terrain } - .
C T C T C 7| connection state without being connected, and anothet s-bo
25 | 10000 180! 100.00 2971 95.00 24.9 cor:mectﬁd Wlth it; Itheggther 1f4 ;-zbqts connect';ed with e%cr:j
50 | 10000 23.7] 100.00 3691 95.00 713 pt er.kT us, ||n t_ota, 190 out of 192 times an s-bot succeede
6 | <70 | 9755 86.7] 9833  1212| 9083 1154+ | [N task completion.

5In fact, the front of the s-bot is unable to passively recaieanections
from other s-bots due to the location of its own gripper meda.
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Fig. 21. Self-assembly of 16 physical s-bots. Box-and-térisplot [42]
showing the time at which théth s-bot connected (observations from the 11 g
out of 12 trials in which all 16 s-bots successfully selfeaabled).
o
o™
B. Experiments with up to 100 S-bots in Simulation o || ™ density0.200
. dens@ty0.175
1) Experimental SetupWe examine the problem of letting - ggzz;g o
groups of 10 to 100 s-bots self-assemble with a static preg. T S || B density 0.100
e e o O density 0.075
s-bots are initially placed at random positions and origora ) density 0.050

within a circular area around the prey. We vary the radius of : : : : : :

the initial area to study to what extent the behavior is aéfeéc 0 20 40 60 8 100

by the density of s-bots. We define the density of modules successful connections (in percentage)

as the s!ze of the 2D .area covered by the mOdu.leS d'V'dﬁg. 22. Box-and-whisker plot [42] showing the percentadesccessful

by the size of the available 2D area. The area size cove@énections during self-assembly in a group of 10 to 100ts;Hor different

by a module (in simulation) isl = 116 cm?. For each group initial densities (200 observations per box). The s-boesamtrolled by the
: . . rule-based controller.

size we studied densities 6f050, 0.075, 0.100, 0.125, 0.150,

0.175, and0.200. We could not study densities much higher

tha_n this as it is impossible to find an .initial pIa(_:ement iﬂ1 which the module density is particularly low, it could bk o
which the S'POtS may turn on the spot without collisfon. advantage to propagate the presence of the prey using a third
2) Results:We assess the performance of both the ruley|q (in addition to blue and red), and to use a rule set to let
based solution and the neural network based solution #@fe modules form a cluster. However, in case the s-bots start
implementing functionf of our controller (see Algorithm 1). fom positions in which visual contact might not be present,
The performance of both solutions was assessed previougl¥ proplem of exploration/aggregation has to be addressed
with groups of 4 fo 16 s;(mulated s-bots in the context of a For all other densities, the neural network based controlle
cooperatlve transport task [39]. has a particularly high success rate. In contrast, in the ofs
Figs. 22 and 23 present the percentage of the group that rje-pased controller, the success rate drops coasityer
could successfully connect within a time period of 300 selson,han moving from group size 10 to 20. For increasing group
for all group sizes and densities in 200 trials; the congroll gi,as however. the performance tends to increase.
utilizes the rule-based mapping, and the neural networkdas We now analyze the relationship between the time needed

mapping, respectively. - for an s-bot to connect and the group size. We measure the
In case of the two lowest densities (0.050 and 0.075) ”&%rage time for an s-bot to self-assemble in a group of

performance for both mappings reduces drastically witigro 1 5100 s-bots for the different densities (200 trials per
size. We observed that, at such low density, some $-DQf§ ation). S-bots that have not established a connectitinw
did not have visual contact with any teammates or with thge redefined timeout af00s are not taken into account.

prey. In addition, many s-bots lost visual contact, sinde e go not consider the densiti€s050 and 0.075, as the
the teammates left their neighborhood when approaching _rﬁ&centage of connected s-bots is particularly low.

objects. For a swarm of s-bots to self-assemble in a situatio Fig. 24 (rule-based controller) and Fig. 25 (neural network

- . ¢ abotiem. the S-bot ' so that based controller) present the average time (over all Jrials

0 ensure a minimum gap of aboiittm, the s-bots are put so that a - .

minimum distance 020 cm is present between the centers of any two object&.OOk an s-bot to connect, divided by the group size and scaled
Let us consider the s-bots and the prey as disks of radit® pack eleven SO that the performance for group size 10 equals 1. For the
congruent disks without over-lapping in a unit circle, thskdradius may not neyral network based controller, the time grows sub-liiyear

exceedr = 0.2548485 (for a proof see [43]). This packing would result_ . ] ] ]
in a module density omeTz‘2 A —0.256. If we consider our additional with the group size. This might be due to the fact that the

T—7rs w10 1 1 i {
constraint that one disk (i.e., the prey) has to be positidneghe center of the blggel’ the structure, the more it prowdes surface for [Iﬂibn
unit circle, the highest possible module density is equdbwer than 0.256. connections.
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. based controller.
We have demonstrated the ability of the modules of the

swarm-bot platform to self-assemble under a variety of cond
tions. The reliability and the performance in each expenime 1) Mobility : the traction system was designed so that the s-

can be judged by quantitative results. Additionally, alpes- bot is equipped with very good steering abilities (due to
ments were recorded on video (d&gp://iridia.ulb. the external wheels). At the same time it allows for good
ac.be/rgross )- all-terrain navigation (due to the tracks). This faciksit

In Section VI, we examined self-assembly of up to six  approaching a teammate to establish a connection on flat
modules on two different types of rough terrain. Both terrai and rough terrain.
types are unnavigable for most standard wheeled robots of @) Connection Mechanism the s-bot can receive connec-
similar size. The first terrain type has a surface with a r@gul tions on more than two thirds of its perimeter. Moreover,
structure. Experiments on this terrain type showed no loss i the connection mechanism is designed so that it does not
reliability. The second terrain type has an irregular stefa require a specific and accurate alignment of the two s-
More than 90% of the s-bots used in the experiments on this  pots during approach. This property, together with the
terrain type still successfully established a connection. mobility of the s-bot, are crucial factors for the design

In Section VII, we have shown that the system is scalable, of robotic systems Capab|e of Se]f-assemb”ng on rough
that is, our controller is capable of letting large swarms of  terrain.
s-bots self-assemble. Quantitative results are presemiitdd  3) Complex Individuals Expressing Simple Collective
groups of up to 16 physical s-bots and up to 100 s-bots in  Rules the s-bot is equipped with a variety of complex
simulation. It is shown that, when using the evolved neural  sensors that guide it during a) the approach of red
network controller, the time it takes for an s-bot to connect  opjects, b) the avoidance of blue objects, and c) the
grows sub-linearly with the group size. connection phase. To some extent, the sensory system

indicates also the presence of failures (e.g., in the

B. Decisive Design Choices connection). To preprocess data provided by the sensors,

We believe that our success can be attributed to the follow- the s-bot is equipped with a considerable amount of
ing critical choices made during the system design: computational resources.
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Our s-bots might currently be considered complex arté a chain formation exhibited higher pulling forces thanemh
facts. We believe that the use of relatively complegrganized in other formations. For overcoming a hill and for
modules and robots is unavoidable in order to achieeeossing a hole, it was beneficial, or even necessary, for the
tasks of increasing complexity in the domain of selfstructure of the swarm-bot to be longer than the obstacle
reconfigurable and collective robotics. it encountered. Although it is possible to increase size and
Despite the complexity of modules, their behavior anstrength of a swarm-bot by making use of more s-bots, it
the interactions among them can often be modeled lypould be of special interest to study mechanisms that let
simple rules. In this study, the main part of the contrd swarm-bot self-reconfigure its shape in response to the
is given by a simple, reactive neural network with 18lemands of the environment.

connection weights. Another promising direction in research is the studjuvfc-

4) Scalability: as detailed in Section IV, the control istional self-assembly47], that is, the ability to self-assemble
decentralized (s-bots are fully autonomous) and homoggnd disband as an adaptive response to the environmentt A firs
nous (group members have identical control). The s-bdisstance of functional self-assembly in a team of three jgays
make use only of local sensing and acting abilities (n®-bots has already been successfully demonstrated. Tke tas
global communication channels). Due to these propeequires the s-bots to navigate over unknown terrain tosvard
ties, the controller can, in principle, be applied to robotia target light source. If possible, the s-bots should nagiga
swarms of any (finite) size. to the target independently. If, however, the terrain psoo®
However, these properties by themselves do not ensuitficult for a single s-bot, the group must self-assemble in
that the performance will scale well with group sizea larger entity and collectively navigate to the target [46]

To improve scalability for our particular task, we in-
troduced a simple binary communication mechanism
which allowed s-bots to signal whether or not theyp. Conclusions

were connected. This simple mechanism governs the ) ) ]
process of attraction and repulsion, and allows for the In this article, we have presented a comprehensive study of

progressive construction of (global) connection patterf@€ Problem of autonomous self-assembly. At present, swarm
of dimensions far beyond the s-bot's (local) sensinBOt is the state of the art in autonomous self-assembly for
range. what concerns group size, reliability, and speed. Our apgro

The authors admit that the practical use of the systemqéoved robust with respect to diﬁerent initial conditioasd
limited by the physical constraints of the formed strucdifferent types of terrain. In addition, the system scalesl w

tures. In a test modeling a real world rescue scenaNyth group size, as validated with 16 physical modules and up

with 19 s-bots of approximatelj00 ¢ each, pulling a t© 100 modules in simulation. _ .
nine-year old child oR20kg towards a light source, it We have identified decisive factors in the system design

happened that the connection mechanism of an s-8B@t might have implications for the design of collectivedan
broke? self-reconfigurable robot systems in the future.
Ongoing work indicates that we can address more complex

C. Ongoing Work and Open Issues robotic tasks, at the cutting edge of the current research in
autonomous, mobile robotics.

Future research will address the design of self-assembling

robotic systems that operate in different types of envirents, Acting in between the two research fields of collective

such as on the surface of (or under) water or other fluids, %?d self-reconfigurable rObOt'.CS’ we beheve_ t_hat the study
in space [44]. of autonomous self-assembly is a very promising avenue for

One of the next issues we want to address withstvarm- future research.
bot is to identify the potential and the limitations of the
structures formed. At the time of writing, we have already
succeeded in demonstrating the ability of a group of physica
bots to achieve the fO”OWing tasks using Self—assemblge{da We used the f0||owing p0||Cy during experimentaﬂon_
on the control described in Section IV):

« cooperative transport of very heavy, but small objects
that do not allow for direct manipulation by a sufficient
number of s-bots [45],

« crossing a hole of a size too big for a single s-bot to pass,

« navigation over a hill impossible for a single s-bot to stopped. In total, this situation has occurred 5 times, once

overcome [46]. on flat terrain and 4 times on rough terrain.

In all of these three problems we observed that the perfor-, \\e carefully check whether the connection the s-bot has
mance of the system may depend on the spatial arrangement ogtaplished is tight. In total, it happened twice that a
of the connected s-bots. During cooperative transporgts-b (solitary) s-bot ended up in the connection state without

A video recording is available ahttp:/iridia.ulb.ac.be/ bei_ng connected (dire‘?t'y or indirectly) with the seed.
“rgross . This, we counted as failure to connect.

APPENDIX

« In case an s-bot gets in a situation in which its hardware
can potentially be damaged (e.qg., if it topples down), we
remove it manually during the experimentation and we
count this as a failure to achieve self-assembly. In case
of an experiment with multiple s-bots, the trial is not
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