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Abstract—Virtualization technologies are changing the way
network operators deploy and manage Internet services. In
particular in this study we focus on the new Network Function
Virtualization (NFV) paradigm, which consists in instantiating
Virtual Network Function (VNFs) in Commercial-Off-The-Shelf
(COSTS) hardware. Adopting NFV network operators can dy-
namically instantiate Network Functions (NFs) based on current
demands and network conditions, allowing to save capital and
operational costs. Typically, VNFs are concatenated together in
a sequential order to form Service Chains (SCs) that provide
specific Internet Services to the users. In this paper we study
different approaches to provide the resiliency of SCs against
single-link and single-node failures. We propose three Integer
Linear Programming (ILP) models to solve the VNF placement
problem with the VNF service chaining while guaranteeing
resiliency against single-node/link, single-link and single-node
failures. Moreover we evaluate the impact of latency of SCs
on the VNFs distribution. We show that providing resiliency
against both single-link and single-node failures necessitates the
activation of twice the amount of resources in terms of nodes,
and that for latency critical services providing resiliency against
single-node failures comes at the same cost with respect to
resiliency against single-link and single-nodes failures.

I. INTRODUCTION

For network operators, offering new bandwidth-intensive
and latency-constrained (e.g cloud gaming or video stream-
ing)Internet services is a challenging task due to the adoption
of proprietary hardware appliances, the high cost of offering,
maintaining and integrating these services. Network Functions
Virtualization (NFV) is a new architectural paradigm that
was proposed to improve the flexibility of network service
provisioning and reduce the time to market of new services
[1]. NFV can revolutionize how network operators design
their infrastructure by leveraging virtualization to separate
software instances from hardware appliances, and decoupling
functionalities from locations for faster service provisioning.
NFV supports the instantiation of Virtual Network Function
(VNFs) through software virtualization techniques and runs
them on Commercial-Off-The-Shelf (COTS) hardware. Hence,
the virtualization of network functions opens the way to
the provisioning of new services without the installation of
new equipment. It is clear that NFV brings a whole new
dimension to the landscape of telecommunication industry
market due to the possibility of reducing capital investments,
energy consumption by consolidating network functions, and
by introducing tailored services based on customers needs.
Moreover, NFV simplifies service deployment by exploiting
the concept of service chaining [2]: a Service Chain (SC) is a

sequential concatenation of VNFs and/or hardware appliances
to provide a specific Internet service (e.g., VoIP, Web Service,
etc.) to the users.

Before deploying NFV solutions in operational networks sev-
eral challenges regarding performance, availability, security
and survivability need to be tackled. In this work we focus
on SCs resiliency against single-link/node failures. To the
best of our knowledge, this is the first study to investigate
the resiliency of SCs provisioning. Our main objective is
to model a survivable placement of VNFs while minimizing
resources, in terms of number of VNFs instances placed in
the network. We develop three different Integer Linear Pro-
gramming (ILP) models to solve the VNF placement problem
with service chaining while guaranteeing resiliency against
single-node/single-link, single-link and single-node failures.
We show the amount of nodes needed to supply and compare
these results with an Unprotected scenario. Furthermore, we
investigate the effect of latency on the proposed protection
schemes.

The rest of this paper is organized as follows. Section
Il discuss the NFV and the service-chaining concept and
overviews existing works appeared in literature. In Section
III we present the network model used, while in Section IV
we present the resilient design scenarios and discuss their
failure prevention potential. In Section V the resilient SCs
provisioning problem is formally stated and the ILP models
are shown. In Section VI we present the case-studies and show
the obtained numerical results. Finally, conclusion and future
work are discussed in Section VII.

II. RELATED WORKS

NFV is still a concept under standardization. Currently,
a number of standardization activities in the NFV area are
carried by ETSI and IETFE, [3] [4] [5]. ETSI has defined an
architectural framework that enables VNFs to be deployed and
executed on a Network Functions Virtualization Infrastructure
(NFVI), which comprises commodity servers logically sepa-
rated/partitioned by a software layer. Above the hypervisor
layer, the component in charge of mapping the VNFs to
physical resources, a VNF is mapped to a Virtual Machine
(VM) in the NFVI and its deployment and management
is handled by the Management and Orchestration (MANO)
system [6].
The problem of embedding SCs into a physical infrastruc-
ture can be considered as an extended version of two NP-
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Fig. 1. Two service chains, each having different VNFs, embedded in the
physical network.

hard problems: The Virtual Network Embedding (VNE) [7],[8]
and Location-Routing Problems (LRP) [9]. The similarity
with VNE resides in the fact that SCs can be considered
as virtual networks characterized by a chain topology where
VNFs represent virtual nodes, chained together through virtual
links that must be mapped to a physical path.The similarity
with LRP consists in jointly considering the problem of finding
the optimal placement of VNFs, among a set of potential
locations, along with the routing between VNFs. The LRP
combines this two planning tasks and solves them with the
objective to reduce costs of nodes, edges or paths.

Ref [10] formalizes the VNF and SC concepts and develops
an ILP model fro the optimal placement of VNF and SCs. An
extended version of this model [11], considers that the upscal-
ing of an existing VNF introduces additional cost, whereas
hosting multiple VNFs within the same physical nodes in-
troduces context switching costs. Our model leverages and
extends both the above mentioned works. Ref [12] develops
an ILP model for the efficient placement of VNFs considering
processing-resource sharing. In [13] an Online algorithm that
considers jointly the VM placement and routing is proposed.
Finally authors in [14] focus on the deployment of VNFs in
a hybrid environment where some NFs are virtualized and
others are use specific hardware appliances. In this work we
focus on resiliency of deployed SCs and the impact of the QoS
(Quality of Service) requirements on the protection scheme
adopted. Some research efforts have focused on resiliency of
VMs. Ref [15] presents a VM placement method to achieve
redundancy against host server failures with a minimum set
of servers. The idea is to minimize the resources in order to
provide a certain protection level. With respect to our work
no consideration is made on the resource sharing and the
performance requirements of the VNFs that run on the VMs.
Moreover, the authors focus only on failure that occur within
physical nodes, while we include also failures of physical
links. Finally, Ref [16] proposes a model to describe the
components of services along with a management system to
deploy such information model, with the objective to provide
an automated and resilient deployment. A part from the

differences in the general approach in Ref [16] focuses on
resiliency of single VNF, Whereas we consider the resiliency
of the whole SC.

III. SERVICE CHAINS AND NETWORK MODEL
A. Network model

We model the physical network as a directed graph com-
posed of a set of physical nodes (which can host VNFs or only
act as forwarding nodes) and a set of physical link representing
the set of fiber links. Each physical link is associated with a
bandwidth capacity. The physical nodes equipped with COTS
hardware are referred to as NFV nodes and can have different
amount of processing capacity in terms of number of VMs
that they can host.

B. Service chains model

Service chains are composed by sequential concatenation of
multiple VNFs. To deploy a SC, an operator need to find the
right placement of VNFs into the NFV nodes (VNF placement
process) in the physical network and chain them through a
physical path. Different SCs can share multiple VNFs and
different VNFs can be placed into the same physical NFV
node. As shown in Fig. 1, two SCs composed of different
VNFs have both as start point the physical node v; and as
end point the physical node vg. In addition, VNF1 is shared
among the two SCs and mapped to physical node v, which
shall be equipped with enough processing capacity to host
such VNF.

C. VNF model

Generally, a VNF is an abstracted object that performs
operations on input traffic. Each VNF has a processing capa-
bility which corresponds to the number of CPU Cores that are
assigned to the VM that host that VNF. Moreover, we assume
that each service corresponds to one SC modeled through a
simple line graph composed by a pair of start/end-points, a
set of virtual nodes representing the VNFs and a set of virtual
links chaining consecutive VNFs requests within the SC'. In
order to simplify the modeling, the concept of requests are
decoupled from the VINFs that compose the Service chains.
In other words, as shown in Fig. 1 (phase 1 and 2), a SC is
considered as a chain of VNF requests. In order to deploy
SCs in the network, VNF instances are mapped to NFV nodes
(phase 1) and successively, VNF requests are mapped to those
NFV nodes that hosts the requested VNFs (phase 2). The same
apply for the mapping of end-points, which we assume have
fixed location,known a priori, and that they cannot host VNFs.
Furthermore, we assume the each SC serves aggregated traffic
of a set of users requesting a specific service from a specific
physical location

IV. RESILIENT DESIGN PROTECTION SCHEMES

One important aspect for network operators is to guarantee
service continuity in case of failures. To achieve such objec-

'We use the term virtual node to indicate the start/end point and the VNFs
composing the SC and refer to to the segment used to chain two consecutive
VNFs within the same SC as virtual link.
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tive, resiliency must be taken into account in the design phase.
This means deploying redundancy VNFs instances, which
are kept in standby mode and activated upon the occurrence
of a node or link failure that comprises the service of the
primary VNFs. The redundancy schemes depend on the type of
failures. In this section we present the three protection schemes
proposed in this work. The redundancy approaches are divided
in the following two categories:

a) On-Site Redundancy: Critical VNFs supporting criti-
cal services and customers require fast switchover to backup
VNFs in order to ensure availability. In order to ensure latency
expectation, backup VNFs need to be instantiated on-site
(i.e., Centralized Redundancy). Critical VNFs may necessitate
a 1+1 level of redundancy while less critical function can
tolerate a 1:1 redundancy. The main benefits from a centralized
redundancy is to reduce switchover time, which allow to
speed up the recovery process, and reduce the amount of
VNF internal state information that need to be transfered from
primary to backup VNFs. Note that this approach does not
provide resiliency against node failures, since primary and
backup VNFs share the same physical location.

b) Off-Site Redundancy: A off-site redundancy architec-
ture involves having redundant VNFs placed in (hot or cold)
standby mode in selected remote locations or NFVI nodes in
the network operator’s serving region. The intent is to instanti-
ate them when there are failed VNFs in many NFVI-Points-of-

Presence (NFVI-PoP). Moreover, this approach can guarantee
resiliency against link and node failures since backup VNFs do
not share the same physical locations as primary VNFs. Hence,
based on the service criticalness and the resiliency guarantees
targeted the operator can choose between an on-site or an off-
site redundancy approach [17].

In this work we propose three resiliency protection schemes.
The first consists of an end-to-end protection of the entire SC.
The idea behind such design is to have a SC that is resilient
against single-link and single-node failures. To achieve such
goal a primary SC is embedded in the physical network to
support the related service in normal conditions and it is
protected through a backup SC which has its VNFs embedded
in different physical locations. The physical paths used to
chain primary and backup VNFs must be node disjoint. Fig.
2(b) shows an example of such protection scheme, where a
the SC illustrated in Fig. 2(a), composed fo four VNFs, is to
embedded into the physical network. This protection scheme
can be considered as an Off-site redundancy strategy since all
backup VNFs are instantiated in different locations from where
the primary ones are hosted. In this case, both redundancy
strategies 1+1 and 1:1 are possible, depending on the service
latency requirement and operators’ design objective in terms
of resource utilization. Note that both primary and backup
physical paths resulting from the embedding must meet the
latency requirement of the service. We refer to this protection
strategy as End-to-end protection (E2E-P).

The second protection scheme can be considered as an On-
site redundancy protection scheme, with the objective to pro-
tect the virtual links used to concatenate the VNFs of a certain
SC. Hence, providing resiliency against physical link failures.
Each virtual link of the SCs is embedded through two physical
paths, one primary path and one backup path, which must not
share any physical link, while different primary/backup virtual
links of the same SC can share common physical links. An
example of such scenario is shown in Fig. 2(c). We refer to
this protection scheme as Virtual-link protection (VI-P).

Finally, the last protection scheme provides resiliency
against single-node failure. Each VNF composing the SC is
instantiated in two disjoint physical locations, whereas the
physical paths used to concatenate the primary and backup
VNFs might share physical links. This protection scheme
suits operators’ need when failures occur in nodes with
higher probability with respect to links. An example of this
scenario is shown in Fig. 2(d). We refer to this scenario as
Virtual-node protection (Vn-P).

V. PROBLEM STATEMENT
A. Modeling the physical topology

We model the physical network as a directed graph G =
(V, E) where V represents the set of physical nodes v € V,
which can host VNFs or act as forwarding nodes, while £
represents the set of physical links (v,v’) € E which model
high-capacity fiber links. Each physical link is associated
with a latency contribution due to signal transmission and
propagation, denoted with A\(v,v’) and a bandwidth capacity



B(v,v") . The physical nodes equipped with COTS hardware
are reffered as NFV nodes and can have different amount of
processing capacity in terms of number of Virtual machine
that they can host. Finally, we consider a processing-related
latency w(v) : v € V, introduced by NFV nodes. This latency
contribution is proportional to the number of SCs sharing the
same VNF, hence, if a VNF is shared among a high number
of SCs, the context switching latency would impact more the
total latency.

B. VNF and service chains Modeling

Generally, a VNF is an abstracted object that performs
operations on input traffic. Each VNF f € F' has a processing
capability which corresponds to the number of CPU Cores that
are assigned to the VM that host the VNF f. We assume that
a VNF shared among different SCs must run on a VM with
enough capacity in terms of CPUs and that each VNF require
one CPU core of the VM.

Moreover, we assume that each service corresponds to one SC
modeled through a simple line graph S¢ = (E°UU°G°) where
E° is the set of end-points of the SC, U€ is the set of VNF
requests u, while G€ is the set of virtual links (u,w’) chaining
requests v and u’ € U®. In order to simplify the modeling the
concept of requests are decoupled from the actual network
functions that compose the Service chains. In other words
VNFs are mapped to requests through a mapping parameter
v< that specify the network function f € F' requested by
request v € U, while requests are mapped to physical nodes
through a decision variable. The same apply for the mapping
of end-points, which we assume are fixed location and known a
priori. Furthermore, we assume the each SC serve a set of users
requesting a specific service from a specific physical location,
and that each virtual link composing the SC is characterized
by a bandwidth requirement y(u,u’) : u,u’ € U c € C.
In addition, each SC is associated with a maximum tolerated

latency, referred to as ¢(c) : ¢ € C.
TABLE I
PARAMETERS DESCRIPTION FOR THE ILP MODEL

Parameter Domain Description
Physical start/end point
e c€Cuels wh};re u is mappecli) for SC ¢
Y& ceC Network function requests u for SC c,
u € G°¢ ve € F
Bovr (v,v)eFE Bandwidth capacity of physical link
(v,v")
Ayo! (v,v) €EE Latency of physical link (v,v")
wy €K veV contest switching latency of node v.
TS EF ce C,ueU° | VNF f requested by request u in the SC
c
P° ceC Maximum tolerated latency for SC ¢
Nreq(f) fer Maximum number of requests of different
SCs that VNF f can handle
Ny (v) veV Maximum number of virtual machines
that node v can host
M Big-M parameter

C. ILP models

We now formulate the ILP models for resilient placement of
VNFs. In Table I and Table II we summarize the parameters
and the variables used. Given a physical topology, a set of SCs

TABLE II
VARIABLES DESCRIPTION FOR THE ILP MODELS
Variable Domain Description
C
M0 €{0,1} ¢ € C,u € | Binary variable equal to 1
UveV iff the primary VNF request
u of SC ¢ is mapped to
physical node v
C
e €{0,1} ¢ € C,u € | Binary variable equal to 1
UcveV iff the backup VNF request
u of SC ¢ is mapped to
physical node v
x:},u’,z,y,u,u’ €| ceC, (v,0) e Binary Variz.lble 'equal to 1
{0,1 E,x € V,y € | iff the physical link (v,v")
V, (u,u’) € G¢ | belongs to the path between
nodes = and y where pri-
mary VNFs requests u and
u’ for SC ¢ are mapped,
otherwise, 0
- , 0,1 . .
Yo, @ yuu © {01} c€ C,(v,v') € | Binary variable equal to 1

E,xz e Viy €
V, (u,u’) € G¢

iff the physical link (v,v’)
belongs to the path between
z and y where backup
VNFs requests u and u’ for
SC c are mapped, otherwise

ifo €{0,1} feFveV Binary variable equal to 1
iff VNF f is hosted by

physical node v otherwise 0

ay € {0, 1} veV Binary variable equal to 1
iff node v hosts at least one

VNE.

to be deployed in the network, we want to find the optimal
placement of VNFs such that:

e The number of VNF nodes is minimized.

o Latency requirements of SCs are met.

« Resiliency is achieved according to the goals of the above
mentioned scenarios (see Fig. 2 of section IV).

Objective function

Minimize y _ a, (1)
veV

We consider three types of constraints to solve this problems,
namely: Placement constraint, routing constraints and perfor-
mance constraints. Due to space limitation we show only the
constraints for the E2E-P protection scenario and give a brief
description of what differs in the other two scenarios, VI-P
and Vn-P.

Placement constraints

Constraints (2a) and (2b) force each primary/backup VNF to
be mapped to one single node. Equations 2c¢) and (2d state
that a corresponding VNF f is mapped to physical node v
only if there is a primary/backup VNF request. Constraint (2¢)
enforces that primary and backup VNF request w cannot be
mapped to the same node (node disjointness).
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Routing constraints

Constraints (3a) [(3b)] ensure that a physical link (v,v’) can
belong to a path between two nodes x and y for a virtual
link (u,u’) of the SC ¢ only if two consecutive primary
[backup] VNF requests u and u’ are mapped to these nodes,
respectively. Note that equations (3a)-(4d) contain products of
binary variables that we linearize in order to solve the ILP
models.

¢ <
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links belong to the physical path. While constraints (6¢) [(6d)]
avoid the use of multiple incoming [outgoing] links of the
intermediate node.
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whether part of the primary physical path or in the backup
physical path used for the embedding of all VNF request of

Vee O, (v,v') € Bya,y €V, (u,u) € G @ .

Equations (4a)-(4b) [(4c)-(4d)] are source and destinations
constraints for primary and backup VNF requests, respectively.
They ensure that a virtual link starts in node  where primary
[backup] start-point request u of SC ¢ is mapped, and that the
virtual link end in node y where primary [backup] end-point
requests u’ of SC ¢ is mapped.

Z(z,u)EE:x,yEV w;,v,m,y,u,u"mz,z : mZ’,y =1 (4a)
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c c c
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During the mapping of primary/backup VNF requests on a
physical path between z and y incoming links for the node z
are not considered, constraint (5a), and no outgoing link for
node y is considered (constraint (5b)
Z wf},x,x,y,u,u’ = Z
(v,x)EEWEV (v,z)EEWEV
VeeCixeViyeV ix#vy, (uu) e G
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Constraints (6a)-(6d) are transit constraints for primary/backup
VNF requests. In particular, constraints (6a) and (6b) ensure
that for any intermediate node w within the physical path
between z and y, if one of the incoming links belong to the
primary/backup physical path, then also one of its outgoing
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Constraints (8a)-(8b) select the active NFV nodes. A node is
considered active if it hosts at least one single VNF. Constraint
(8c) ensures that link capacity is not exceeded, whereas con-
straints (8d) and (8e) compute the context switching latency
contribution oy, and o, for primary and backup embedding of
SC ¢, respectively. The maximum latency of primary/backup
embedding of SC c are constrained in (8f)-(8g). Finally, the
maximum number of VMs that node v can host is bounded
by (8h), and the number of parallel requests that a given VNF
can serve is constrained in (8i).

D. Modeling other scenarios

With respect to the E2E-P, in the VI-P we must ensure
that the primary and backup physical path used to map a
certain virtual link of a SC do not share any physical link.
and no node disjointness constraint is required. Here the link
disjointness is applied considering only one single virtual link
at the time. Finally, for the Vn-P scenario, only the node
disjointness constraint apply and no disjointness constraints
between primary/backup physical paths are needed since they
can use the same physical links.

E. Problem complexity

The total number of variables and constraints of the E2E-P
optimization problems can be calculated using the following
formulas:

Nuars = [V]-(2-|C|[U°| +2- |C||E||V]|G°| + |F| + 1) (9)

Nconst = |C| : (2 : |UC| + |UCHV| +2- |EHGC||V|2+
4G+ V2 +4- VPG| + |V E| + 49+ (10)
3-VI-(JF|+1) + |E|

In both equations we observe that the dominant term for
variables and constraints is 2 - |E||G¢||V|?. Thus, the problem
complexity, for all proposed protection scenarios, given by the
sum of the number of variables and number of constraints is
in the order of O(|G¢| - |E| - |C| - [V |?).

VI. CASE STUDY AND RESULTS

In this section we present and discuss the results of the
ILP models shown in section V. To solve the ILP problems
CPLEX 12.6.1.0 installed on hardware platform equipped with
8 x 2 GHz processor and 8 Gb of RAM. In order to evaluate
the impact of latency requirements on the protection scenarios
we investigated the embedding of two types of services chains:
The first one with stringent latency requirement (On-line Gam-
ing) and second one with non stringent latency requirements
(Web Service). The maximum end-to-end tolerated latency for
these services has be set to 500 ms for Web-service and 60 ms
for Online-Gaming [11]. Table III shows the VNFs composing
both SCs, their bandwidth requirements and maximum allowed
latency. Due to the hardness of the optimization problem, we
considered only two SCs in each optimization run and solved
the ILP models for two homogeneous cases, when 2 SCs
of the same type are embedded in the network, and for one
heterogeneous case, when the two SC types are embedded in

the network. As physical topology we considered the NSFNET
network (14 nodes and 22 bidirectional links). In addition, we
assume that all the physical nodes are NFV nodes and can
act as start/end points of SCs. Each NFV node is assumed to
have the same capacity in terms of VMs they can accomodate.
We set the context switching delay to 4 ms per VNF and
assume that link capacity is 1 Gbps (i.e., link capacity is not
a strict constraint). Moreover, we assume that the bandwidth
requirements of virtual links chaining VNFs is the same for
the whole SC (i.e, data rate do not change at the output of
the VNFs). These results were obtained averaging the results
of 10 instances, for each value of nodes capacity and each
protection scenario, considering different pairs of start/end
points at each instance. Fig. 3(a), Fig. 3(b) and Fig. 3(c)
show the average number of active nodes needed to support of
the proposed protection scenarios for different values of node
capacity (number of VMs that a node can host).

TABLE III
PERFORMANCE REQUIREMENTS FOR THE SERVICE CHAINS

Service Chain
Web-Service
Online-Gaming

Chained VNFs Jéj be
NAT-FW-TM-WOC-IDPS 100 kbit/s | 500 ms
NAT-FW-VOC-WOC-IDPS | 50 kbit/s 60 ms

NAT: Network Address Translator, FW: Firewall, TM:Traffic Monitor,
WOC: WAN Optimization Controller, IDPS: Intrusion Detection Prevention
System, VOC: Video Optimization Controller

A. Impact of latency

Fig. 3(a) presents the number of active nodes for the less
stringent SC in terms of latency (Web-Service). We observe
that all protection scenarios are possible and that the VI-P
scenario activates the same amount of Unprotected Scenario.
We note that a service with low requirements on latency can be
protected against single-link failures (VI-P) with no additional
NFV nodes with respect to the Unprotected case (baseline).
On the other hand, providing protection against both single-
link and single failure (E2E-P) requires the activation of twice
the amount of NFV nodes. In case of SCs with high latency
requirements, in Fig. 3(b), we observe that all scenarios lead
to infeasible solutions when only two VMs are allowed per
node, mainly due to the fact that distributing VNFs among high
number of nodes increases the latency of physical paths needed
to chain the VNFs and consequently violates the latency
constraint. We also observe that the unprotected scenario,
considered as baseline case, requires at least three VM per
VNF node to meet latency requirement. Different results were
obtained for the VI-P case which is infeasible independently
from node capacity. This means that the operator is constrained
to place backup VNFs “Off-site” to provide resiliency against
only single-link failures, when only latency critical SCs are
deployed. In this case, it is preferable to provide resiliency
against both node and link failures (E2E-P) rather than provide
protection against only node failures (Vn-P) since both sce-
narios activates the same number of NFV nodes independently
from node capacity. For the heterogeneous scenario shown
in Fig. 3(c), all protection scenarios are possible with at
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Fig. 3. Comparison of the proposed protection scenarios for different latency
requirements

least 2 VMs except from the VI-P scenario which is only
possible starting from 5 VMs. In terms of latency, it means
that deploying SCs with different latency requirements and
sharing VNFs between SCs can guarantee resiliency with a
small number of VMs, and consequently less failure impact
within NFV nodes. On the other hand, for Vn-P and E2E-P
protection scenarios, deploying the same SCs or different SCs
in terms of latency requirements does not impact resources in
terms of NFV nodes as similar results were obtained in both
homogeneous and heterogeneous cases starting from 3 VMs
per node, except from the case of On-line gaming SCs when
2 VMs are allowed per node.

B. Effect of node capacity

As can be seen from Fig. 3(a), 3(b) and 3(c), increasing
node capacity allows to decrease the number of NFV nodes
irrespectively from the type of SCs deployed. In general, we
observe that the number of active nodes is halved for all
protection scenarios, when increasing the number of VMs per
node from 2 to 5. Further increase of node capacity does
not impact the number of active nodes, which means that
VNF consolidation is limited by latency, as consolidating more
VNFs into less nodes would increase the impact of context
switching latency.
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Fig. 4. primary/backup path lengths with respect to node capacity.

C. Impact of node capacity on the average hop count

We analyzed the impact of node capacity on the aver-
age length of primary/backup physical paths of all proposed
protection strategies. In Fig.4 we show the primary/backup
paths lengths when 2 SCs with low requirements on latency
are deployed. These results were obtained by averaging the
paths lengths of 5 start/end point pairs randomly selected and
tested for all protection scenarios. We observe that at the
increasing of node capacity the length of the primary path
does not change significantly, for all protection strategies.
Different results are observable in case of backup primary
paths, where it is clear that increasing node capacity does not
mean reducing backup paths lengths. This is shown by the fact
that allowing more than 5 VMs per nodes does not reduce the



average backup path length, meaning that a trade-off between
consolidation of VNFs and link capacity exist.

VII. CONCLUSIONS

In this work we proposed three different protection strate-
gies to provide resilient SCs deployment against single-node,
single-link, single-node and single-link failures. We reported
the formulation of one of them through ILP, solved the ILP
models considering a small number of SCs with different
latency requirements, and found that a trade-off between node
capacity and latency of the deployed SCs. In our small-scale
scenario, we conclude that in order to provide resiliency to
SCs against single-link and single-node failures up to 107%
more NFV nodes are needed with respect to the unprotected
scenarios and the case where only single-link failures are
targeted. Future steps of this work aim at developing an
heuristic model to allow solving larger instances (large number
of SCs) in reasonable time. We also aim at extending the
proposed models with a shared protection scheme.
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