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Abstract

The existing clustering algorithms are either static or dynamic depending on the frequency of clustering. In static clustering, clusters are formed once, which reduces the clustering overhead but leads to early energy drain of a few nodes in the network. The network lifetime can be improved by dynamic clustering in which clusters are reformed after every round, which increases the clustering overhead. To optimize the parameters, including clustering overhead, network lifetime, energy hole, FND (first node dies) and LND (last node dies) in WSN, a hybrid unequal clustering with layering protocol (HUCL) is proposed. The HUCL is a hybrid of static and dynamic clustering approaches. In HUCL, the network is divided into layers and clusters of various sizes. The cluster heads are selected based on available energy, the distance to the sink and the number of neighbors. Once the cluster is formed, the same structure is maintained for a few rounds. The data are forwarded to the sink through a multi-hop layer-based communication with an in-network data compression algorithm. In comparison with the existing protocols, the HUCL balances energy and achieves a good distribution of clusters, extends the lifetime of the network and avoid the energy hole problem.

1. Introduction

Wireless sensor networks (WSNs) are highly distributed networks of small, lightweight, battery-embedded sensor nodes. WSNs are becoming increasingly attractive for numerous application areas, such as military reconnaissance, disaster management, security surveillance, habitat monitoring, health care and industrial automation [1]. Data collection from these networks may be periodic, query based or event based. In periodic data gathering, the sensor nodes sense the environment and transmit the sensed value to the sink at regular intervals; the routing strategy plays an important role in prolonging the network lifetime in these applications. The widely suggested routing techniques are distributed among different classes, including flat, hierarchical and location-based techniques. Many energy efficient solutions have been developed in each category of routing protocols. An approach that is likely to succeed is the use of a hierarchical structure [2].

Hierarchical organization of sensor networks leads to three different types of routing protocols based on how they communicate data to the sink, which are the cluster-based approach, chain-based approach and tree-based approach.
Applications that cover large sensor fields and need frequent data gathering should support data aggregation as a prime candidate for improving the lifetime of the network. Cluster-based configuration has achieved this with minimum overhead. In clustering schemes, sensor nodes are grouped into clusters, a node is selected as the cluster head (CH) and the other nodes are called cluster members (CMs) [3]. Each node in the cluster collects local data from the environment periodically and sends it to its cluster head. After receiving the data from all CMs, the CH aggregates them and transmits to the sink via direct single hop communication or through a multi-hop routing path. The existing clustering algorithms can be static or dynamic depending on the frequency of clustering. In dynamic algorithms, at each round, a new cluster head is elected and the clustering boundary is reconstructed, which increases the clustering overhead. In static algorithms, the cluster is formed once, which reduces the clustering overhead, but the cluster head is overloaded, decreasing the network lifetime.

In this work, a proposal for a hybrid unequal clustering with layering protocol (HUCL) is presented. The HUCL is a hybrid of static and dynamic clustering approaches. In HUCL, the network is divided into layers and precise numbers of cluster heads are selected depending on the nodes residual energy, number of neighbors and centrality among neighbors. Different sizes of clusters are formed locally depending on the distance from the sink.

The author’s contribution in this paper: Each round of data transmission is divided into major slots, and each major slot is divided into several mini-slots. 1. In each mini-slot, the CMs sense the environment and send the data to the CH; the CH aggregates and transmits the data to the sink through a multi-hop transmission chain. 2. In every major slot, the current CH selects a node as the new CH within the same cluster boundary depending on the energy. The current CH informs the new CH about its predecessor and successor in the data transmission path. 3. In each round, the clusters are reformed to avoid early drain of some nodes. 4. An in-network data compression algorithm is used to enhance the lifetime of the network. Thus, the proposed approach reduces the clustering overhead and improves the network lifetime.

The rest of the paper is organized as follows. Section 2 presents an overview of clustering in WSN. Section 3 presents earlier works on uneven clustering and compression. Section 4 explores the detailed description of the proposed HUCL algorithm. Section 5 analyses several properties of the HUCL. Section 6 gives the simulation results, and Section 7 concludes the work.

2. Clustering overview

In clustering, the sensor nodes in a WSN are divided into different virtual groups according to a set of rules. Under a cluster structure, sensor nodes may be assigned different functions, such as CH or CM [4]. A cluster head normally serves as a manager for its cluster and provides intra-cluster transmission schedules, collects the data from its members, performs data aggregation/fusion and forwards the aggregated data to the sink. The characteristics and advantages of clustering algorithms were discussed in previous articles [1,2,4–6]. In earlier studies [7,8,10], CH uses single hop communication to transfer the data to sink, but to increase the network lifetime, multi-hop communication has been used in recent years. However, the previous studies suffer from an important problem called the “hot spot” problem. The papers [10–18] address this issue with uneven size clusters. To minimize the clustering overhead of dynamic clustering, the papers [19–22] use a static clustering approach. However, in the static approach, the CHs should have higher power than its members; otherwise, the CH may drain quickly.

3. Related works

In recent years, many algorithms have been proposed in the area of energy-efficient clustering and routing for WSNs. The authors of [7] proposed a clustering protocol called LEACH for periodic data-gathering applications. LEACH is a dynamic, two phase protocol. CHs are distributed in the setup phase, and the CH directly transmits data to the sink in the steady phase. An energy-aware variant of LEACH is proposed in [8]; here the nodes with higher energy are more likely to become CHs. HEED [9] introduces cluster radius to define the transmission power used for intra-cluster broadcasting. The tentative cluster heads are elected based on residual energy, and final heads are selected according to the intra-cluster communication cost. HEED achieves fairly uniform distribution of cluster heads across the network. In EECS [10], unequal size clusters are formed based on the distance from the sink. EECS uses a cluster head competitive algorithm without message exchange iterations. Because it uses single hop inter-cluster communication, clusters farther from the sink have smaller sizes; thus, some energy is preserved for data transmission to the sink.

Soro and Heinzelman [11] examined an unequal clustering model for balancing the energy consumption of CHs in multi-hop sensor networks. They focused on a heterogeneous network where high power cluster heads were deployed at pre-computed locations. In this case, it was easy to control the actual sizes of the clusters. EEUC [12] is a distributed, unequal clustering algorithm that selects tentative cluster heads based on the residual energy of the nodes. The tentative cluster head has a competition radius determined based on the distance from sink. The tentative cluster heads competing to become the final cluster head. The algorithm forms more clusters near the sink. The inter-cluster communication is a multi-hop model; each CH selects another CH in the upward direction to transmit the data to the BS. In [13], Chen extended EEUC to mitigate the hot spot problem and introduced a novel unequal clustering protocol called UCR. The selection and rotation of CHs are based on residual energy. The model increases the network lifetime by decreasing the number of nodes in clusters with higher relay loads near the sink. In [14], the authors addressed the “isolation point” and the hot spot problems. Each node collects its neighbor information for computing the average energy and assigns the waiting time for each node based on residual energy. After the waiting time expires, the node itself assumed as the CH and sends the CH announcement message.
within its competition radius. For inter-cluster communication, it uses a multi-hop communication pattern. In [15], multihop routing protocol with unequal clustering (MRPUC) was proposed. A node is elected as a CH if it has the highest residual energy among all neighbor nodes. If a node fits into the radius of any CH, it can join as a member. MRPUC constructs an inter-cluster routing tree rooted at BS to save energy. The minimum cost node is considered as the parent node among all neighbors CHs. The hot spot problem is mitigated, but the number of control messages used is high. In [16], the unequal cluster versions of HEED were proposed as UHEED. The unequal size clusters are created based on the distance of the CH from the sink. The competition radius calculation is the same as EEUC; UHEED creates a smaller cluster closer to the sink. The authors of [17] proposed a grid based scheme for energy efficient data collection. It divides the network into grids with unequal sizes and implements CH rotation in each grid. The method balanced energy dissipation by setting proper sizes of grids to adjust the number of nodes that participate in CH rotation in different grids. In ECDC [18], the authors introduced the coverage importance (CI) metrics for area coverage and point coverage. They induced these metrics in the waiting time calculation and to find a data forwarding path to the sink to increase the network lifetime.

In [19], the authors proposed EEPC (energy-efficient protocol with static clustering), a static clustering based protocol, which eliminates the overhead of dynamic clustering and has high power sensor nodes for power consuming tasks to prolong the network lifetime. The Hausdorff clustering algorithm is a static clustering method, in which the Hausdorff distance between two node sets is used as the clustering metric [20]. It conducts cluster formation based on the minimum Hausdorff distance between nodes of the same cluster and between the nodes of neighboring clusters to ensure connectivity within the network. In [21], the authors proposed ERP-SCDS (energy-efficient routing protocol for wireless networks with static clustering and dynamic structure), which utilizes virtual points in a corona-based WSN, forming static clusters. The clustering process performed by virtual points around the sink. The location of the virtual points is calculated by the sink after receiving location information from all sensor nodes in the network. In [22], the authors proposed virtual concentric circle band clustering (VCCBC), which divides the sensing field into concentric circles. The node located exactly midway between two concentric circles is elected as the first round candidate CH. A back off timer is used for the final CH selection. The frequency and timing of the CH rotation process are determined by calculating the energy consumption for regular sensor nodes and CH nodes. The taxonomy of energy-efficient clustering protocols is given in Fig. 1.

Compression reduces the energy required for data transmission, but sensor nodes have limited memory and computation power. Therefore, the compression algorithm should require less computation. To meet these challenges, the authors of [23] developed the S-LZW compression algorithm. This algorithm effectively uses the sensor resources, but compression latency is high. In [24], the authors proposed a modified version of run-length encoding named RLE-ST. This method reduces the computation time, but compression ratio is poor. The authors of [25] proposed a routing algorithm with compression to reduce redundant data transmission.

To optimize the problem of clustering overhead in dynamic clustering and the coverage and energy hole problems of static clustering, HULC was proposed in this paper. The algorithm combines static and dynamic clustering and uses a simple compression algorithm to reduce redundant data transmission.

4. The proposed approach

This section describes the details of the HULC used to meet the requirements of current emerging applications of WSN.

4.1. Network model

A few assumptions are made about the sensor nodes and the network model:

1. There are ’N’ sensor nodes distributed randomly in an $M \times M$ field.
2. All nodes are homogeneous.
3. All nodes and the sink are stationary.
4. All nodes can adjust their transmission power according to the distance.
5. The sink is outside of the sensor field. It can be reached by all sensors and has sufficient energy.
6. CH can perform data aggregation and compression.

The radio model used in HULC is same as in LEACH. The energy consumed to transmit $l$-bit data a distance $d$ is,

$$ E_{Tx}(l, d) = \begin{cases} l \times E_{elec} + l \times \varepsilon_{fs} \times d^2, & d \leq dl_1 \\ l \times E_{elec} + l \times \varepsilon_{amp} \times d^4, & d > dl_1 \end{cases} \quad (1) $$

where $\varepsilon_{fs}$ is the energy consumed by a free space model, $\varepsilon_{amp}$ is the energy consumed by a multi-path amplifier circuit and $dl_1$ is the distance for layer 1. Therefore, the limitation is that the layer 1 CHs are the only nodes to transmit data to the sink directly. To receive the message, the expended energy is

$$ E_{Rx}(l) = l \times E_{elec} \quad (2) $$

In addition, the following assumptions are made: the energy spent by the node for sensing is $E_s$, and the CH spends $E_{agg}$ energy for performing data aggregation and $E_{com}$ for doing in-network data compression.
4.2. Protocol operation

After deployment, the nodes are grouped into layers based on the distance from the sink, and a unique id is assigned to all nodes according to layer. The sink broadcasts a HELLO message with a layer-id using the minimum power; the nodes that receive this message form layer-1 and calculate the distance from BS using the received signal strength. Then, the sink increases the power level and broadcasts the HELLO message again. This layering is used for only inter-cluster communication. The clusters are independent of the layers.

The whole operation of HULC is divided into rounds; each round has a setup phase and a data transmission phase. To reduce the overhead, the data transmission phase is divided into ‘M’ major slots, and each major slot contains ‘m’ mini slots. A mini slot is the actual data transmission, which covers the TDMA schedule distribution, data collection from sensors by CH, data aggregation by CH and transmitting data to the sink. Major slots perform CH rotation within the cluster boundary and handover the cluster members and the data forwarding path to the new CH. The overall operation of HUCL is given in Fig. 2.

The setup phase has five sub-phases: 1. Neighbor node discovery (NND), 2. Cluster head competition (CHC), 3. Cluster formation (CF), 4. Cluster optimization (CO), and 5. Constructing the data transmission path to the sink (PC).

4.3. Setup phase

In the setup phase, the network is divided into ‘k’ number of clusters. It has five sub-phases, as mentioned previously; each requires a specific amount of time to complete, $T_1$-$T_5$, respectively. The time taken to complete the cluster formation is $T (T = T_1 + T_2 + \cdots + T_5)$. After $T$, the actual data transmission starts. In neighbor node discovery, each node broadcasts the Neighbor_Msg within radio communication radius $R$. It also receives $t$ Neighbor_Msg from other nodes and updates its Neighbor_List. Each node calculates the random waiting time $T_w$ as

$$T_w(s_i) = \frac{E_{init}(s_i)}{E_{rem}(s_i)} \times \frac{1}{2|NL(s_i)|} \times T_2 \times R$$  \hfill (3)
where $E_{\text{init}}$ and $E_{\text{rem}}$ are the initial and residual energy of the node ‘$s_i$’. $\alpha$ denotes the number of times the node ‘$s_i$’ acts as a CH. $|\text{NL}(s_i)|$ is the number of neighbors for the node ‘$s_i$’. $R$ is a random number between 0.1 and 0.2. After $T_1$, the cluster head competition phase starts; each node ‘$s_i$’ waits for time $T_w(S_i)$ to receive the Head_Msg from other nodes. If no message is received then the node itself is assumed as the head and broadcasts the Head_Msg within its competition radius $R_c$. $R_c$ is calculated using,

$$R_c(s_i) = \left[ 1 - c \frac{d_{\text{max}} - d(s_i, BS)}{d_{\text{max}} - d_{\text{min}}} \right] R_{L_{\text{max}}}$$

where $R_{L_{\text{max}}}$ is the layer-dependent maximum competition radius, which is pre-determined during network initialization, and $d_{\text{max}}$ and $d_{\text{min}}$ are the maximum and minimum distance between the sink and nodes. $C$ is the weighting factor, which can take a value between 0 and 1.

Algorithm 1: Cluster setup (for each node ‘$i$’ in network $s[]$)

```
Begin
if $S[i].state = "CHP"$
exit
else
  $S[i].state = "node"
  Broadcast Neighbor_Msg;
  while (CT < $T_1$)
    Receive Neighbor_Msg
    update neighbor List $\text{NL}[\]$ 
  whileend

  $\mu = \text{rand}(0.1, 0.2)$
  Calculate $T_w = \frac{E_{\text{init}}}{E_{\text{rem}}} * 1/(\alpha * |\text{NL}|) * \mu$
  $t = T_1 + T_w$

  while (CT < $T_2$)
    if (CT > $T$)
      state = ‘CH’
      calculate the $R_c$
      broadcast Head_Msg
      receive Head_Msg from competition CH
      store in Head_List $\text{HL}[\]$ along with distance
    elseif (received Head_Msg from any neighbor)
      state = ‘CM’
      store ‘$s_i$’ in Head_List $\text{HL}[\]$ along with distance
    endwhile
  whileend

  while (CT < $T_2$)
    if state = CM
      select the nearest CH $s_j$ from HL[ ] list
      $s_i.head = s_j$
      send JoinCluster_Msg to $s_i$
    elseif state = CH
      Receive JoinCluster_Msg from CM
      store in CM[ ] List
    end
  endwhile

  while (CT < $T_4$)
    if state = CH and $|\text{CM}[\]| = 0$
      state = CM
      select the CH from HL[ ]
      send a JoinCluster_Msg
    end
  endwhile

  if state = CH
    Prepare and broadcast TDMA to members of CM []
    $\alpha = \alpha + 1$
    state = ‘CHP’
  end
End
```
When a node receives the Head_Msg, it updates the Head_List to find the nearest head. After $T_2$ expires, nodes find the nearest CH and send the JoinCluster_Msg. On receiving the JoinCluster_Msg, the CHs update their Member_List. After $T_3$ expires, the cluster optimization phase starts, in which member-less clusters (CH alone) and single member (CH + one node) clusters are removed and combine with nearest clusters. After cluster optimization, CH constructs the path for transmitting data to the sink. The time taken to complete the path is $T_5$. It is divided into two different components ($T_{51}$) for constructing the forward path through Route_Msg and ($T_{52}$) for Route_Reply. During this time, $T_5$ cluster members may be in a sleep state.

After cluster optimization, the layer 1 CH broadcasts the Route_Msg with its Node_ID. The layer 2 CH, which receives the Route_Msg, updates its ALL_PATH_List and sends its Route_Msg. This continues for all layers. After $T_{51}$ expires, each CH waits for a random amount of time depending on the layer and starts transmitting the Route_Reply_Msg to the nearest upper layer. On receiving the Route_Reply_Msg, the CH will update its F_PATH_List.

Algorithm 2: Data forwarding chain construction (for each CH Si in the Network)

```
Begin
  if node belongs to Layer 1
    relay ← BS
  else
    Calculate $TW_2 = T_5 \times 1/layerindex$
    While ($TW_2$ has not expired)
      Receive Route Message
      Update ALL_PATH_List
    while
    relay = ALL_PATH[0]
    for each CH $S_i$ in ALL_PATH_List
      if ($d(S_i, S_j) < d(S_i, relay)$)
        relay = $S_j$
    end
  for
  send the Route_Reply to node $S_{relay}$
End
```

4.4. Data transmission phase

After the setup phase, data transmission starts by preparing the TDMA schedule by CH and distributing to its members. CH collects the data from its members, aggregates it and transmits it to a higher layer CH. The higher layer CH receives the data from the other CH and checks whether the data are already compressed. If yes, it forwards the data to a higher order CH; otherwise, it performs in-network data compression and transmits the compressed data to the higher layer. The data packet size is assumed to be 900–1000 bytes. The header has a bit to indicate whether the data are already compressed. For compression, the simple 2-hop, in-network compression algorithm is used. The algorithm used for compression is given in Algorithm 3.
Algorithm 3. Data compression \((X_1, X_2)\)

// \(X\) – Aggregated data

Begin

if (compression_bit = 0)

\(\mu = \text{Tolerance threshold}\)

\(\lambda = \text{Maximum threshold}\)

if \((X_1 + \lambda > X_2 \text{ or } X_1 - \lambda < X_2)\)

exit

else

Compute \(\mu = X_1 + X_2/2;\)

for each value \(x_i\) in \(X\)

Compute \(\Delta = \sqrt{(\mu - x_i)^2}\)

If \((\Delta < \mu)\) data = \(X_1 + 0\)

\(x_i.\text{Compression_bit} = 1\)

elseif \((\Delta > \lambda)\)

\(x_i.\text{Compression_bit} = 0\)

else

data = \(X_1 + \lambda\)

\(x_i.\text{Compression_bit} = 1\)

endif

end

endif

end

4.5. Cluster head rotation and handover

During the last mini slot, the nodes send their remaining energy along with the sensed data. The CH selects the new CH based on the remaining energy and its distance from the current CH. The CH hands over the Member_List, ALL_PATH_List and F_PATH_List to the new CH, which directly sends the Route_Msg to the members of the ALL_PATH_List to find a new path.

5. Protocol analysis

Lemma 1. The control message complexity of a clustering algorithm is \(O(N)\), and it is reduced by at least the factor \((m \times M/2)\).

Proof. Assume there are \(N\) number of nodes, \(m\) mini slots, \(M\) major slots, \(r\) rounds, and \(l\) layers in the network. During layering, the sink broadcasts \(l\) layer messages. For cluster setup, ‘Neighbor_Msg’ and ‘k’ head messages are broadcasted, and \((N - k)\) Join_Cluster messages are transmitted. For cluster optimization, ‘x’ messages are needed, where \(0 \leq x \leq k\). The upper limit \(k\) is considered. For cluster setup, \(N + k + (N - k) + k\) messages are required.

For constructing the data transmission path, \(2k\) messages are needed, and for distributing the TDMA schedule, \(k\) control messages are broadcasted.

In all, \(N + k + (N - k) + k + 3k = 2N + 4k + l\) messages are required for sending data to the sink. The first major slot may have \(2N + 4k + mk + l\) control messages, where \(m\) is the number of mini slots. For CH rotation, a maximum \(2k\) control messages are needed. The total number of control messages for a round, which is equal to \(m\), and for \(M\) rounds in the existing algorithm is \(2N + 4k + mk + M2k\) messages +l message for layering.

The authors [12,14] proved that the total number of messages for each round is \(2N + 2k + x\), where \(x\) varies from 0 to the number of tentative CHs, depending on the algorithm.

5.1. Numerical example

Consider the example of 100 nodes, 500 rounds and 10 clusters.

5.1.1. Existing approach

Assume \(x\) as 0. The number of control messages per round = \(2N + 2k\). For \(r\) rounds, \(r\times(2N + 2k)\), that is, for 500 rounds, 100 nodes \((N)\) and 10 clusters \((k)\), it is 111,000.

5.1.2. Proposed approach

Consider 5 minislot \((m)\), 4 majorslot \((M)\), 500 rounds are considered as \(500/m \times M = 25\) rounds, and the number of control messages for \(r\) rounds = \(r/(m + M) = (2N + 4k + mk + M2k) + l = 9254\) messages, which is less than 10,000. For the average of
500 rounds, 100,000 control messages are reduced. Consider a control packet size of 150 bytes and a data packet size of 1000. Form the saved 100,000 control packets of energy, approximately 5000 data packets can be transmitted, which increases the network lifetime.

**Lemma 1.** shows that the control messages are very low compared to the existing approaches. The reduction factor is \( m = M/2 \). This increases the network lifetime significantly. A proper value of \( m \) leads to better improvement in lifetime.

**Lemma 2.** There is no possibility of having two CHs if one node is in the competition radius of the other node.

**Proof.** Eq. (3) ensures that different nodes have different waiting times. If the node \( s_i \) has a shorter waiting time and broadcasts the Head_Msg within radio range ‘Rci’, then all of the nodes within this range become CMs. Therefore, there is no more than one CH in the range of any CH with radius ‘Rci’.

The protocol uses the CSMA MAC during the exchange of messages. During cluster formation, if the node is the CH of the last round, then it can be in the sleep state for the entire T2 duration. During the slot T5, the cluster members are in the sleep state to save energy. During the data transmission phase, the nodes may wake only at their allotted time slot. Other nodes may be in the sleep state. In each phase of cluster setup, an appropriate time interval should be chosen for proper operation of the algorithm. The protocol also requires time synchronization among the sensors. An assumption is made that all sensors are synchronized and start each phase at the same time. The performance is also controlled by the values of \( c \) and \( RL_{max} \) in Eq. (4). In addition to the theoretical control overhead, the sink has to send beacon frames for synchronization.

### 6. Simulation results and discussion

A simulation of the proposed approach was performed using MATLAB, and parameters, including network lifetime, cluster head distribution, FND, and LND, were analyzed. Error-free communication links and ideal MAC were assumed for the simulation. The parameters used for the simulation are given in Table 1.

The experiments were conducted for two scenarios, which are given in Fig. 3.

**Table 1** Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor field</td>
<td>100 m × 100 m</td>
</tr>
<tr>
<td>BS location</td>
<td>(150, 50)</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>100</td>
</tr>
<tr>
<td>Initial energy of nodes</td>
<td>2 J</td>
</tr>
<tr>
<td>Data packet size</td>
<td>1000 bytes</td>
</tr>
<tr>
<td>Packet header size</td>
<td>25 bytes</td>
</tr>
<tr>
<td>Control message size</td>
<td>50 bytes</td>
</tr>
<tr>
<td>( RL_{max} )</td>
<td>10–60 m</td>
</tr>
<tr>
<td>( E_{elec} )</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>( E_{fs} )</td>
<td>10 pJ/(bit m²)</td>
</tr>
<tr>
<td>( E_{amp} )</td>
<td>0.0013 pJ/(bit m⁴)</td>
</tr>
<tr>
<td>( E_{agg} )</td>
<td>5 nJ/(bit signal)</td>
</tr>
<tr>
<td>( E_{com} )</td>
<td>2 nJ/(bit signal)</td>
</tr>
<tr>
<td>( E_{S} )</td>
<td>0.5 nJ/(bit signal)</td>
</tr>
</tbody>
</table>

![Fig. 3. Simulation scenarios.](image-url)
For cluster formation, Eq. (4) has a layer-dependent maximum competition radius $R_{L_{\text{max}}}$. For Layer 2 and 3, it is 1.5 times greater than Layer 1 ($R_{L_{\text{max}}}^2 = R_{L_{\text{max}}}^3 = 1.25 \times R_{L_{\text{max}}}^1$). For Layer 4, it is 1.75 times greater, $R_{L_{\text{max}}}^4 = 1.75 \times R_{L_{\text{max}}}^1$. For the simulation, $R_{L_{\text{max}}}^1$ is considered as $20 \leq R_{L_{\text{max}}}^1 \geq 50$. $R_{L_{\text{max}}}^1$ has an impact on the cluster head distribution. The parameter that affects the competition radius of nodes, as per Eq. (4), is $C$, which can take values between 0 and 1.

The effect of $C$ during cluster setup is given in Fig. 4. $C = 0.6$ gives a normal distribution of CHs. For the simulation, $C$ is considered as 0.5. Fig. 5 shows the cluster formed for multiple runs of scenario 1 and scenario 2. On average, 10–12 clusters were formed in each round during the simulation. Sensor nodes spent much of their energy for transmission rather than sensing or processing. The theoretical analysis proved the hybrid scheme reduces the number of control messages. To balance the load among intra-cluster and inter-cluster communication, nodes closer to the sink have smaller size clusters; thus, less energy is spent for intra-cluster communication, which preserves energy for inter-cluster communication.

Next, the energy efficiency of the proposed protocol was analyzed by determining the rounds at which the first node dies and last node dies. The hybrid scheme combines static and dynamic cluster formation in the form of mini and
major slot. Selecting the number of mini-slots ‘m’ and major-slots ‘M’ has a high impact on the network lifetime. Fig. 6 shows the lifetime of the network for scenario 2 on different values of ‘m’ and ‘M’. For the simulation, m is 5 and M is 4.

In practical applications, sensors are distributed randomly; the clustering protocol should extend the lifetime in uniform and non-uniform scenarios. Fig. 7 shows the lifetime of a network when using compression. The result demonstrates that the hybrid approach works equally for both scenarios, and it uses 2-hop compression. The compression improves the network lifetime by 8%. During compression, CHs spend little energy, but compression reduces the inter-cluster communication cost, thereby extending the lifetime. Fig. 8 shows the lifetime of network without compression.

Fig. 7. Network with compression.

Fig. 8. Network lifetime without compression.

Fig. 9. Successful packet delivery.
In periodic data collection, sensor nodes sense the environment and update the sink with the latest information. The number of such successful transfers is considered an important measure for the routing algorithm. Fig. 9 shows the percentage of successful packets delivered to the sink over the number of active nodes. HUCL achieves 100% success even after 50% of the nodes died.

Apart from the variables of routing algorithms, many factors, such as the position of the sink and the number of clusters, affect the performance of the protocol. One example is given in Fig. 10, which presents how the sink location affects the

Fig. 10. Network lifetime in uniform distribution at different sink position.

Fig. 11. Network lifetime in non-uniform distribution.

Fig. 12. Network lifetime in uniform distribution.
network lifetime for a uniform node deployment scenario. Fig 10 shows that if the sink is placed at the center of the monitoring area, the lifetime of the network can be improved. However, in many real time applications, the sink is placed far from the monitoring area.

The energy efficiency of the proposed protocol was compared with existing algorithms, including LEACH UCR, UHEED, EADUC and ECDC. UCR, UHEED and EADUC use similar inter-cluster communication methods. EADUC addresses homogeneous and heterogeneous environments. For the comparison, only a homogenous environment is considered. Similarly, for ECDC, only the area coverage problem is considered. In UHEED, the authors concluded that their approach yielded better performance when \( C = 0.8 \) in the competition radius calculation. The same value is kept for UHEED. Fig. 11 shows the number of surviving nodes in each round in the non-uniform sensor distribution scenario. Fig. 12 shows the number of surviving nodes in each round in the uniform sensor distribution scenario.

7. Conclusion

Even though clustering is an effective technique for periodic data collection from WSNs, clustering parameters and frequency of clustering should be chosen optimally for reducing the clustering overhead. Previous studies exploit either static or dynamic clustering but here hybrid unequal clustering algorithm was proposed to enhance the network lifetime. The proposed algorithm divides the data transmission phase into mini slots and major slots, each major slots uses static clustering with cluster head rotation. Dynamic clustering is performed after completing all the major slots. Through theoretical analysis, it is proved that the proposed hybrid approach reduces the clustering overhead to a great extent compared to other dynamic clustering techniques. The simulation results show that the hybrid approach extends the network lifetime and ensures the uniformity of energy consumption in the network which mitigates the energy hole problem. The network lifetime was enhanced by 67%, 33%, 32%, 24% and 9%, respectively, compared to LEACH, UCR, UHEED, EADUC and ECDC. The proposed work uses simple compression algorithm which also improves lifetime by 2% without using complex algorithm. This work considers only a simple compression algorithm, irrespective of the local information of the node. In the future, the focus will be on extending the lifetime of the network by eliminating redundant data through a compression algorithm that considers the local and global state of the network.
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