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Abstract

This paper introduces a grammar-based model for developing a multi-thread multi-frontal parallel direct solver for one-dimensional isogeometric finite element method. The model includes the integration of B-splines for construction of the element local matrices and the multi-frontal solver algorithm. The integration and the solver algorithm are partitioned into basic indivisible tasks, namely the grammar productions, that can be executed sequentially. The partial order of execution of the basic tasks is analyzed to provide the scheduling for the execution of the concurrent integration and multi-frontal solver algorithm. This graph grammar analysis allows for optimal concurrent execution of all tasks. The model has been implemented and tested on NVIDIA CUDA GPU, delivering logarithmic execution time for linear, quadratic, cubic and higher order B-splines. Thus, the CUDA implementation delivers the optimal performance predicted by our graph grammar analysis. We utilize the solver for multiple right hand sides related to the solution of non-stationary or inverse problems.
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1. Introduction

The classical higher order finite element method \cite{5, 6} delivers higher order polynomials, but the global continuity is only $C^0$ between particular mesh elements. The isogeometric finite element method utilizes the B-splines as basis functions, and thus it delivers $C^k$ global continuity \cite{4}.

The multi-frontal solver is the state-of-the-art algorithm for solving linear systems of equations \cite{8, 12}, and it is a generalization of the frontal solver algorithm \cite{14, 7}.

The parallelization of the multi-frontal direct solver may target the distributed memory, shared memory or hybrid architectures. The distributed memory parallelization requires either partitioning of the computational domain into sub-domains with overlapping or non-overlapping sub-domains \cite{19, 20}, redistribution of the global matrix \cite{13}, or redistribution of the elimination tree into processors \cite{16, 17, 18}.

Shared memory parallel multi-frontal solvers are designed to store the entire matrix in the shared memory and to perform the matrix operations concurrently. Some examples of the shared memory direct solver are \cite{9, 10, 11}. The matrix is partitioned there into blocks and the operations are performed concurrently over each block. The main disadvantage of this method is that the parallelization is performed based on the analysis of the structure of
the matrix, while we claim that the better performance can be obtained by performing the parallelization based on
the analysis of the elimination tree, which is the subject of this paper.

We target our solver into GPU, which is a hybrid architecture. We tested our implementation on NVIDIA
Tesla C2070 with 6GB memory and total 448 CUDA cores.

The parallel multi-frontal solver has been implemented for $C^0$ two dimensional $hp$-finite element method [16].
For one dimensional regular mesh, the construction of the assembly tree is straightforward, since it is just a binary
tree with element matrices at leaf nodes.

In this paper we present the generalization of the grammar based solver for one dimensional finite difference
simulation [15]. The graph grammar model allows us to investigate if concurrency is hidden within the algorithm.
It is done by analyzing the partial order of execution of the grammar productions, and identification of sets of
productions that can be executed concurrently [18].

In this paper we generalize the idea into one dimensional B-spline-based finite element method, delivering $C^k$
global continuity of the solution. The methodology derived here implies logarithmic execution time of the parallel
multi-frontal solver algorithm. The methodology has been implemented and tested on NVIDIA CUDA GPU,
providing logarithmic execution time for linear, quadratic, cubic and higher order B-splines. The performance of
this algorithmic implementation is in line with our complexity estimates.

The solver is designed for solution of the problems with multiple right hand sides, where all the right hand
sides are not known at the beginning, they are rather computed on fly. The applications of such the solver involve
solution of non-stationary problems with constant material data, where the boundary conditions are incorporated
at the root node of the elimination tree, enabling for re-utilization of LU factorizations from previous time step.
Another application is the solution of an inverse problem, where we have a sequence of several right hand sides.
For a detailed description of the model Laplace problem and B-spline based finite element method please refer to
[21].

2. Isogeometric multi-frontal solver expressed by graph grammar productions

Graph grammar productions presented in this section represent all the basic tasks that are needed to solve
1D differential equation using the isogeometric finite element method and parallel multifrontal solver for a linear
system of equations.

![Fig. 1. Initial production for generation of elimination tree](image)

2.1. Generation of elimination tree

Set of $(G)$ productions is responsible for a generation of the elimination tree. The computational domain is
partitioned into finite elements by applying:

- $(G_{first})$ - a starting production which generates root of the elimination tree and two A nodes, each containing
  a direction attribute indicating its position in the domain. Here each of A nodes represents half of the domain.
  See figure 1
- $(G_{left}), (G)$ and $(G)_{right}$ - intermediate productions splitting each domain part into 2 new parts. Direction
  attributes propagate during the generation as shown in the figure 2.
- $(G_{last})_p$ - at the leaves level this is the production which produces final domain partitioning. It also has
direction attributes. Moreover $G_{last}$ production differs depending on B-spline degree ($p$) used for computa-
tions. As shown in the figure 3 the production $(G_{last})_p$ generates $p + 1$ final nodes. $(G_{last})_1$ is used for linear
B-splines, $(G_{last})_2$ for quadratic, etc.
2.2. Generation of local stiffness matrices

After applying productions \((G)\) the computational domain \(\Omega = [0, 1]\) is partitioned into \(N\) finite elements \(\Omega = \cup_{k=1,...,N}[x_k, x_{k+1}] = \cup_{k=1,...,N}\left(\frac{k-1}{N}, \frac{k}{N}\right]\). Now it is time to assemble local to element stiffness matrices and force vectors. These matrices will be also frontal matrices for multifrontal solver. Each frontal matrix is generated by computing the value of \(b(N_{j,k,p}(x), N_{i,p}(x))\) for B-splines defined over the element \(e_k\). Size of the frontal matrix depends on B-spline basis degree:

- For linear B-splines \((p = 1)\), there are two basis functions \(N_{k,1}\) and \(N_{k+1,1}\) with support over an element \(e_k\). This means that element frontal matrix size is \(2 \times 2 = 4\) entries, as it is illustrated formula 1 below.

\[
\begin{bmatrix}
  b(N_{k,1}(x), N_{k,1}(x)) & b(N_{k,1}(x), N_{k+1,1}(x)) \\
  b(N_{k+1,1}(x), N_{k,1}(x)) & b(N_{k+1,1}(x), N_{k+1,1}(x))
\end{bmatrix}
\] (1)

- For quadratic B-splines, \(p = 2\), there are three functions: \(N_{k,2}, N_{k+1,2}\) and \(N_{k+2,2}\) with support over an element \(e_k\). The element frontal matrix has \(3 \times 3 = 9\) entries, see formula 2 below.

\[
\begin{bmatrix}
  b(N_{k,2}(x), N_{k,2}(x)) & b(N_{k,2}(x), N_{k+1,2}(x)) & b(N_{k,2}(x), N_{k+2,2}(x)) \\
  b(N_{k+1,2}(x), N_{k,2}(x)) & b(N_{k+1,2}(x), N_{k+1,2}(x)) & b(N_{k+1,2}(x), N_{k+2,2}(x)) \\
  b(N_{k+2,2}(x), N_{k,2}(x)) & b(N_{k+2,2}(x), N_{k+1,2}(x)) & b(N_{k+2,2}(x), N_{k+2,2}(x))
\end{bmatrix}
\] (2)

- Generally, for B-splines of degree \(p\) there is \(p+1\) functions with support over element \(e_k\), denoted \(N_{k,p}, ..., N_{k+p,p}\) and the element frontal matrix has \((p + 1)^2\) entries.

Productions \((A_k)_p\) are responsible for generation of local frontal matrices (LFM). They generate stiffness matrix and force vector for element \(e_k\) when B-splines of degree \(p\) are used (figure 4).

2.3. Merging of local stiffness matrices

Local stiffness matrices are also frontal matrices for the multifrontal solver. Productions \((M)\) are responsible for merging the frontal matrices at defined level of the elimination tree. There are two types of this merge:

- \((M_{first})_p\) - a production for the initial merge depending on B-spline degree \(p\). This is merging at leaf level of elimination tree - \(p + 1\) matrices are merged for B-spline of degree \(p\). Note that at leaf level \(p + 1\) consecutive frontal matrices have only one common degree of freedom. See example for \((M_{first})_1\) on figure 5.
• \( (M)_p \) - a production for merging up to the root of elimination tree. This production always merges 2 nodes representing consecutive parts of the domain. However, depending on B-spline degree there is a different number of rows and a different number of common degrees of freedom. For B-spline of degree \( p \) there are matrices of size \( 2^p \times 2^p \) with \( 2^p \) common degrees of freedom. See figure 6.

2.4. Elimination of fully assembled rows

Productions \( (E) \) are responsible for eliminating fully assembled rows from merged frontal matrices (MFM). After eliminating fully assembled row(s) with Gaussian elimination, obtained Schur complement becomes new intermediate local frontal matrix (ILFM) ready for merging at the next level of the elimination tree. There are two different types of this elimination that can be distinguished:

• \( (E_{\text{first}})_p \) - a production for eliminating exactly one fully assembled row obtained after the initial merge \( (M_{\text{first}})_p \). Depending on the degree \( p \) of a B-spline basis used in FEM the row length is different. It is exactly \( 2^p + 1 \). See the example for \( (E_{\text{first}})_1 \) on the figure 7.
• \( (E)_p \) - a production for eliminating fully assembled rows at intermediate levels of the elimination tree. For B-spline of degree \( p \) it eliminates exactly \( p \) rows. Each row length is exactly \( 3^p \). See the example for \( (E)_1 \) on the figure 8.
2.5. Root problem

After last two frontal matrices are merged there is a system of equations where all degrees of freedom are fully assembled. This is called the root problem and a production responsible for this is \( (R)_p \). This system is again solved by the Gaussian elimination. Coefficients obtained from the solution of this system are also part of the final solution to the DE. They are respectively \( u_1, \ldots, u_p, u_{N/2+p}, \ldots, u_{N+p} \). Having them it is possible to obtain the final solution of FEM by recursive backward substitutions. The figure 9 represents an example \( (R)_1 \) production for linear B-splines.

2.6. Backward substitution

Productions \( (B) \) are responsible for the recursive backward substitution. They work analogically to building elimination tree by productions \( (G) \). At this point each ILFM node contains \( p \) fully assembled rows which need \( 2p \) coefficients to be solved (to obtain new coefficients for those fully assembled degrees of freedom). At the leaf level there are nodes that contain exactly one row which also depends on \( 2p \) coefficients from the higher level of the elimination tree. Hence again there are two types of this production:

- \( (B)_p \) - a production for calculating \( p \) coefficients at intermediate levels of the elimination tree. Evaluation is done with the usage of \( 2p \) coefficients calculated at higher levels of the tree. The figure 10 is an example of this production for linear B-splines.
Fig. 8. Production \((E)\) for eliminating fully assembled row from \(\text{MFM}\) (linear B-splines)

\[
\begin{bmatrix}
    b_{k,k} & b_{k,k+1} & 0 \\
    b_{k+1,k} & b_{k+1,k+1} & b_{k+1,k+2t} \\
    0 & b_{k+2t,k} & b_{k+2t,k+2t}
\end{bmatrix}
\begin{bmatrix}
    l_k \\
    l_{k+t} \\
    l_{k+2t}
\end{bmatrix}
\]

\[
\begin{bmatrix}
    b_{k,k} & b_{k,k+1} & 0 \\
    b_{k+1,k} & b_{k+1,k+1} & b_{k+1,k+2t} \\
    0 & b_{k+2t,k} & b_{k+2t,k+2t}
\end{bmatrix}
\begin{bmatrix}
    l_k \\
    l_{k+t} \\
    l_{k+2t}
\end{bmatrix}
\]

Fig. 9. Production \((R)\) for solving the root problem (linear B-splines)

\[
\begin{bmatrix}
    u_1 \\
    u_{N+1}
\end{bmatrix}
\]

- \((B_{\text{last}})_p\) - a production for calculating one coefficient at the leaf level of the elimination tree. The evaluation is done with the usage of \(2p\) coefficients calculated at higher level of the tree. Figure 11 is an example of this production for linear B-splines.

2.7. Scheduling tasks for the solver execution

When all productions are defined it is possible to schedule all basics tasks needed for the solver execution. At first, the domain is partitioned and the elimination tree is constructed with productions \((G)\). When the construction is complete the frontal matrices are constructed at the leaves of the elimination tree with productions \((A)\). Then with productions \((M)\) and \((E)\) applied alternately the frontal matrices are merged and fully assembled degrees of freedom are eliminated. In the end, the root problem is solved with production \((R)\). This is followed by recursive backward substitutions \((B)\) from the root down to the leaves.

The scheduling for quadratic and higher order B-splines differs from the one discussed for linear B-splines. For quadratic B-splines production \((M_{\text{first}})\) merges three matrices and only one degree of freedom is fully assembled and ready to be eliminated. In the following steps two matrices are merged as with linear B-splines. However, after each merge two degrees of freedom are fully assembled and eliminated. Whole process can be generalized for higher order B-splines.

The crucial property of this algorithm is that productions \((A)\), \((M)\), \((E)\) and \((B)\) at each level of the elimination tree process independent sets of data – so they can be applied concurrently.

3. Numerical results

In this section we present a comparison of our one dimensional solver with state of the art MUMPS solver [1, 2, 3] executed on Intel Quad CPU Q9400 with 2.66GHz clock, 8GB of memory. We also present the solver performance for processing multiple right hand sides. The GPU runs have been executed on NVidia Tesla c2070, 6GB memory, 448 CUDA cores, each one with 1.15GHz clock. The comparison is presented in Figure 12 for linear, quadratic, cubic and quartic B-splines. All plots are in linear scale. We believe the non-logarithmic scale emphasizes the huge difference in performance between the GPU and CPU implementations.
In order to understand these results better, we have performed separate measurements for the time spend by GPU and CPU on the integrations, and separately for the factorizations. The comparison is presented in Figures 13 and 14. From the comparison it implies that the 1D GPU algorithm has a logarithmic scalability, while the CPU one delivers linear scalability. The 1D GPU algorithms is up to two orders of magnitude faster than the CPU one. Execution times for GPU confirm the theoretical model presented here with graph grammars. For relatively small problem sizes it is possible to achieve logarithmic growth of time needed to solve the differential equation. “Relatively small” means that we are able to simulate situation where the number of concurrently executed threads is equal to the number of frontal matrices merged at the given level of the elimination tree. Please note that the number of floating point operations in both versions of the solver (CPU and GPU) are of the same order of magnitude as both solvers are multifrontal solvers. Such great performance of the GPU implementation is a result of a special task scheduling and GPU ability to concurrently process huge amount of data.

Solving multiple differential equations (with a common stiffness matrix and different forcing vectors) at the same time is the greatest strength of the implemented solver. Figure 15 presents execution time measured for basis functions of order $p = 1, 2, 3, 4, 5$. The number of elements in each case was equal $128(p + 1)$.

The plot on the figure 15 is interesting because of a few reasons:

- For lower order basis functions ($p = 1, 2, 3$) the cost of calculating 256 RHSes instead of 1 is close to none. For $p = 1$ its hardly tens of microseconds.
- Execution time does not grow uniformly – it forms steps, which length is 16. Every 16 RHSes the GPU is required to allocate a new block of threads to process data.
- When the number of RHSes is divisible by 16 the solver runs faster. This means that GPU uses its full potential and does not need to handle idle threads in a special way.
Fig. 12. Comparison of GPU execution time with MUMPS solver CPU execution time for linear, quadratic, cubic and quartic B-splines in one dimension. Horizontal axis denotes number of unknowns, vertical axis denotes time in seconds.

Fig. 13. Comparison of GPU execution time with MUMPS solver CPU execution time for the integration of linear, quadratic, cubic and quartic B-splines in one dimension. Horizontal axis denotes number of unknowns, vertical axis denotes time in seconds.
Fig. 14. Comparison of GPU execution time with MUMPS solver CPU execution time for factorization with linear, quadratic, cubic and quartic B-splines in one dimension. Horizontal axis denotes number of unknowns, vertical axis denotes time in seconds.

4. Conclusions

We introduced the methodology for concurrent integration and solution of linear systems produced by B-spline-based finite elements delivering higher-order global continuity of the solution. The methodology deliver logarithmic execution time for polynomial orders $p = 1, 2, 3, 4, 5$ that is $C^0, C^1, C^2, C^3$ and $C^4$ respectively. The developed model was implemented and tested on NVIDIA GPU confirming the logarithmic scalability. We also presented the linear scalability of the solver when processing multiple right hand sides.
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Fig. 15. Time for growing number of RHSes


