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Abstract—This paper introduces a convolutional neural net-
work (CNN) semantic re-ranking system to enhance the per-
formance of sketch-based image retrieval (SBIR). Distinguished
from the existing approaches, the proposed system can lever-
age category information brought by CNNs to support effective
similarity measurement between the images. To achieve effective
classification of query sketches and high-quality initial retrieval
results, one CNN model is trained for classification of sketches,
another for that of natural images. Through training dual CNN
models, the semantic information of both the sketches and natu-
ral images is captured by deep learning. In order to measure the
category similarity between images, a category similarity mea-
surement method is proposed. Category information is then used
for re-ranking. Re-ranking operation first infers the retrieval
category of the query sketch and then uses the category simi-
larity measurement to measure the category similarity between
the query sketch and each initial retrieval result. Finally, the
initial retrieval results are re-ranked. The experiments on differ-
ent types of SBIR datasets demonstrate the effectiveness of the
proposed re-ranking method. Comparisons with other re-ranking
algorithms are also given to show the proposed method’s supe-
riority. Further, compared to the baseline systems, the proposed
re-ranking approach achieves significantly higher precision in the
top ten different SBIR methods and datasets.

Index Terms—Classification, convolutional neural network
(CNN), re-ranking, sketch-based image retrieval (SBIR).
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I. INTRODUCTION

TEXT-BASED image retrieval systems [1]–[4], [60]–[62]
retrieve images by some keywords. Although they are

widely applied, keywords are sometimes not sufficient to
express the desired pictures clearly. So, content-based image
retrieval (CBIR) systems [6]–[8], [54], [63]–[65], which
retrieve images by exemplar images, emerge. CBIR systems
often use the saliency detection techniques [55]–[57], [67] to
detect the saliency regions of images, and then the regions are
used for image retrieval. Besides, algorithms for content-based
video retrieval and processing [5], [68] exist.

However, sometimes there is not an exemplar picture as the
query image. At this very moment, the sketch-based image
retrieval (SBIR) system is useful. SBIR systems just need
users to draw a simple sketch with a few lines or shapes as
the query image. Lines and shapes tend to reflect primary out-
lines of a desired object and bring little redundant information.
Therefore, sometimes sketches are more capable of expressing
users’ search intentions.

Most existing SBIR research works focus on devis-
ing a novel SBIR algorithm [9], [11], [12], [14], [35], [46].
However, to improve the accuracy of SBIR systems, apart from
designing a novel SBIR algorithm, the SBIR re-ranking tech-
nique is also a good choice [9], [52]. Unlike a novel SBIR
system, an SBIR re-ranking system, which is added at the
back of SBIR systems, aims to re-rank the initial retrieval
results provided by SBIR systems. An effective and time-
saving SBIR re-ranking method can significantly improve
the performance of an SBIR system without adding much
time cost.

For an SBIR re-ranking system, there exist four challenges.
The first is that the re-ranking system should adjust to dif-
ferent SBIR systems. The second is that a proper feature for
representing the initial retrieval results and a ranking scheme
based on this type of feature should be devised. The third
is that the influence of noisy images contained in the initial
retrieval results need to be reduced. The fourth is that an SBIR
re-ranking system needs to save time in comparison with the
initial SBIR systems.

To address these four challenges, we use the category
information brought by convolutional neural network (CNN)
classification as the shared feature for both query sketches
and natural images. Then, a category information measurement
method is utilized to compare the category information of dif-
ferent images. Finally, the initial retrieval results are re-ranked
with the aid of category similarity.
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Fig. 1. Framework of the proposed SBIR re-ranking system. Query refers to
a query sketch, and Image Dataset contains all the natural images that were
needed in this paper. The query sketch and natural images are put into the
SBIR system to generate the initial retrieval results. Q-Net and N-Net are two
CNNs. Once they are trained, they are utilized to get the category informa-
tion of the query sketch and the initial retrieval results, respectively. Finally,
with the help of category information, initial retrieval results are re-ranked in
re-ranking.

The proposed method is able to deal with the four chal-
lenges. First, the proposed re-ranking system deals with
various initial SBIR systems. For an initial SBIR system, as
long as each of its retrieval results has a feature distance, our
re-ranking method can perform re-ranking with the aid of cat-
egory similarity. Second, category information of sketches and
initial retrieval results are extracted to be the shared feature of
sketches and natural images. Through CNN-based image clas-
sification, soft-max vectors of sketches and natural images are
comparable. So, the category information is a feasible feature
for designing an SBIR re-ranking scheme. Third, noisy images
are reduced after re-ranking. When a noisy initial retrieval
result looks similar to the relevant results, our re-ranking
method can often pick out it. Fourth, experiments show that
re-ranking takes much less time than initial SBIR systems.

The framework of our entire SBIR re-ranking system is
shown in Fig. 1, and the system is implemented according
to the following steps.

1) Initial SBIR System: An SBIR system is implemented to
get the query sketch’s initial retrieval results.

2) Image Classification Using Q-Net and N-Net: Two
CNNs, Q-Net and N-Net, are used for sketch and natu-
ral image classification. And then category information
of sketches and natural images is obtained.

3) Category Similarity-Based Re-ranking: With the aid of
category information of sketches and natural images,
initial retrieval results are re-ranked.

There are three main contributions in this paper.
1) We propose a CNN semantic re-ranking system that

can greatly improve the retrieval performance of SBIR
systems. The re-ranking system does not need human–
computer interaction during re-ranking, which makes the
re-ranking system both effective and time saving.

2) We propose a new method to bridge the domain gap
between sketches and natural images. Our method uses
two CNNs to learn sketch semantics and natural image
semantics separately. By this means, we can learn each
image domain’s semantic characteristics well.

3) We propose a category similarity measurement method
to compare the category similarity between two images.
Category information extracted from vectors of the soft-
max layer learns comprehensive semantic information of

images, so the comparison between category information
performs well.

The remainder of this paper is organized as follows.
Work related to SBIR re-ranking, the methods to bridge
image domain gap and CNN classification are reviewed
in Section II. Section III states initial SBIR systems and
CNN structures, following which we describe the proposed
re-ranking approach in Section IV. Our experiments are
presented in Section V. Then, the discussion is given in
Section VI. Finally, we present our conclusions in Section VII.

II. RELATED WORK

In recent years, SBIR has become a hot research area. Apart
from designing a novel SBIR algorithm, the SBIR re-ranking
technique is also a good choice. This paper proposes an
SBIR re-ranking approach based on CNN classification. In
this approach, CNN category information is extracted to be
the shared feature of sketches and natural images, thus bridg-
ing the domain gap between sketches and natural images.
So, existing methods for SBIR re-ranking, existing methods
for bridging the image domain gap, and existing methods for
image classification are also described in this section.

A. SBIR Re-ranking

SBIR re-ranking methods often use relevance feedback to
do re-ranking. Relevance feedback first gathers the relevance
information from initial retrieval results and then the relevance
information is used as the basis for re-ranking. As for relevance
feedback for SBIR re-ranking methods, explicit feedback and
blind feedback are the two most commonly used ways. Explicit
feedback needs assessors to provide the relevance information,
where assessors know that the feedback provided is interpreted
as relevance judgments. Conversely, blind feedback does not
need human–computer interaction; the relevance information
is automatically obtained from the initial retrieval results.

Portenier et al. [51] put forward a re-ranking method based
on explicit feedback. This re-ranking method is based on
clustering initial retrieval results of an SBIR method. First,
they extract low-level features and deep features of the initial
retrieval results. After this, a clustering algorithm is utilized to
cluster them according to the extracted features. Finally, the
images from high-score clusters are re-ranked in front of those
from low-score clusters. Besides, Matsui et al. [52] devised an
SBIR re-ranking method, which is also based on explicit feed-
back, for the search of Japanese comics. After the method gets
initial retrieval results, a re-ranking algorithm is implemented
by manually choosing one of the initial results or its modified
version as the new query.

There are also SBIR re-ranking methods based on blind
feedback. In our previous work [9], we propose a re-ranking
system to optimize the retrieval results of SBIR methods. It
uses initial result grouping, re-ranking via visual feature verifi-
cation (RVFV), and contour-based relevance feedback (CBRF)
to search for more relevant images. The grouping method is
used to find some images as the standard images, where edge
maps of the standard images are taken as the new queries of
RVFV and CBRF. RVFV and CBRF reduce the number of
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false positive results and make the top-ranked images more
relevant to the input query sketch.

Since re-ranking methods based on blind feedback do
not need human–computer interaction, these methods provide
a better user experience. Accordingly, we propose an SBIR
re-ranking approach using CNN semantic information. Since
CNN performs well in understanding image semantics, our
proposed re-ranking works well.

B. Methods to Bridge the Domain Gap

SBIR systems need to bridge the domain gap between
sketches and natural images. A descriptor accordingly should
be developed to be able to represent the features of both query
sketches and natural images. Generally speaking, there are two
strategies that have been adopted.

On the one hand, the edge maps of natural images are
extracted, and a descriptor is used to get a type of fea-
ture from sketches and natural images’ edge maps. In this
circumstance, an edge extraction method, such as Canny
edge detector [30] and Berkeley detector [15], is often used
to extract edge maps of natural images. A large num-
ber of existing SBIR methods adopt this strategy to over-
come the domain gap [9], [11]–[14], [19], [23], [27], [31],
[34], [36]–[39], [42], [43]. After edge maps are obtained,
a shared feature is used for retrieval. These features include
histograms of oriented gradients [13], angular radial parti-
tioning [10], and its enhanced version angular radial orien-
tation partitioning (AROP) [23], [27]. Deep features are also
used [31], [42], [43].

On the other hand, there are SBIR
descriptors [28], [40], [41], [44], [47], [48] allowing nat-
ural images themselves as inputs. These descriptors do not
have to translate natural images into edge maps. Given
that natural images contain more semantic information than
edge maps, the introduction of natural images as the inputs
for cross-domain descriptors benefits SBIR methods. These
SBIR descriptors, which allow natural images themselves as
inputs, primarily endeavored to learn the semantic connection
between sketches and natural images.

Different from these SBIR systems, the attention of our
SBIR re-ranking system is on learning the respective semantic
information of sketches and natural images. So, our re-ranking
system, which makes good use of the characteristics of both
image domains, enhances the performance of SBIR methods.

C. CNN-Based Image Classification

Various algorithms have been created to classify
images [16]–[18], [25], [49], [50], [66]. Among them,
deep CNNs have shown their ability to understand the seman-
tics of different types of data. CNN-based image classification
has thus developed rapidly and performed well. AlexNet [16],
VGGNet [17], GoogLeNet [18], and ResNet [49], as four
state-of-the-art CNNs, ranked at the top in the ImageNet
large-scale visual recognition competition (ILSVRC). In
addition to image classification for general natural scene
images, there are also CNNs specifically designed for sketch
classification [25], [50].

The four state-of-the-art CNNs are good at classifying nat-
ural images. So, these CNNs can be trained or fine-tuned to
be the classifiers of this paper.

III. INITIAL SBIR SYSTEM AND CNN STRUCTURE

As shown in Section I and Fig. 1, the proposed SBIR
re-ranking system has three steps. In this section, we describe
the first step. This step contains the initial SBIR system and
the CNN structures for Q-Net and N-Net. Two following steps,
which are our theoretical contributions, are presented in the
next section.

A. Initial SBIR System

A query sketch q and a natural images set A = {ai}I
i=1

are put into an initial SBIR system to perform the initial
SBIR. The SBIR system sorts these natural images, thus get-
ting the query sketch’s initial retrieval results B = {bk}I

i=1.
Each natural image has an initial feature distance between
itself and the query sketch.

The initial SBIR system can be based either on low-level
features (e.g., Edgel [11] and AROP [23], [27]) or on deep
semantic features (e.g., AlexNet [16] and GN Triplet provided
by [28]).

As SBIR methods vary a lot from one SBIR method to
another, we simply describe the process that is followed by
most of the existing SBIR methods. Generally speaking, most
existing SBIR methods follow the steps.

1) Feature Extraction: Develop a type of shared feature
for both sketches and natural images, and extract the shared
features for both sketches and natural images, and extract the
shared features for the query sketch q and the natural images
A = {ai}I

i=1.
2) Feature Matching: For each natural image ai, the feature

distance calculated through comparing the shared features of
the sketch q and the natural image ai, as shown in

D(i) = dist
(
fq, fi

)
, i = 1, . . . , I (1)

where fq is the feature of q, fi is the feature ai, dist(·) is
a function that calculates the distance between two features,
and D(i) is the feature distance between q and ai.

3) Distance Ranking: The gained feature distances are
sorted in ascending order, and the images corresponding to
the resulting sequence S = {S(k)}I

k=1 are the initial retrieval
results. S(k) represents the initial feature distance between the
query sketch q and the initial retrieval result that is ranked kth.

Algorithm 1 shows the entire process of initial SBIR.

B. CNN Structures

In this paper, two CNN models, Q-Net and N-Net, are
used. Q-Net is for sketch classification and N-Net for natural
image classification. The models output the category infor-
mation of sketch and natural images. This section describes
the structure of CNNs used for image classification. With this
CNN structure, Q-Net and N-Net fulfill the task of image
classification.
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Fig. 2. Structure of Q-Net or N-Net. The input of Q-Net and N-Net are a sketch and a natural image, respectively. Generally speaking, the CNN starts with
m pairs of a convolution layer and a pooling layer. After this, n fully connected layers follow. And the last layer of the CNN must be a soft-max layer, which
outputs a vector whose each element is the probability of the image belong to a category.

Algorithm 1 Initial SBIR

Input: Query sketch q; Natural image retrieval gallery A = {ai}I
i=1.

Output: Initial feature distance set S = {S(k)}I
k=1; Initial retrieval

results B = {bk}M
i=1.

1: Define a type of shared feature for both sketches and
natural images.

2: Get Q’s shared feature fq.
3: For i = 1, . . . , I do
4: Get ai’s shared feature fi.
5: Calculate the feature distance D(i) between fq, fi

using Eq. (1).
6: End
7: Sort the sequence D(1), D(2), . . . , D(I) in ascending

order.
8: The M highest-ranked images B = {bk}I

i=1 of the
resulting sequence to be the initial retrieval results.

9: The resulting sequence is the initial feature distance set
S = {S(k)}I

k=1. The corresponding images B = {bk}I
k=1

are the initial retrieval results.

The CNN structure for Q-Net or N-Net is shown in Fig. 2.
Q-Net (or N-Net) is a CNN with several convolution lay-
ers, several pooling layers, several fully connected layers, and
a soft-max layer at the end to do image classification. To
support the classification work of the soft-max layer, when
sketches and natural images for training are divided into C
categories, the number of output neurons of the last fully
connected layer is set to C.

In this paper, we test the performance of AlexNet, VGGNet,
and GoogLeNet, and GoogLeNet performs the best.

IV. PROPOSED RE-RANKING APPROACH

As shown in Section I and Fig. 1, after initial SBIR system,
our re-ranking system implements the following two steps:
1) image classification using Q-Net and N-Net and 2) cate-
gory similarity-based re-ranking. These two steps, which are
the theoretical innovation of this paper, compose the proposed
re-ranking approach.

A. Image Classification Using Q-Net and N-Net

Two CNN models, containing Q-Net for sketch classifica-
tion and N-Net for natural image classification, are used. The

models output the category information of sketch and natu-
ral images. Besides, the method for comparing the category
similarity between two images is given.

1) Training Q-Net: A CNN that has the structures of
Fig. 2 is chosen to be Q-Net. It is an untrained CNN model.
For training, sketches for training are divided as C categories.

When sketches are not enough to train a deep CNN, we
can utilize edge maps of natural images as an alternative of
sketches to increase the amount of sketches for training. To
extract edge maps from natural images, Berkeley detector [15]
is used. Another way to increase the number of sketches is
that we can mirror and shift the sketches and/or edge maps,
respectively.

The sketches and/or edge maps are then put into Q-Net to
do iterative training.

2) Training N-Net: As for natural images for training
N-Net, natural images themselves are used. Training N-Net is
fine-tuning a pretrained CNN model trained on ImageNet [29].
The final fully connected layer is renewed during fine-tuning,
while the pretrained weights of other layers remain unchanged.
Besides, the natural images for training are divided as the same
C categories as sketches.

Edge maps of natural images can be the substitutes of natu-
ral images. However, since natural images themselves contain
full semantic information of a natural scene, natural images
themselves are preferred for training N-Net.

3) Image Classification: After training Q-Net and N-Net
with a substantial number of iterations, Q-Net and N-Net are
used for image classification of the query sketch and the initial
retrieval results, respectively. Consequently, a sorted soft-max
vector (SSV) and a label recording vector (LRV) together are
as the category information of a sketch or an initial retrieval
result.

The category information is generated through the following
steps.

Step 1 (Soft-Max Vectors Extraction): As shown in Fig. 2,
the output vector of Q-Net/N-Net is produced by a soft-max
layer, so we mark this vector as soft-max vector. To do image
classification, the query sketch q and the M highest-ranked
initial retrieval results B = {bi}M

i=1 are taken into consider-
ation. M is often smaller than initial retrieval results’ total
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number I. The sketch is fed into Q-Net, and the M initial
retrieval results are fed into N-Net. We thus extract one soft-
max vector for q and M soft-max vectors for B = {bi}M

i=1.
Each element of a soft-max vector represents the probability
of an image belonging to the corresponding category.

Step 2 (Soft-Max Vectors Sorting): For the just obtained
M + 1 soft-max vectors, we sort every vector in descend-
ing order. The resulting vectors are SSV. As a result,
Uq = (p(q, 1), p(q, 2), . . . , p(q, C)) is the query sketch
q’s SSV. For the initial retrieval results in B, Ui =
(p(i, 1), p(i, 2), . . . , p(i, C)) is bi’s SSV. Consequently, the ith
element of an SSV is the probability of the ith most probable
category of an image provided by Q-Net or N-Net.

Besides, an LRV is generated for every SSV, where the
ith element of an LRV is the category label of the ith
element of the corresponding SSV. As a result, Lq =
(l(q, 1), l(q, 2), . . . , l(q, C)) is q’s LRV. For the initial retrieval
results in B, Li = (l(i, 1), l(i, 2), . . . , l(i, C)) is bi’s LRV.

Algorithm 2 shows the entire process of image classification
using Q-Net and N-Net.

Instead of storing all elements of SSVs and LRVs, we
merely store the N highest-ranked elements. In other words,
only category information of the N most probable categories
remained.

The reasons for only storing N elements of SSVs and LRVs
are as follows. For the SSV and LRV of an image provided
by a CNN classifier, the sum of several highest-ranked prob-
abilities of SSV is frequently greater than 90%. The correct
category of an image is frequently among the top N categories.

B. Category Similarity-Based Re-ranking

In this section, the category information of the query
sketch q and its initial retrieval results B = {bi}M

i=1 are
fused into the re-ranking system to get the final retrieval
results. The re-ranking system consists of the following three
parts: 1) query category inference; 2) category consistency
measurement; and 3) ranking.

1) Query Category Inference: In an SBIR system, the query
sketch is taken as the standard, and the natural images that are
similar to the standard sketch are preferred. Inspired by this,
at this stage, we pick out a category R to be the query sketch
q’s category. The initial retrieval results that are more likely
to belong to category R are preferred by the later category
consistency measurement and ranking.

Through image classification, Q-Net provides a category
l(q, 1) to be the query sketch’s most probable category, and the
corresponding classification probability is p(q, 1). However,
l(q, 1) is not always correct. The higher p(q, 1) is, the more
possible l(q, 1) is correct. So, a threshold probability P is set.
If p(q, 1) is greater than P, we set l(q, 1) as the category R.
Otherwise, the category R is obtained through voting from the
sketch and V highest-ranked initial retrieval results. Given that
q is the query sketch and bi represents the ith initial retrieval
result, the process of getting category R is shown as follows:

R =
{

l(q, 1), if p(q, 1) ≥ P
Voting (q, b1, . . . , bV), otherwise.

(2)

Algorithm 2 Image Classification Using Q-Net and N-Net
Input: Sketch training set Q; Natural images training set A∗; Query

sketch q; Initial retrieval results B = {bi}M
i=1; Initial distance

set S.
Input: Category information of q: q’s soft-max vector (SSV)

Uq and q’s LRV Lq. Category information of images in B: B’s
SSVs U1, U2, . . . , UM and q’s LRVs L1, L2, . . . , LM .

1: Choose a CNN model as Q-Net.
2: Choose a CNN model as N-Net.
3: Train the Q-Net.

3.1: If sketches of Q are not enough to train a deep CNN,
expand the training set through mirroring and resizing
these sketches.

3.2: Divide the sketches for training into C categories.
3.3: Fed Q into Q-Net to iteratively train Q-Net.

4: Train the N-Net.
4.1: Divide the sketches for training into C categories. The

categories are the same as those in 3.2.
4.2: Fed A∗ into N-Net to iteratively fine-tune a CNN model

pretrained on ImageNet.
5: Soft-max Vectors Extraction

5.1: Use Q-Net to do image classification on q, and extract
the soft-max vector produced by the soft-max layer.

5.2: For i = 1, . . . , M do
5.3: Use N-Net to do image classification on the initial

retrieval results bi, and extract the soft-max
vectors produced by the soft-max layer. p(q, C)

5.4: End
6: Soft-max Vectors Sorting

6.1: Sort the soft-max vector of 5.1 in ascending order, the
resulting vector Uq = (p(q, 1), p(q, 2), . . . , p(q, C))
being SSV of q.

6.2: Uq’s elements’ corresponding category labels are
recorded in LRV Lq = (l(q, 1), l(q, 2), . . . , l(q, C)).

6.3: For i = 1, . . . , M do
6.4: Sort the soft-max vector of bi of 5.3 in ascending

order, the resulting vector Ui = (p(i, 1), p(i, 2), . . . ,
p(i, C)) being SSV of bi.

6.5: Ui’s elements’ corresponding category labels are
recorded in LRV Li = (l(i, 1), l(i, 2), . . . , l(i, C)).

6.6: End
7: For each vector in Uq, {Ui}M

i=1, Lq and {Li}M
i=1, we only store

the top N elements to reduce the storage cost.

The candidates for Voting(q, b1, . . . , bV ) are l(q, 1), l(1, 1),
l(2, 1), . . . , l(V, 1), where l(i, 1) is regarded as bi’s most prob-
able category by N-Net. The most frequent category among
these V + 1 categories is the output of Voting.

The idea behind voting is: there may be some images
with the correct category among highest-ranked initial retrieval
results, which may improve the chance of finding the correct
category.

2) Category Similarity Measurement: We suppose that the
more likely a natural image belongs to category R, the more
similar the query sketch and this image are. The category sim-
ilarity measurement is implemented on each initial retrieval
result in B = {bi}M

i=1. Thus, we get the category similarity of
each initial retrieval result to the estimated category R for the
query sketch q.

Let GR(i) denote the ith initial retrieval result bi’s category
similarity to q. We search category R in bi’s LRV Li. Li stores
the top N category labels of bi, where l(i, j) denotes the cate-
gory ranked jth. If there exists l(i, r) = R(1 ≤ r ≤ N), which
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means that there exists R in top N category labels of bi, GR(i)
is the probability of bi belonging to category R. Otherwise,
GR(i) is 0. Thus, we have

GR(i) =
{

p(i, r), if l(i, r) = R(1 ≤ r ≤ N)

0, otherwise
(3)

where p(i, r) is the rth element of bi’s SSV, denoting the
probability of bi belonging to category R.

3) Re-ranking: At this time, the category similarity of ini-
tial retrieval results is used to re-rank the initial retrieval
results, which is done by two steps.

Step 1: The new feature distance of each initial retrieval
result is obtained using

F(i) = S(i) · (1 − GR(i)). (4)

In (4), S(i) is the initial feature distance between the query
sketch q and the ith initial retrieval result bi. GR(i) is the
category similarity between q and bi.

Therefore, in order to link initial feature distance and cate-
gory similarity together, we use the multiplication. Since the
initial feature distance is represented by the distance between
two features, the similarity between q and bi gets lower as S(i)
increases. From (3), we get that the category similarity gets
higher as GR(i) increases. In order to make the monotonic-
ity of S(i) and GR(i) harmonizes, we use (1-GR(i)) instead of
GR(i).

Step 2: The new feature distances of the initial retrieval
results are sorted in ascending order. Consequently, the images
that the resulting sequence refers to are the final retrieval
results.

Algorithm 3 shows the entire process of category similarity-
based re-ranking.

V. EXPERIMENTS

In order to show the effectiveness of the proposed SBIR
re-ranking system, the system is implemented on the following
initial SBIR systems.

1) Edgel: This is a shape-based indexing method that uses
hit maps to store sketches’ or edge maps’ rough gradient
orientation [11]. The feature distance of two images is
obtained through calculating the Hamming distance of
hit maps.

2) AROP: This is also a shape-based method that divides
an edge map into some blocks [23], [27]. It then marks
the rough gradient orientations of pixels of every block.
The Euclidean distance between two feature vectors are
used as the feature distance.

3) AlexNet: A classic CNN model [16], which achieves the
top-1 image classification in ILSVRC-2012 ImageNet
competition [29], performs well in various image recog-
nition tasks. The Euclidean distances of FC7 features of
different images are calculated to measure the feature
distance.

4) GN Triplet: It is a deep model, which employs triplet
loss and classification loss to train GoogLeNet, offered
by the designers of Sketchy dataset [28]. This is the
top-performing model on the fine-grained SBIR task

Algorithm 3 Category Similarity-Based Re-ranking
Input: Query sketch q’s SSV Uq and LRV Lq; Initial retrieval results

B’s SSVs U1, U2, . . . , UM and LRVs L1, L2, . . . , LM ; Initial
feature distance set S.

Output: The final retrieval results.
1: Query Category Inference. Infer a category R for q.

1.1: Set a threshold probability P.
1.2: If p(q, 1) ≥ P, set l(q, 1) as R.
1.3: If p(q, 1) < P, use voting to get R. R is the most fre-

quently occurring category label among l(q, 1), l(1, 1),
l(2, 1), . . . , l(V, 1).

2: Category Similarity Measurement. Measure the category sim-
ilarity between q and images in B.
2.1: For i = 1, . . . , M do
2.2: Check if there is R in Li = (l(i, 1), l(i, 2), . . . , l(i, N)).

If so, record r that enables l(i, r) = R.
2.3: Get the category similarity GR(i) between bi and q

according to Eq. (3).
2.4: End

3: Re-ranking.
3.1: For i = 1, . . . , M do
3.2: Get the final distance F(i) between q and bi according

to Eq. (4).
3.3: End
3.4: Sort the sequence F = {F(i)}M

i=1 in ascending order. The
images that the resulting sequence refers to are the final
retrieval results.

on Sketchy among many models they have experi-
mented. The final caffemodel provided by them [33]
is utilized to extract the feature vectors from the layer
“pool5/7x7_s1.” The Euclidean distances of these fea-
tures are computed to get the feature distance.

5) DSH: It is a deep framework that uses three CNNs to
deal with sketches, natural images, and natural images’
sketch-tokens, respectively [40]. Binary hash codes are
taken as the features for both sketches and natural
images in the semiheterogeneous deep architecture. The
caffemodels provided by the authors are utilized to
extract 128-bit hash codes and, then, Hamming dis-
tance is used to calculate the feature distance between
hash codes.

6) SCMR: It is a deep framework that uses a hybrid multi-
stage training networks [58]. Classification loss is used
at the first stage. At the second stage, the model is
trained with contrastive loss. Finally, the model is fine-
tuned by triplet loss. We use the public models and
codes presented by the authors to get features and feature
distance.

Besides, the re-ranking method proposed in [9] is also com-
pared with our proposed re-ranking method. Taking images
that are top-ranked among initial retrieval results as new query
sketches, this method tries to find images that are relevant to
these top-ranked images, thus re-ranking the initial retrieval
results and finding more relevant images.

The open source Caffe [24] deals with training and clas-
sification of CNN models, and MATLAB2014a realizes
re-ranking. Caffe is implemented on a computer with a GTX
1070 GPU, while MATLAB runs on a computer with Intel
Core i5-3470 CPU.
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Fig. 3. Some sketches of our constructed dataset. Our constructed dataset
contains various categories, such as computer screen, bicycle, car, butterfly,
pants, and cups.

A. Datasets

Three datasets are used for our experiments. The first one
is the newly released Sketchy dataset [28]. The second one is
the TU-Berlin Extension dataset [50], [59]. The third one is
the dataset collected by us.

1) Sketchy: Sketchy [28] is a newly released benchmark
dataset, containing 125 categories, 75 471 hand-made sketches,
and 12 500 natural images.

This dataset has 100 natural images for each category, which
is not enough to train a deep CNN. To increase the volume of
the training set, another 92 743 natural images are collected.
Images of some categories can be found and supplemented
from the ImageNet data [29], while the other categories are
crawled from Bing image search engine. Consequently, most
of the categories have 700–1000 natural images.

The sketches for testing are 7583 sketches extracted from
75 471 sketches provided by Sketchy, the other 67 888 sketches
being sketches for Q-Net training. 1250 natural images,
encompassing ten natural images for each of 125 categories,
compose the testing set for our proposed SBIR system. As
for the training set for N-Net, the 92 743 natural images we
collect are applied.

2) TU-Berlin Extension: TU-Berlin dataset [59], which is
a well-known sketch benchmark dataset, contains 250 sketch
categories. Each category has 80 sketches. In total,
there are 20 000 sketches in TU-Berlin dataset. Recently,
Zhang et al. [50] collected 204 489 natural images for these
250 categories, which expanded the TU-Berlin dataset into
TU-Berlin Extension dataset. Thus, the new dataset has
20 000 sketches and 204 489 natural images.

2000 sketches (8 per category) and 40 898 natural images (in
average 163.59 per category) are left for testing. The remaining
sketches and natural images are the training set. As 72 sketches
for each category are not enough to train a deep CNN, we
enlarge, shrink, and mirror these sketches. In consequence, for
each category, there are 720 sketches used for training Q-Net.

3) Our Constructed Dataset: Thirty-one categories of natu-
ral images, in total 73 314 images, are collected. These images

include, but are not limited to, fruits, animals, and electronic
equipment. We crawl the dataset using keywords, such as
steamship, airplane, flower, packsack, and panda, to search
relevant images on Bing search engine. During picking out
relevant images, one by one, we carefully choose the images
that are obviously relevant from Bing results to minimize false
positive images and false negative images.

Besides, 15 volunteers were invited to draw 270 query
sketches. The amount of sketches in each one of the 31 cat-
egories is about 9. Some of the sketches are shown in
Fig. 3.

We divide the natural images into two parts. We use two-
third of these images as the training set for N-Net about
43 358 images and the remaining one-third as the testing set
about 29 956 images.

Considering that sketches and edge maps are both images
with black lines and white background, edge maps of the
natural images for training are used as the alternatives of
sketches.

B. Implementation Details

In this paper, GoogLeNet are used to be Q-Net and N-Net
unless specifically stated. Parameters P, V, and N are set to 0.8,
10, and 3, respectively. For experiments on Sketchy and TU-
Berlin Extension, M is set to 500. Our constructed dataset’s
M is 30.

The parameters for training Q-Net for Sketchy and TU-
Berlin Extension are as follows. The initial learning rate is set
to α = 0.01. With batch size 32, the learning rate falls to 0.1α

after about 30 epochs. The momentum is set to 0.9, and the
weight decay is 0.0005.

The above parameters for training Q-Net on our constructed
dataset are identical to those set for Sketchy except for initial
learning rate and batch size. The initial learning rate reduces
to α = 0.001. The batch size is set to 64, which makes the
learning rate reduces to one-tenth of the original value around
every 15 epochs.

Training N-Net on three datasets is a process of fine-tuning.
At the beginning, the learning rate is α = 0.001. When the
number of iterations reaches a multiple of 10 000, learning
rate changes to α → 0.9α. Batch size is 32. The values
of momentum and weight decay are the same as those used
during training Q-Net.

C. Performance Evaluation

Just like our previous works [9], [23], [27], we use the pre-
cision under depth x (denoted as Precision@x) to measure the
performance of all the methods. Precision@x is defined as
follows:

Precision@x = 1

L

L∑

m=1

1

x

x∑

i=1

Rm(i) (5)

where Rm(i) is the relevance of the ith result for query m, i ∈
[1, 2, . . . , x] and m ∈ [1, 2, . . . , L]. If the ith result is relevant
to the query sketch, Rm(i) = 1. Otherwise, Rm(i) = 0.
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D. Objective Comparisons

For fair comparison, we set the same parameters for
Edgel method as in [9] and [11] and the same parameters for
AROP method as in [23] and [27]. For GN Triplet [28] and
SCMR [58], the caffemodels and codes provided by the cor-
responding authors are used for feature extraction and image
retrieval. For DSH [40], the public caffemodel for Sketchy
dataset is used to get the 128-bit hash codes for Sketchy,
and the public caffemodel for TU-Berlin Extension dataset is
used to get the 128-bit hash codes for TU-Berlin Extension.
Furthermore, to extract the 128-bit hash codes of images of
our constructed dataset, the public caffemodel for TU-Berlin
rather than the caffemodel for Sketchy is used. This is because
the former caffemodel performs better on this dataset.

Precision@x curves in Fig. 4 shows the performance
of our re-ranking method and other comparative methods.
Now that there are ten images for testing in a category of
Sketchy, Precision@x curves for depth in the range of [1, 10]
is given for Sketchy. TU-Berlin Extension has an average
of 160 natural images for each category, which makes us
present the Precision@x curves for depth in the range of
[1, 100]. There are hundreds of images per category for test-
ing in our constructed dataset, so Precision@x curves for
depth in the range of [1, 150] is given for our constructed
dataset.

In Fig. 4, we can see that our re-ranking system signif-
icantly improves the precision of all initial SBIR systems.
Three subfigures show that after re-ranking, all SBIR systems’
performance on three datasets always experience increases.
Moreover, the top-1 retrieval accuracy of most initial SBIR
systems rises at least 10% after re-ranking. As GN Triplet
model and SCMR model are trained exactly for Sketchy
in [28], the initial SBIR systems based on these two mod-
els receive great retrieval performance in Fig. 4(a). Even
though the solid black line and the solid cyan line show such
great retrieval precision, our re-ranking system still receives
advances on the retrieval results for GN Triplet and SCMR.

When the re-ranking method based on blind feedback in [9]
(marked as IRC method) is used, Fig. 4 shows that IRC method
works well on Edgel and AROP methods for our constructed
dataset. However, IRC does not enhance the retrieval accuracy
of Edgel and AROP for Sketchy and TU-Berlin Extension.
Moreover, IRC method has adverse effects on the four initial
SBIR systems based on deep learning.

The reasons for IRC method not working well on deep
learning systems are as follows. The deep features learn
semantic information better than the features used in [9]. The
method in [9] uses SIFT features of edge maps. Compared
with deep features, the semantic learning ability of SIFT fea-
tures is weaker. So, after CBRF, the rank of the irrelevant
images that have similar contours to relevant images is often
pushed up.

The reason why the method in [9] does not work well
on Edgel and AROP methods on Sketchy and TU-Berlin
Extension lies in the low reliability of highest-ranked initial
retrieval results. Since there are few relevant images among
highest-ranked initial retrieval results, re-ranking method

(a)

(b)

(c)

Fig. 4. Precision comparison for three datasets. “Edgel,” “AROP,” “AlexNet,”
“GN Triplet,” “DSH,” and “SCMR” denote the accuracy of initial retrieval
results of SBIR system based on each corresponding method. “-IRC” is the
result of using the re-ranking method in [9]. “-R” is the result of using the
re-ranking method in this paper. Notice that Edgel and Edgel-IRC in (b) coin-
cide. (a) Precision@x curve for Sketchy dataset. (b) Precision@x curve
for TU-Berlin Extension dataset. (c) Precision@x curve for our constructed
dataset.

in [9] based on the relevance feedback tend to refer to irrele-
vant images to do re-ranking. Thus, re-ranking decreases the
retrieval accuracy.
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TABLE I
AVERAGE TIME COST (ms) OF PROCESSING A QUERY

WITH DIFFERENT ALGORITHMS

TABLE II
TIME COST (s) OF TRAINING CNN MODELS

E. Time Cost Analysis

The average computational cost of each method and the
re-ranking method are shown in Table I. Table I shows that
the re-ranking method takes far less time than any initial
SBIR system. No matter what the initial SBIR system is, the
re-ranking system spends very little time.

Besides, the time cost for training the Q-Net and N-Net is
given in Table II. Table II shows that training Q-Net and N-
Net do not need much time for Sketchy and our constructed
dataset. As for training the TU-Berlin Extension dataset, due
to the large size of the training sets and the larger number of
categories, the training time is longer but is still acceptable.

VI. DISCUSSION

This section discusses the factors that influence the perfor-
mance of the proposed SBIR re-ranking system.

The factors being discussed are as follows.
1) The CNN models for Q-Net and N-Net.
2) Parameter P: The threshold probability in Q of query

category inference in re-ranking.

3) Parameter N: The number of categories being stored in
image category index in natural images inference.

At the following sections, these factors’ effects are in turn
discussed.

In addition to Precision@x, a performance indicator AP(K),
which is the average of K top-ranked points in Precision@x
curve, is used as an SBIR performance indicator. That is,

AP(K) = 1

K

K∑

x=1

Precision@x. (6)

A. CNN Model for Classification

In this paper, category information of images is extracted
from Q-Net and N-Net through CNN-based image classifica-
tion. Different CNN models have different image classification
accuracy, which has a great impact on the re-ranking per-
formance. AlexNet, VGG-16 [17], and GoogLeNet are three
options for Q-Net and N-Net. Table III shows the retrieval
accuracy of our re-ranking system under different CNN models.

Compared with AlexNet, GoogLeNet and VGG-16 have
higher image classification accuracy, thus having better
re-ranking performance.

B. Threshold Probability P in Retrieval Category Inference

In retrieval category inference, Q-Net provides the most
probable category of the sketch and its classification probabil-
ity. If the probability is greater than the threshold probability
P, the standard category is set as this category. Otherwise,
Voting is executed to generate the standard category. The value
of P is of great importance to the performance of query cate-
gory inference, thus influencing the re-ranking accuracy. The
impacts of varying P on re-ranking performance are shown in
Table IV, where AP (10) under different P is given.

From Table IV, we observe that the AP (10) of Edgel and
AROP on three datasets decreases as P increases. This is
because that the initial retrieval results of these two initial
SBIR systems, as provided in Fig. 4, are disappointing. The
disappointing initial retrieval results make the Voting in query
category inference unreliable. Under this circumstance, we had
better choose the category provided by Q-Net as the category
R for (3). For the same reason, AP (10) of AlexNet on Sketchy
as well as TU-Berlin Extension and AP (10) of GN Triplet on
TU-Berlin Extension see a similar trend.

In contrast, AP (10) of the other initial SBIR systems does
not always decline. These systems witness an increase at least
when P < 0.8. The reason for this is that the initial retrieval
results are relatively reliable. As the initial retrieval results are
relatively reliable, the Voting in retrieval category inference
can help to fix the mistakes of sketch classification made by
Q-Net.

Given that the SBIR re-ranking method proposed in this
paper is based on blind feedback, it is difficult for us to fore-
cast the retrieval accuracy of initial retrieval results. So, to set
P between 0.5 and 0.7 can be a safe option.

C. Parameter N in Category Consistency Measurement

As shown in (3), N most probable categories provided by
N-Net of each initial retrieval result participate in the category
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TABLE III
IMPACT OF USING DIFFERENT CNN MODELS AS Q-NET AND N-NET ON THE PERFORMANCE OF

IMPLEMENTING A RE-RANKING ALGORITHM ON DIFFERENT SBIR SYSTEMS

TABLE IV
PERFORMANCE OF RE-RANKING DIFFERENT SBIR

METHODS UNDER DIFFERENT P

similarity measurement. The effects of changes of N during
implementing re-ranking are shown in Table V.

From Table V, we find that with the increase of N, the accu-
racy of re-ranking results improves a little. Since the most
probable category of an image provided by CNN models is
relatively reliable, during category consistency measurement,
the other predicted categories of a natural image provided
by the N-Net are not often accessed. Now that lower-ranked

TABLE V
PERFORMANCE OF RE-RANKING DIFFERENT SBIR

METHODS UNDER DIFFERENT N

classification results are not frequently accessed, N should be
a small value.

D. Subjective Comparisons

We implement our proposed re-ranking method on the initial
SBIR systems based on Edgel, AROP, AlexNet, GN Triplet,
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(a) (b) (c)

Fig. 5. Top-10 retrieval results on three datasets. The top row is the query sketches for three datasets. The first five columns of natural images are retrieval
results for Sketchy dataset’s query sketch. The five columns of natural images in the middle are retrieval results for TU-Berlin Extension dataset’s query sketch.
The last five columns of natural images are retrieval results for our constructed dataset’s query sketch. For each query sketch, the second row is the results of
Edgel method [11], and the third row is the results of using our re-ranking method on Edgel. The fourth row is the results of AROP method [23], [27], and
the fifth row is the results of using our re-ranking method on AROP. The sixth row is the results of AlexNet method [18], and the seventh row is the results
of using our re-ranking method on AlexNet. The eighth row is the results of GN Triplet method [28], and the ninth row is the results of using our re-ranking
method on GN Triplet. The tenth row is the results of DSH method [40], and the 11th row is the results of using our re-ranking method on DSH. The 12th
row is the results of SCMR method [58], and the 13th row is the results of using our re-ranking method on SCMR.

DSH, and SCMR. Fig. 5 gives the initial retrieval results and
re-ranking results on three datasets.

We can see that our re-ranking system greatly improves
the performance of different initial SBIR systems, and we

manage to achieve high accuracy on top re-ranking results.
In Fig. 5(b) and (c), after re-ranking, all the ten highest-
ranked recommended images of the two queries are relevant
images. In Fig. 5(a), our re-ranking system enables all the top
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four re-ranked results to be relevant images. Since top retrieval
results are often paid more attention to, our re-ranking system
is beneficial to SBIR’s user experience. Besides, it can be
seen that although the contours of some highest-ranked irrel-
evant images before re-ranking are similar to query sketches,
our re-ranking algorithm replaces them with relevant images
as more semantic information are learned in our re-ranking
algorithm.

VII. CONCLUSION

We propose a re-ranking-based SBIR system to enhance the
performance of SBIR systems. First, we train two CNNs sep-
arately, where one is for sketch classification, and the other
is for natural image classification. By this means, CNN mod-
els study the semantic information of sketches and natural
images. After this, CNN-based image classification is carried
out on a sketch and its initial retrieval results, and cate-
gory information of sketches and natural images are obtained.
Finally, the initial retrieval results are re-ranked through mea-
suring the similarity between the category information of
the query sketch and the initial retrieval results. Experiments
show that our proposed re-ranking-based SBIR system
significantly improves the performance of various SBIR
systems.
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