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Abstract—This paper presents and develops a novel delay-based AIMD congestion control algorithm. The main features of the proposed solution include: (1) low standing queues and delay in homogeneous environments (with delay-based flows only); (2) fair coexistence of delay- and loss-based flows in heterogeneous environments; (3) delay-based flows behave as loss-based flows when loss-based flows are present in the network; otherwise they revert to delay-based operation. It is also shown that these properties can be achieved without any appreciable increase in network loss rate over that which would be present in a comparable network of standard TCP flows (loss-based AIMD). To demonstrate the potential of the presented algorithm both analytical and simulation results are provided in a range of different network scenarios. These include stability and convergence results in general multiple-bottleneck networks, and a number of simulation scenarios to demonstrate the utility of the proposed scheme. In particular, we show that networks employing our algorithm have the features of networks in which RED AQM’s are deployed. Furthermore, in a wide range of situations (including high-speed scenarios), we show that low delay is achieved irrespective of the queueing algorithm employed in the network, with only sender side modification to the basic AIMD algorithm.

Index Terms—delay-based congestion control, TCP.

I. INTRODUCTION

CONGESTION control in TCP/IP networks is traditionally handled using packet losses to indicate congestion [1]. An alternative approach to respond to congestion involves the use of network delay. This was first proposed by Jain [2] and since then, there has been much work and debate on this topic [3–11]. Delay-based congestion control is conceptually very attractive. Potential benefits include the ability to allocate the network bandwidth between competing sources with: (i) low (zero) packet loss; (ii) very low queueing delay; and (iii) with full utilisation of network links. Networks which exhibit this property are said to operate at the knee of the throughput-delay curve [12]. Motivated by these and other potential benefits, delay-based congestion control remains an active area of research and new algorithms continue to be developed. Recent examples include: Fast TCP [3, 13]; Microsoft Compound [14] (partially based on delay); more recent delay-based additive increase multiplicative decrease (AIMD) variants [15–19]; and this present work.

Despite this large body of work, several issues concerning the use of queueing delay remain to be resolved before delay-based congestion control can be deployed. These include: (i) the difficulty in obtaining delay estimates from network measurements [20]; (ii) network sampling issues [20–23]; (iii) the inability of existing delay-based algorithms to maintain a low standing queue [22, 23]; and (iv) the inability of delay-based flows to coexist fairly with loss-based flows in mixed environments. These items have been the subject of much discussion by us and other researchers [20–22] which we do not repeat here. Rather, we focus the specific issue of coexistence. Note that the issue here is not just simple coexistence; after all, delay-based flows may simply switch to a loss-based mode once a packet loss is detected, thereby solving the fairness problem. The issue that makes coexistence difficult is that delay-based flows must revert back to delay-based operation when loss-based flows are no longer present.

Given these basic observations, our contribution in this paper is to develop and explore a strategy that resolves (at least in part) these issues. In particular, our principal contribution in this work is to propose a strategy that allows delay-based TCP flows to coexist fairly and without any discernible increase in network loss rate with loss-based flows when they are present, and to revert back to a delay-based behaviour whenever loss-based flows are no longer present. While the basic idea underlying this work was presented in [24, 25], this paper extends and complements this work in a number of ways. These include more comprehensive simulation studies involving realistic network scenarios (multiple bottlenecks, reverse traffic, and the presence of on/off network flows), and a detailed mathematical analysis. Finally, we demonstrate the potential benefits of the proposed strategy when applied to high-speed links.

Our paper is structured as follows. In Section II we introduce the proposed algorithm, illustrating its efficacy in Section III with a number of simulations in both single and multiple bottlenecks. Then, in Section IV we provide mathematical analysis that describes the ability of the proposed solution to switch between loss-based and delay-based operation regimes and reflects on stability issues. Next, in Section V, we compare the proposed solution to other existing strategies, namely RED and one of the most recent delay-based congestion control schemes, as well as provide some insights on its application in more versatile scenarios, including high-speed networks. Finally, in Section VI we discuss constraints limiting the application of the proposed algorithm.
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II. AQM EMULATION TO ENSURE FAIR COEXISTENCE WITH LOSS-BASED FLOWS

Our basic idea is motivated by recent work concerning Active Queue Management (AQM) emulation from end-hosts using delay measurements, called Probabilistic Early Response TCP (PERT) [17]. The basic idea behind PERT is very simple and involves responding to delay in a probabilistic rather than deterministic manner. By judiciously selecting the manner of the probabilistic response, Bhandarkar et al. [17] are able to emulate, from end-hosts, the behaviour of a range of AQM’s. To facilitate such AQM emulation, each PERT flow probes the network for congestion as a normal AIMD flow, but reduces its congestion window in a probabilistic manner that depends on the estimated network delay. We refer to this mechanism as a back-off policy. The authors of PERT demonstrate that (in principle) any AQM can be emulated by selecting the back-off policy appropriately. However, it was subsequently shown that their algorithm fails to solve the coexistence problem in a satisfactory manner [25]. In particular, it is shown in this latter paper that PERT can lead to high loss rates when loss-based flows are present, and that the delay-based flows may fail to revert to delay-based operation when the loss based flows leave the network. Our main contribution here is to present a similar idea that can be used to solve the coexistence problem by carefully choosing the probabilistic back-off function, while avoiding many of the side-effects of the PERT strategy. As we shall see our strategy, referred to as Coexistent TCP (Cx-TCP) further in this article, avoids problems of adjusting AIMD parameters, keeps the network loss rate low when loss-based flows are present, and ensures that the delay-based flows revert to delay-based operation when loss-based flows are no longer present in the network (termed here as on/off behaviour), even though these flows do not attempt to sense the presence of such flows directly.

Specifically, our basic idea is to achieve coexistence by carefully selecting the back-off policy to achieve fairness and on/off behaviour. In what follows, we assume that queuing delay ($\delta$), minimum ($RTT_{min}$), and maximum round-trip time ($RTT_{max}$) can be estimated reliably by all delay-based flows in the network and do not consider the issue of slow start for delay-based flows; these, and other issues that are not within the scope of this paper, are discussed in our previous work, and in previous work by other authors [15, 20–22].

We select probabilistic back-off strategies of the form depicted in Fig. 1. As can be observed, the per-packet back-off probability function $p(\delta)$ has two parts: a part that increases monotonically with the delay $\delta$ (Region A), and a part that decreases monotonically with $\delta$ (Region B). This form of AQM emulation has the following properties:

(i) assuming that the maximum equilibrium loss rate ($p_{max}$) is large enough, the network stabilises in Region A when only delay-based flows are present;
(ii) when loss-based flows are present, the network is driven to Region B, and delay-based flows behave as loss-based flows due to the low per-packet back-off probability;
(iii) when loss-based flows switch off, provided the network is appropriately designed, the network cannot stabilise in this region due to a backward pressure exerted by the probability function. Namely, as the flows experience back-offs, the queuing delay reduces, thereby increasing the per-packet back-off probability, thus making further back-offs more likely. This process continues until the network stabilises in Region A.

As can be seen, this type of strategy should achieve coexistence of loss- and delay-based AIMD flows, without a discernible increase in network loss rate. Furthermore, the back-pressure described in (iii) should ensure on/off behaviour. Related work to that presented here is given in [26, 27], where the coexistence of different types of congestion control algorithms are studied. The authors analyse there the qualitative properties (uniqueness, existence, optimality and stability) of equilibria that arise in such networks. Our work in this present paper goes beyond this work. In contrast to purely heterogeneous setup analysed in [26, 27] our work focuses on practical methods for designing the protocols with equilibria that have desirable quantitative properties. Namely, when Cx-TCP competes with a loss-based-TCP, the design of Cx-TCP ensures that a Cx-TCP flow converts into a loss-based flow (with a minimal number of non-loss-based backoffs) which means that standard homogenous model closely approximates the equilibria of the mix of Cx-TCP and loss-based TCP flows (see Section III for the empirical evidence of this fact). In this sense, we engineer some of the equilibria in our network to be unstable, and use this as a means to ensure switching between loss based and delay based operational modes.

Algorithm 1 Pseudo-code for Cx-TCP algorithm

On receipt of each ACK:

1. Estimate the current queueing delay: $\delta$
2. Set $p(\delta)$: (only non-zero values are shown)

\[ p(\delta) = \begin{cases} p_{max} \frac{\delta - \delta_{min}}{\delta_{th} - \delta_{min}} & \text{for } \delta_{min} < \delta \leq \delta_{th} \\ p_{max} \left( \frac{\delta_{max} - \delta}{\delta_{max} - \delta_{th}} \right)^{4} & \text{for } \delta_{th} < \delta < \delta_{max} \end{cases} \]

3. Pick a random number $\text{rand}$, uniformly from 0 to 1
4. If $\text{rand} < p$ then:
   - reduce $\text{cwnd}$ by $0.5 \cdot \text{cwnd}$
   - else:
     - increment $\text{cwnd}$ by $1/\text{cwnd}$
5. end if

Fig. 1. Per-packet back-off probability as a function of the observed delay.
The basic Cx-TCP algorithm is summarised in Algorithm 1. \( \delta \) is estimated as the difference between the weighted average of the RTT and its minimum observed value. To ensure similar number of RTT samples for flows with different RTTs, the RTT weight is set proportionally to the ratio of the average RTT and the cwnd value for a given flow. Again, the reader should be reminded that this paper does not discuss the accuracy of such an estimate.

**Comment:** Finally we emphasise that our objective here is to present a simple idea that may be very useful in solving the coexistence problem. In its current embodiment, the idea works best in heavily multiplexed environments with reasonably sized queues; and this is reflected in the experimental results given in the paper. Extensions to light levels of multiplexing have been studied in [28]. Clearly, the queue provides the best in heavily multiplexed environments with reasonably sized queues; and this is reflected in the experimental results given in the paper. Extensions to light levels of multiplexing have been studied in [28].

**III. BASIC OPERATION OF ALGORITHM**

To illustrate the basic operation of Cx-TCP described in Section II, we now present a number of simple experiments. We begin with a single bottleneck topology and then progress to a more realistic multiple bottleneck scenario. Our objectives are: (i) to demonstrate that low-delay networks can be realised in homogeneous environments; (ii) to illustrate that almost perfect coexistence can be achieved; (iii) to examine the fairness properties of the algorithm in mixed environments; (iv) to show that the loss rate is low (not worse than that of just loss based flows) when loss and delay-based flows coexist together; and (v) to demonstrate that on/off switching can be achieved. All experiments are constructed with these objectives in mind.

**A. Single bottleneck**

We begin with the evaluation of Cx-TCP in a single-bottleneck scenario in a classic *dumb-bell* topology. In the following tests, we use ns-2 [29] simulations with the most important settings specified in Table I. As for the Cx-TCP parameters, the algorithm proposed here emulates RED AQM in the region A (Fig. 1). Consequently, one method to select the parameter values for \( \delta_{\min} \) (5 ms), \( \delta_{\text{th}} \) (20 ms) and \( p_{\max} \) (5 %) is to use the rules for RED parameter settings [17]. Note that parameter settings provided here are suitable for a range of link capacities, and bandwidth. See basic feature and scalability tests for more comments on that matter.

**1) Basic feature - low delays for homogeneous networks:** In Fig. 2, we first demonstrate that our algorithm does indeed yield low-delay networks in case all flows are delay based. As already mentioned in Section II, the maximum equilibrium
loss rate is given by $p_{\text{max}}$ (see Fig. 1). This means that the network will revert to a loss based network if there is a very large number of network flows (related to the available network capacity, here it is between 50 and 55 flows for a 25 Mbps bottleneck); namely, if the required equilibrium loss rate is greater than $p_{\text{max}}$. This property is desirable as it is well known that estimation of queueing delay is difficult in networks with very large multiplexing of flows [22].

2) Reverse path traffic: It is well-known that reverse-path traffic can increase the ACK losses for the forward path flows. To check the influence of this issue on the performance of our algorithm, we introduce 20 long-lived flows using also Cx-TCP on the reverse path. Fig. 3 illustrates the results for the average $\delta$ as a function of the number of delay-based-forward-path flows sharing the same 25 Mbps bottleneck with 20 delay-based flows on the reverse path. It can be clearly seen that the limit of the operation of the presented algorithm has been decreased to accommodate the reverse path traffic.

3) Further features in homogeneous scenarios: Apart from maintaining low queueing delay when operating in the delay-based mode, Cx-TCP has several interesting features that are illustrated in Fig. 4.

(i) The proposed algorithm depends on a non-zero average queuing delay. So by the very nature of this hypothesis, we are assuming that the link is close to being fully utilised at all times. This is indeed the case, and for all reported experiments the average link utilisation has been kept at very high level of 95-97%, e.g., see Fig. 4a depicting instantaneous and average link utilisation for 30 flows competing on a 50 Mbps bottleneck.

(ii) The proposed dropping policy (shown in Fig. 1) emulates RED. As such, it strives to achieve window fairness, i.e., in the equilibrium state all flows have, on average, the same cwnd. This is illustrated experimentally in Fig. 4b. Here, 30 flows with RTTs uniformly distributed between 30 and 130 ms all achieve similar average window size.

(iii) Finally, we examine the convergence properties of Cx-TCP in a setting where $N$ varies instantaneously for a given bottleneck capacity (50 Mbps). This is depicted for a selected flow in Fig. 4c. Initially, 31 delay-based flows run the proposed algorithm, and then, flows either enter (additional 20 flows at time: 200 s), or leave (30 flows at time: 400 s) the discussed scenario. As can be seen for the presented flow, the allocation of bandwidth switches instantaneously to the correct equilibria.\footnote{Due to the limited editorial space not all result for this particular experiment can be included here. For more results, please refer on-line at: \url{http://www.hamilton.ie/lukasz/c-tcp.html}}

4) Fairness: Next, we examine the ability of delay-based flows to coexist (fairly) with standard loss-based flows. Fig. 5 depicts the normalised average throughput (the fraction of the highest average throughput among all flows over a 500 second-long experiment) for a network with two different

Fig. 4. Illustration of the properties of Cx-TCP in homogeneous scenarios: (a) link utilization; (b) window fairness; and (c) convergence properties.

Fig. 5. Coexistence of the delay-based flows and standard TCP flows in terms of the normalised average throughput for the following mixes of flows: (a) the (20,10) mix; and (b) the (10,20) mix.

Fig. 6. Scalability of the proposed solution (preserving the C/N ratio): coexistence of the (400, 200) mix of flows in a scenario with a 500Mbps bottleneck bandwidth.
mixes of standard TCP and Cx-TCP flows (a total of 30 flows). Note that while there is a bias in favour of the loss-based flows (due to the fact that the delay-based flows experience a small number of non-loss induced back-offs in the high-queue regime), there is a reasonably fair coexistence of the loss-based and delay-based AIMD flows. Furthermore, the aforementioned bias in favour of loss-based flows can be controlled by carefully selecting the back-off policy. Notwithstanding this latter observation, the experiments nevertheless demonstrate very good coexistence of the delay-based and loss-based flows as measured by the average throughput.

5) Scalability: As already mentioned, the parameter settings of the proposed algorithm influence the range of bandwidth in which Cx-TCP can operate. To check that, we run a test in a scenario with a 500 Mbps bottleneck. To meet the design assumptions we keep the ratio of $C/N$ from the fairness experiments unchanged. This yields a scenario with a mix of (400, 200) delay and loss-based flows. As can be seen in Fig. 6 (on the previous page), Cx-TCP is able to keep the fairness property constant, despite of a slight bias in favour of the loss-based flows (see fairness comments).

6) Loss rate: Now, we examine the effect of our algorithm on the network loss rate (in the loss-based operation mode the back-off probability is low enough so that the congestion is controlled by packet losses). To do this we compare the behaviour of 20 delay-based Cx-TCP flows coexisting with 10 standard TCP flows with a scenario in which all 30 flows are standard loss-based TCP. The results are depicted in Fig. 7. Observe that the proposed algorithm does not significantly increase the network loss rate in the presence of loss-based flows. Fair coexistence is achieved without any unnecessary trade-offs.

7) On/Off switching: Our primary objective in this work was to develop a delay-based algorithm that behaves as a loss-based TCP when competing with loss-based TCP flows, but otherwise reverts to delay-based operation. This behaviour is captured in Fig. 8. Here, 30 flows (20 delay-based and 10 intermittent loss-based flows) compete for the available bandwidth. Between 100. and 300. second, when the loss-based flows appear in the network, the delay-based flows behave as standard TCP flows and compete fairly for bandwidth. Otherwise they strive in a cooperative manner to keep the queueing delay below a certain threshold ($\delta_{th}$). Note also that the mode switching occurs automatically (and swiftly) without any complicated sensing or signal processing to determine whether or not the loss-based flows have left the network. Note also that for this algorithm, the operation mode is decided upon by the average value of $\delta$, and not the instantaneous one. Thus, $\delta_{th}$ may be exceeded locally, but it is the average value of $\delta$ that decides which operation mode to choose. We believe that this mechanism is novel in delay-based congestion control context, and has uses beyond the present context.

B. Multiple bottleneck scenarios

Next, we examine Cx-TCP in a multiple-bottleneck situation. Objectives stay the same, as stated in the introduction to this section. The scenario under test is the simplest parking-lot topology, and comprises of a cascade of two bottlenecks, with half of all flows traversing both first and second bottleneck (and the remaining half living in the second bottleneck only). The first bottleneck has a capacity of 12.5 Mbps and a 155 packet queue, whereas the second bottleneck has 25 Mbps capacity, and a 310 packet queue, respectively. Each of the bottlenecks introduces 5ms propagation delay, and serves a drop tail queue. Apart from the flows under evaluation, in the coexistence experiment 10 mice flows are added on each bottleneck to make the scenario more realistic. All the remaining parameters are the same as for the corresponding tests in Section III-A.

1) Coexistence with loss-based flows: First, we compare 30 delay-based flows using Cx-TCP to a mix of (20,10) delay- and loss-based flows split evenly between two bottlenecks. Fig. 9 (on the next page) shows the results for each set in separate rows (the scenario with all flows being delay-based is shown in the upper row, whereas the mix of delay- and loss-based flows is shown in the lower row). In case there are only delay-based flows, the algorithm is able to keep queueing delay below the $\delta_{th}$ threshold at each of the bottlenecks (again, readers should be reminded that it is the
average value of $\delta$ that decides the operating area. We shall see that such a homogeneous network has similar properties to a network in which a RED AQM is deployed. Note also that in presence of the standard TCP flows the algorithm switches to a loss-based operation, filling the queues at each bottleneck, but preserving the overall fairness with standard TCP counterparts (Fig. 9f).

2) On/Off switching: Next, we check the dynamic behaviour of Cx-TCP in the multiple bottleneck scenario with 30 flows (20 delay-based and 10 intermittent loss-based flows) competing for the available bandwidth (Fig. 10). When 10 loss-based flows appear at the first bottleneck (100-300s), the 5 delay-based flows living there switch to the long-queueing-delay mode and compete fairly for bandwidth. Meanwhile, the 15 delay-based flows at the second bottleneck stay in the low-queueing delay regime. Note that the high queueing delay (and non-zero loss rate) operation affects only the bottleneck where the loss-based flow appeared. Otherwise, when there are only delay-based flows (before 100s, and after 300s), the low-queueing delay regime is maintained at both bottlenecks.

IV. MATHEMATICAL ANALYSIS

Having outlined the basic properties of our algorithm, we now characterise some of these properties in a mathematical framework. Our starting point is the single bottleneck scenario. We show, using a fluid (Kelly) like argument, that the on/off behaviour is a manifestation of the interaction of stable and unstable equilibria in the network. We then extend this result to multiple bottleneck networks.

**Basic notation:** By $\delta(t)$ and $W_i(t)$, where $i = 1, \ldots, N$, we denote the queueing delay and congestion window size ($cwnd$) of flow $i$ at time $t$.

**Basic model (single bottleneck):** We essentially use a mean field fluid model to demonstrate the plausibility of our approach. Clearly, an accurate modelling of TCP dynamics merits a much more complicated discrete event model. Nevertheless, our approach follows accepted practice in the community,
and these models do provide a reasonable approximation in highly multiplexed situations. Our analysis is based on the following assumption. The evolution of the average window size over one RTT is determined by: (i) the probability of a backoff; and (ii) the rate at which the window variable grows. When analysed over one small time interval $\Delta t$, the equation describing this evolution is the same for all flows and is given by: 
$$
\Delta W_i(t) = \frac{\Delta t}{RTT_i + \delta(t)} - q_0^* \frac{W_i(t)}{2},
$$
where $q_0^*$ is the probability that during the time interval $(t, t + \Delta t)$ a back-off occurred for flow $i$. Dividing by $\Delta t$ yields
$$
\frac{\Delta W_i(t)}{\Delta t} = \frac{1}{RTT_i + \delta(t)} - \frac{q_0^*}{2} \frac{W_i(t)}{W_i(t)}. \tag{1}
$$
We denote by $M_0^i$ the number of packets the source of flow $i$ with congestion window size of $W_i(t)$ sends in the interval $(t, t + \Delta t)$. Then $M_0^i = \frac{\Delta W_i(t)}{RTT_i + \delta(t)}$, and we can approximate $q_0^*$ as $q_0^* = 1 - (1 - p)^{M_0^i} \approx p M_0^i = \frac{\Delta W_i(t)}{RTT_i + \delta(t)}$. In the limit $\Delta t \to 0$ this yields
$$
W_i(t) = \frac{1}{RTT_i + \delta(t)} \left( 1 - \frac{p}{2} W_i^*(t) \right). \tag{2}
$$
We are going to use this very general equation (2) to model our system also in the multiple bottleneck case.

We start our analysis by regarding a scenario with $N$ flows competing at a single bottleneck. The dynamic system we are going to analyse is given by equation (2) for all $i = 1, \ldots, N$, and we model queue dynamics as
$$
\dot{q} = \begin{cases} 
\sum_{i=1}^{N} \frac{W_i}{RT_i} - C & \text{ for } q > 0 \\
\sum_{i=1}^{N} \frac{W_i}{RT_i} - C + \delta \tau_i & \text{ for } q = 0
\end{cases}, \tag{3}
$$
where $q$ is the queue length. For any function $f$ that maps into the real numbers, we denote by $\{f\}^+$ the non-negative part of $f$, that is $\{f\}^+ = \max\{f, 0\}$. $q$ and $\delta$ are coupled as $\delta = \frac{q}{C}$. If we set $\tau_i = RT_i + \delta_{\text{min}}$ and abusing notation $\delta = \delta_{\text{min}}$ and accordingly $q = q - C \delta_{\text{min}}$, then the back-off probability function $p$ is of the form
$$
p(\delta) = \begin{cases} 
K \delta & \text{ for } 0 \leq \delta \leq \delta_{th}, \\
p_0 - K \delta & \text{ for } \delta_{th} \leq \delta \leq \delta_{\text{max}}
\end{cases}, \tag{4}
$$
for positive constants $K, p_0, K$.

**Comment:** For mathematical convenience we have assumed a piecewise linear function $p(\delta)$. The following analysis can be carried out for any $p(\delta)$ with the same qualitative properties; namely it strictly increases in $(0, \delta_{th})$ and strictly decreases in $(\delta_{th}, \delta_{\text{max}})$. Some of the details change, but the approach extends in complete generality (a completely general discussion is omitted here due to space limitations).

**Comment:** It is important to note that the following analysis extends the short mathematical description given in [24, 25] by including a detailed queue model. In the above short papers, a brief analysis based on simplified queueing behaviour is presented.

**Lemma IV.1.** The system (2), (3), (4) can be designed such that it has two equilibria in the positive orthant. One for
$$
\delta \in [0, \delta_{th}] \text{ and one for } \delta \in [\delta_{th}, \delta_{\text{max}}].
$$

**Proof:** Setting equation (2) to 0 yields $W_i^2 = \frac{2}{p(\delta)}$ and thus $W_i = \sqrt{\frac{2}{p(\delta)}}$ as we are only interested in physically feasible solutions. That implies in equation (3) to 0 yields $C = \sqrt{\frac{2}{p(\delta)}}$. For $\delta \in [0, \delta_{th}]$ we have $p(\delta) = K \delta$ and thus
$$
C = \sqrt{\frac{2}{K}} \sum_{i=1}^{N} \frac{1}{\tau_i + \delta}. \tag{5}
$$
It can be seen that the right hand side of this equation is strictly decreasing in $\delta$, hence there is at most one $\delta$ satisfying equation (5). By choosing $K$ appropriately we can assure its existence in the aspired position.

For $\delta \in [\delta_{th}, \delta_{\text{max}}]$ we have $p(\delta) = p_0 - K \delta$ and thus
$$
C = \sqrt{\frac{p_0 - K \delta}{2}} = \sum_{i=1}^{N} \frac{1}{\tau_i + \delta}. \tag{6}
$$
It is easy to see, that for positive $\delta$ the left hand side of this equation is strictly concave, while the right hand side is strictly convex. Accordingly there are no more then 2 possible values for $\delta$ to solve equation (6). Bearing in mind that we need $p_0 - K \delta_{th} = K \delta_{th}$ for $p(\delta)$ to be continuous, the parameters $K, p_0$ can now be chosen such that the largest value of $\delta$ is in $\delta \in [\delta_{th}, \delta_{\text{max}}]$ while the other is not and will be cut off as a result.

**Comment:** For illustration, it is easily verified using Equations (5) and (6), and the equation for $p(\delta)$, that the following homogeneous network has the properties claimed in Lemma IV.3: $C = 100\text{Mbs}; RTT = 200\text{ms}$ (for all flows); $N = 400$. $\delta_{\text{min}} = 5\text{ms}; \delta_{th} = 20\text{ms}; \delta_{\text{max}} = 100\text{ms}; p_{\text{max}} = 0.05$.

**Lemma IV.2.** The equilibrium with $\delta \in [0, \delta_{th}]$ is locally asymptotically stable.

**Proof:** We use the following coordinate transformation. $W_i = W_i^* - W^*$ for all $i = 1, \ldots, N$ and $\tilde{q} = q - q^*$. This shifts the equilibrium the point with all coordinates equal to 0 and enables us to apply a standard Lyapunov argument. Accordingly we define $\tilde{\delta} = \delta - \delta^*$.

We will further write equation (3) in the form
$$
\dot{\tilde{q}} = \tilde{q} + q^* = \sum_{i=1}^{N} \frac{W_i}{\tau_i + \tilde{\delta}} - C
$$
$$
= \sum_{i=1}^{N} \frac{W_i}{\tau_i + \tilde{\delta}} - C = \sum_{i=1}^{N} \frac{W_i}{\tau_i + \tilde{\delta}} - C
$$
$$
= \sum_{i=1}^{N} \frac{W_i}{\tau_i + \tilde{\delta}} - \sum_{i=1}^{N} \frac{W_i^*}{\tau_i + \tilde{\delta}^*} + \sum_{i=1}^{N} \frac{W_i^*}{\tau_i + \tilde{\delta}^*} - C
$$
$$
= \sum_{i=1}^{N} \frac{W_i}{\tau_i + \tilde{\delta}} - \sum_{i=1}^{N} \frac{W_i^*}{\tau_i + \tilde{\delta}^*} (\tau_i + \tilde{\delta}^*). \tag{7}
$$
where we used the identity \[ \frac{1}{\tau_i + \delta} = \frac{1}{\tau_i + \delta^*} = \frac{1}{(\tau_i + \delta^*)^2} + \frac{1}{\tau_i + \delta^*} \]
and in the last step we used that at the equilibrium \[ \sum_{i=1}^{N} W_i = C. \]
And we write equation (2) in the form
\[
\dot{W}_i = W_i + W_i^* = \frac{1}{\tau_i + \delta} \left( 1 - \frac{p(\delta)}{2} W_i^2 \right)
= \frac{1}{\tau_i + \delta} \left( 1 - \frac{1}{2} (W_i^2 + 2W_iW_i^*) - \frac{1}{2} Kq \delta W_i^*(\tau_i + \delta) \right)
\]
\[
\tau_i + \delta \left( 1 - \frac{1}{2} Kq \delta W_i^*(\tau_i + \delta) \right)
\]
\[
= \frac{1}{\tau_i + \delta} \left( 1 - \frac{1}{2} Kq \delta W_i^*(\tau_i + \delta) \right)
\]
\[
= \frac{1}{\tau_i + \delta} \left( 1 - \frac{1}{2} Kq \delta W_i^*(\tau_i + \delta) \right)
\]
Thus for all \( i = 1, \ldots, N \) the systems dynamics can be described by
\[
\dot{W}_i = -\frac{1}{2} \frac{K}{\tau_i + \delta} q \delta W_i^*(\tau_i + \delta) - \frac{1}{2} Kq \delta W_i^*(\tau_i + \delta)
\]
\[
\hat{q} = \sum_{i=1}^{N} \frac{W_i}{\tau_i + \delta} - \frac{\hat{q}}{\tau_i + \delta} \sum_{i=1}^{N} \frac{W_i}{\tau_i + \delta}
\]
Now we show that the function \( V : \mathbb{R}^N \times \mathbb{R} \rightarrow \mathbb{R}^+ \) given by
\[
V(W_1, \ldots, W_N, \hat{q}) = \sum_{i=1}^{N} \left( W_i^2 + 2W_iW_i^* \right) + \frac{K}{2} q^2 \delta^2 W_i^*(\tau_i + \delta)
\]
\[
= -\frac{\hat{q}}{\tau_i + \delta} \sum_{i=1}^{N} \frac{W_i}{\tau_i + \delta} - \frac{\hat{q}}{\tau_i + \delta} \sum_{i=1}^{N} \frac{W_i}{\tau_i + \delta}
\]
\[
= \frac{1}{2} \frac{K}{\tau_i + \delta} \delta W_i^*(\tau_i + \delta) - \frac{1}{2} Kq \delta W_i^*(\tau_i + \delta)
\]
\[
= \frac{1}{2} \frac{K}{\tau_i + \delta} \delta W_i^*(\tau_i + \delta)
\]
\[
\dot{\hat{q}} = \sqrt{\frac{2}{p_0 - Kq^2}} \sum_{i=1}^{N} \frac{1}{\tau_i + \delta} - C
\]
Also \( \dot{V}(W_1, \ldots, W_N, \hat{q}) = 0 \) only in the equilibrium. Thus by [30, Theorem 3.2.25] the equilibrium is locally asymptotically stable.

**Comment:** Note that the equilibrium equation (6) can be used to determine the maximum number of flows that can be supported in a stable fashion the network. To do this, one establishes the maximum \( N \) for which a stable equilibrium state exists in the network; namely, the maximum \( N \) such that equation (6) has a solution (\( \delta \)) to the left of the apex of the probability curve (for a given set of network parameters). See model validation for more discussion on this matter. Once such an equilibrium exists, one can also solve the equation for \( \delta^* \) to find the equilibrium delay.

**Lemma IV.3.** The equilibrium with \( \delta \in [\delta_{th}, \delta_{max}] \) is unstable.

**Proof:** Here \( p(\delta) = p_0 - K\delta \) and the dynamic is described by
\[
\dot{W}_i = \frac{1}{\tau_i + \delta} \left( 1 - \frac{p_0 - K\delta}{2} W_i^2 \right)
\]
for all \( i = 1, \ldots, N \), and
\[
\hat{q} = \sum_{i=1}^{N} \frac{W_i}{\tau_i + \delta} - C.
\]
We will now argue that the subset \( S \) of the state space where \( \hat{q} > 0 \) and \( W_i > 0 \) for all \( i = 1, \ldots, N \) is a positive invariant set, which means that any solution starting in \( S \) can never leave \( S \), and that in every neighbourhood of the equilibrium there are points in \( S \) that are strictly larger than the equilibrium. This then shows that the equilibrium not attractive.

We assume that solutions of (12), (13) are continuous, thus solutions starting in \( S \) cannot leave \( S \) without passing through its boundary. Regard any boundary point \( (W_1, \ldots, W_N, \hat{q}) \) of \( S \). Either \( (W_1, \ldots, W_N, \hat{q}) \) is the equilibrium or one of the \( N + 1 \) equations (12), (13) is positive. Let \( \hat{q} = 0 \) then we know that \( W_i > 0 \) for one \( i \) and as \( W_i \) increases \( \hat{q} \) is pushed into the positive numbers. Let now \( \hat{q} > 0 \) and consider any \( i = 1, \ldots, N \) for which \( W_i = 0 \). As \( q \) increases \( p_0 - K\delta \) decreases, which increases \( W_i \). We conclude that \( S \) is invariant. We now show that \( S \) is not invariant. To this end regard \( \hat{q} = \lambda q^* \) for all \( i = 1, \ldots, N \). This yields \( \hat{W}_i = 0 \) for all \( i = 1, \ldots, N \) and
\[
\dot{\hat{q}} = \sqrt{\frac{2}{p_0 - Kq^2}} \sum_{i=1}^{N} \frac{1}{\tau_i + \delta} - C
\]
This converges to \( +\infty \) for \( \lambda \rightarrow \frac{p_0}{Kq^2} \). Hence, \( \dot{q} > 0 \) for all \( 1 < \lambda < \frac{p_0}{Kq^2} \); otherwise there would have to be another equilibrium in \( [\delta_{th}, \delta_{max}] \), which we excluded.

In order to show that solutions starting in \( S \) are unbounded, we are going to assume the opposite. To this end let \( x_0 \in S \) and assume that starting in \( x_0 \) the system is bounded. Then the solution has two accumulation points, because it needs to have one and if there was only one, then that would be an equilibrium point. One of these accumulation points needs to be strictly larger than the other in at least one component. Using that all components of the solution are monotonically increasing it is easy to see that this scenario is impossible.

**Model validation:** In the previous analysis we used a fluid-like argument in the dynamic system representation of the model (2)-(3). In such a model one can easily compute (numerically) the equilibrium states, in case it exists.
**Comment:** This is just a coarse approximation to what is actually happening. The network is certainly not transporting fluid, but rather discrete packets. It is also discrete event in nature, and not continuous. Furthermore, each flow estimates $\delta$ and cannot see an exact value of this quantity for a variety of reasons; filtered measurements of $\delta$ (difference between weighted average of the RTT and its minimum observed value); different RTT’s. Finally, our networks do not support an infinite number of flows, but rather, a small number of flows. Nevertheless, the fluid model yields some insights into the qualitative behaviour of our network and does approximate in some sense the network dynamics.

**Extended model (multiple bottlenecks):** We now want to extend our model to handle networks of a more complicated topology. We emphasise that extending our results to this case is non-trivial; see [31] for examples of networks that are single-bottleneck-stable, but become unstable in the multiple bottleneck case due to queue interactions. In what follows we reuse the approach given in [32]. Although Wang et al. use a different model in [32], we can follow their approach to obtain local stability results if our algorithm uses the following piecewise linear probability function:

$$p(\delta) = K \cdot \delta,$$

which is an approximation of the original probability function, shown in Fig. 1. We consider the network consisting of a set of resources $\mathcal{J} = \{1, \ldots, J\}$ (links) with capacities $\{C_1, \ldots, C_J\}$. We identify each route $\{1, \ldots, N\}$ with a subset $i \subset \mathcal{J}$ and assign it the window size $W_i(t)$, which is to be understood as the cumulative sum of the window sizes of the flows along route $i$ and is to take values in the positive real numbers for all $t \in \mathbb{R}_+$. Each link is equipped with a queue. The queue sizes $q_1(t), \ldots, q_J(t)$ are also to take values in the positive real numbers for all $t \in \mathbb{R}_+$.

We can model the $W_i$ in the following way

$$W_i(t) = \frac{1}{R_T T_i + \delta_i(t)} \left(1 - \frac{p_i}{2} W_i^2(t)\right).$$

This is the same equation as in the single bottleneck case (2), where we use $\delta_i(t) = \sum_{j \in i} \frac{q_j(t)}{C_j}$ and

$$q_j(t) = \begin{cases} \sum_{i \in \mathcal{J}} \frac{W_i(t)}{R_T T_i + \delta_i(t)} - C_j & \text{for } q_j > 0 \\ \left(\sum_{i \in \mathcal{J}} \frac{W_i(t)}{R_T T_i + \delta_i(t)} - C_j\right)^+ & \text{for } q_j = 0 \end{cases},$$

for $i = 1, \ldots, N$, $j = 1, \ldots, J$. The first equation is familiar from the single bottleneck case and the second equation just states that queueing dynamics simply depend on the difference between total arrival rate and capacity at each link, with the constraint that the queue never takes negative values, but rather stays at zero until the dynamic is positive again. Setting (16) and (17) to zero, and assuming that at equilibrium we have

$$\frac{1}{R_T T_i + \delta_i} = \frac{1}{R_T T_i},$$

for all $i = 1, \ldots, N$, then $W_i = \sqrt{\frac{Y}{p_i}}$, for $i = 1, \ldots, N$, $j = 1, \ldots, J$.

To ease exposition we give our mathematical proofs for piecewise linear probability functions $p(\delta)$. All results generalise to the nonlinear case by replacing the piecewise linear function $p(\delta)$ with the appropriate linearisations (Jacobians). This extension is given formally (without proof) as Corollary IV.5.

Full details and proofs can be found in [33].

To prove the desired results we partition our system by choosing two special probability functions, showing certain properties and fitting the two systems together again. At first we choose

$$p_i(\delta_i) = K \delta_i,$$

where $\delta_i$ is the sum over all queueing delays experienced by flow $i$ and $K \in \mathbb{R}_+$ for all $i = 1, \ldots, N$. Then we look at

$$p_i(\delta_i) = p_0 - K \delta_i,$$

where again $\delta_i$ is the sum over all queueing delays experienced by flow $i$ and $p_0 > 0$, $K \in \mathbb{R}_+$ for all $i = 1, \ldots, N$, where we make the additional assumption that $\delta_i \leq \frac{p_0}{K_i}$ for $i = 1, \ldots, N$ such that $p_i(\delta_i)$ is always positive.

In the final step, we allow each flow to switch between the probability functions (20) and (21) in a deterministic manner so that we get an overall probability function

$$p_i(\delta_i) = \begin{cases} K \delta_i & \text{for } 0 < \delta_i \leq \delta_{th} \\ p_0 - K \delta_i & \text{for } \delta_{th} < \delta_i \leq \delta_{max} \end{cases}.$$

**Multiple bottleneck result:** In this section we make a number of simplifying assumptions to keep the analysis short. Most notably we assume that close to equilibria $R_T T_i + \delta(t)$ is approximately constant. This assumption is consistent with the methodology in [32, 34] and is valid for some network types. Again, a more detailed analysis along the the lines of that presented for the single bottleneck case can be presented, but due to space limitations, this is beyond the scope of the present paper. The analysis itself follows closely [32].

We can now state the main result of this section. This is a direct extension of the result for the single bottleneck case; albeit with an extremely involved proof.

We assume that the equilibria of our system lie in the appropriate area. Especially we assume for the stable equilibrium, that is the topic of the following theorem, that $\delta_{th}^* < \delta_{th}$ for all $i = 1, \ldots, N$. This is a design task as their location depends on the calibration of the algorithm’s parameters.

**Theorem IV.4.** The system described by (16), (17), (22) has only one asymptotically stable fixed point. Each other fixed point is unstable.

**Proof:** The proof consists of three parts. First we will consider a system, where every flow uses (20) as its probability function. We will be able to show that there is a unique globally asymptotically stable fixed point to this system.

To ease the exposition of the final step, in the second step we will consider a system, where all flows use (21) as their probability function. We will be able to show, that all equilibria of this system are unstable. In the final step we consider (22), which will again prove unstable as long as
some flows are in the high-delay area.

(i) Let every flow use (20) as its probability function. We calculate the equilibrium $(W_1^*, \ldots, W_N^*, q_1^*, \ldots, q_j^*)$ using (18) and (19). Next we consider the following transformation of coordinates $\tilde{W}_i(t) = W_i(t) - W_i^*$ and $\tilde{q}_j(t) = q_j(t) - q_j^*$. We get the following system

$$
\dot{\tilde{W}}_i(t) = \sum_{j \in i} \tilde{q}_j(t) \left( W_i(t) + W_j^* \right)^2 + \frac{K}{RT T_i + \delta_i} \left( \tilde{W}_i(t) + 2W_j^* \right) \left( \sum_{j \in i} \tilde{q}_j + \frac{q_j^*}{C_j} \right) \leq 0.
$$

where $i,j \in 1, \ldots, J$.

A Lyapunov function for our system is given by

$$
V(\tilde{W}, \ldots, \tilde{W}, \tilde{q}, \ldots, \tilde{q}) = \sum_{i=1}^{N} \frac{1}{(W_i^*)^2} \tilde{W}_i^2 + \frac{1}{2} \sum_{j=1}^{J} \frac{K}{C_j} \tilde{q}_j^2.
$$

It is clearly positive definite, and further (28) (shown at the top of this page) demonstrates the stability of the equilibrium. Using LaSalle’s invariance principle we can show that it is in fact globally asymptotically stable. To this end we look at the set $V^{-1}(0)$. It is

$$
V^{-1}(0) = \{ (\tilde{W}_1, \ldots, \tilde{W}_N, \tilde{q}_1, \ldots, \tilde{q}_j) | V(\tilde{W}_1, \ldots, \tilde{W}_N, \tilde{q}_1, \ldots, \tilde{q}_j) = 0 \}
$$

or $(\tilde{q}_1 = -q_1^*, \ldots, \tilde{q}_j = -q_j^*)$.

A simple deliberation shows that the only invariant subset contained in $V^{-1}(0)$ is the origin. If we consider a vector from $V^{-1}(0)$, that is not the origin, it can be easily seen from (23) and (24), that we get pushed out of $V^{-1}(0)$. And thus the equilibrium is globally asymptotically stable. This concludes this part of the proof.

(ii) In the second step we choose the probability function for every flow to be (21).

We calculate again an equilibrium $(W_1^*, \ldots, W_N^*, q_1^*, \ldots, q_M^*)$ using (18) and (19). Next we consider the following transformation of coordinates $\hat{W}_i(t) = W_i(t) - W_i^*$ and $\hat{q}_j(t) = q_j(t) - q_j^*$. For $i = 1, \ldots, N$ and $j = 1, \ldots, J$ we get the following normalised dynamics

$$
\dot{\hat{W}}_i(t) = -\frac{1}{2} \frac{1}{RT T_i + \delta_i} \sum_{j \in i} K \frac{\hat{q}_j(t)}{C_j} \left( \hat{W}_i(t) + W_j^* \right)^2 + \frac{1}{2} \frac{K}{RT T_i + \delta_i} \left( \hat{W}_i(t) + 2W_j^* \hat{W}_i(t) \right) \left( \sum_{j \in i} \hat{q}_j + \frac{q_j^*}{C_j} \right) \leq 0.
$$

and

$$
\dot{\hat{q}}_j(t) = \hat{q}_j(t) - q_j^* = \sum_{i \in j} \frac{W_i(t)}{RT T_i + \delta_i} - C_j
$$

where we used the same trick as for (23) and (24). A Lyapunov function that will prove instability is given by

$$
V(\hat{W}_1, \ldots, \hat{W}_N, \hat{q}_1, \ldots, \hat{q}_j) = \sum_{i=1}^{N} \frac{1}{(W_i^*)^2} \hat{W}_i^2 - \frac{1}{2} \sum_{j=1}^{J} \frac{K}{C_j} \hat{q}_j^2.
$$
Now let each flow use \((22)\) as its probability function. Thus each flow in our system uses one of the probability functions \((20)\) and \((21)\), with the above defined switching rule. Let \(I^s\) denote the set of flows using initially \((20)\) and by \(I^u\) the set of flows using initially \((21)\). For any partition \(I^s, I^u\) of \(\{1, \ldots, N\}\) \((18)\) and \((19)\) give us an equilibrium of our system. We will show that this equilibrium can only be stable if \(I^u\) is the empty set. If \(I^u\) is the empty set then the equilibrium is asymptotically stable. Let us assume \(I^s \neq \emptyset\). The dynamic becomes
\[
\dot{W}_i(t) = -\frac{1}{2} \sum_{j \in I^u \cap I^s} \frac{K_j}{C_j} \left( W_i(t) + W_j(t) \right)^2 + K \sum_{j \in I^u \cap I^s} \frac{q_j}{C_j} \left( \dot{W}_i(t) + 2 W_i(t) \dot{W}_i(t) \right) - \left( \sum_{j \in I^u \cap I^s} \frac{K_j}{C_j} \right) \left( W_i(t) + W_j(t) \right)^2 + \left( p_0 - \sum_{j \in I^u \cap I^s} \frac{K_j}{C_j} \right) \left( \dot{W}_i(t) + 2 W_i(t) \dot{W}_i(t) \right)
\]
\[
\dot{q}_j(t) = \sum_{i \in I^u \cap I^s} \frac{\dot{W}_i(t)}{RT_i + \delta_i}.
\]

The function
\[
V(\tilde{W}_1, \ldots, \tilde{W}_N, \tilde{q}_1, \ldots, \tilde{q}_J) = \sum_{i=1}^{N} \frac{1}{(W_i^*)^2} \tilde{W}_i^2 + \frac{1}{2} \sum_{j \in I^s} \frac{K_j}{C_j} \tilde{q}_j - \frac{1}{2} \sum_{j \in I^s} \frac{K_j}{C_j} \tilde{q}_j^2
\]
is a Lyapunov function that will prove instability. In every neighbourhood of the equilibrium we can find \((\tilde{W}_1, \ldots, \tilde{W}_N, \tilde{q}_1, \ldots, \tilde{q}_J) \in \mathbb{R}^{N+J}_+\) such that \(V(\tilde{W}_1, \ldots, \tilde{W}_N, \tilde{q}_1, \ldots, \tilde{q}_J)\) is negative. Further, \((33)\) (placed on the top of this page) shows the instability of the considered system by the Lyapunov Instability Theorem, see e.g. [30, Theorem 3.2.37], which is applicable because there are no invariant sets in \(V^{-1}(0)\). The argument here is the same as in (i).

(iii) Now let each flow use \((22)\) as its probability function. The practical interpretation of this result is the following. If we consider Fig. 1 all solutions converge to the unique attractive fixed point of \(\delta_{th}\) as long as we stay left of any equilibrium on the right side of \(\delta_{th}\). Once we get on the right side of such an equilibrium, as may happen if loss based flows are present, we might get driven further into the high-delay region. But due to the fluctuations in the queue sizes driven by the multiplicative back-off behaviour of the flows, the stability results for non-linear probability functions follow from [33, Theorem 6.8]. We state the relevant special case in the following corollary.

**Corollary IV.5.** Let \(x^*\) be an hyperbolic equilibrium of the system described by \((16), (17)\) and arbitrary smooth probability functions \(p_i(\delta_i), i = 1, \ldots, N\). Then

(i) \(x^*\) is locally asymptotically stable for the system if for all \(i = 1, \ldots, N\) the functions \(p_i(\delta_i)\) are strictly increasing in a neighbourhood of \(x^*\).

(ii) \(x^*\) is unstable for the system if for one \(i = 1, \ldots, N\) the function \(p_i(\delta_i)\) is strictly decreasing in a neighbourhood of \(x^*\).

The assumption of hyperbolicity\(^2\) cannot be omitted. However we suppose that it is a generic property of our system. From Corollary IV.5 it is now clear that any equilibrium of our system must be unstable if even one flow is in the high-delay region, while the unique equilibrium in the low-delay region is asymptotically stable.

**Comment:** The practical interpretation of this result is the following. If we consider Fig. 1 all solutions converge to the unique attractive fixed point of \(\delta_{th}\) as long as we stay left of any equilibrium on the right side of \(\delta_{th}\). Once we get on the right side of such an equilibrium, as may happen if loss based flows are present, we might get driven further into the high-delay region. But due to the fluctuations in the queue sizes driven by the multiplicative back-off behaviour of the flows, an equilibrium of a non-linear system is called hyperbolic, if its Jacobian does not have eigenvalues on the imaginary axis. By the continuous dependence of eigenvalues on matrix entries almost all matrices have this property.

\[
\dot{V}(\tilde{W}_1, \ldots, \tilde{W}_N, \tilde{q}_1, \ldots, \tilde{q}_n) = 2 \sum_{i=1}^{N} \frac{1}{(W_i^*)^2} \tilde{W}_i \dot{W}_i + \sum_{j \in I^s} \frac{K_j}{C_j} \tilde{q}_j - \sum_{j \in I^s} \frac{K_j}{C_j} \tilde{q}_j \tilde{q}_j
\]

\[
= -\sum_{i=1}^{N} \frac{1}{(W_i^*)^2} \frac{1}{RT_i + \delta_i} \tilde{W}_i^2 \left( \dot{W}_i + 2 W_i^* \right) \left( \sum_{j \in I^s} \frac{K_j}{C_j} \right) + \left( p_0 - \sum_{j \in I^s} \frac{K_j}{C_j} \right) \leq 0,
\]
there is always a positive possibility that we reach a position left of the equilibrium. If this happens the dynamic drives the solutions to the low-delay equilibrium.

V. CASE STUDIES

We now present a number of case studies to illustrate some important features of our algorithm.

The first two are comparative studies. We first show that our algorithm effectively emulates a network of buffers in which RED AQM’s are deployed. We then, briefly, compare Cx-TCP with a recently proposed delay-based algorithm that purports to solve the coexistence problem; namely, the PERT algorithm [17].

Next, we present an application study, in which we show, again briefly, that Cx-TCP may be of use in certain situations where high delays are inevitable (but nevertheless undesirable). Specifically, we examine the High-Speed TCP variant.

A. Comparative study: Emulation of RED AQM

We first show that networks in which our algorithm is deployed (and in which no loss based flows are present), have similar characteristics to networks where RED AQM schemes are deployed. These results are consistent with the simulation studies presented by Bhandarkar et al. in [17].

We reuse the multiple bottleneck scenario, discussed previously in Section III-B. The parameters for the RED model are adjusted to be the same as the corresponding parameters of Cx-TCP, namely $\delta_{\text{min}}$, $\delta_{\text{th}}$ and $p_{\text{max}}$. Fig. 11 illustrates the results for the average throughput for 30 flows, half of which traverse both bottlenecks. As can be observed the performance of the proposed algorithm in terms of average throughput is similar to RED AQM. Consequently, if all flows use Cx-TCP the queueing delay can be kept at low levels, and the network has similar fairness properties to that of a RED network.

B. Application Study: High-Speed TCP

We now show that our basic idea can also be applied to enhance the performance of high speed networks. We begin by modifying Sally Floyd’s High-Speed TCP (HS-TCP, its details can be found in [35]) to incorporate our back-off strategy. In this situation our back-off strategy offers a number of benefits. These include not only a low queueing delay, but also enhance the network fairness properties by reducing the likelihood of flow synchronisation (by means of the probabilistic back off). A series of tests in a single bottleneck scenario (low delay, fairness, loss rate and on/off switching), with the same parameters as specified in Section III-A has been carried out. Fig. 12 (on the next page) illustrates the basic feature of the presented proposal, the ability to keep the queueing delay low in a homogeneous scenario consisting of flows that use HS-TCP extended with our algorithm.

We examine the ability of delay-based flows to coexist fairly with standard HS-TCP flows. Fig. 13 depicts the normalised average throughput for a network with three different mixes of standard and extended HS-TCP flows (a total of 30 flows). As in case of standard TCP, we can observe that the proposed algorithm guarantees fair coexistence in terms of average throughput rates, between loss and delay-based flows. Next, we check the network loss rate. We observe in Fig. 14 that HS-TCP flows using the proposed algorithm experience similar loss rates as standard HS-TCP flows. In particular, a comparison of 20 delay-based HS-TCP flows (using the proposed algorithm) coexisting with 10 standard HS-TCP flows with a scenario in which all 30 flows are standard (loss-based) HS-TCP, witness no significant difference in network loss rate.

Finally, we test dynamic properties of the presented algorithm in a high-speed network scenario consisting of 20 delay-based HS-TCP flows and 10 intermittent standard HS-TCP flow (we repeat analogous on-off switching test from Section III-A. Fig. 15 illustrates the results of such an experiment both in terms of queueing delay and packet loss ratio. It can be clearly seen that the algorithm is able to detect the presence of loss based flows and then, once these flow are off, is able to revert back to the low-queueing delay operation.

VI. CONCLUSION

In this paper we have presented a method that can be used to ensure that delay-based AIMD flows operate as loss-based flows when loss-based flows are present in the network.
allowing fair coexistence with their loss-based counterparts, and otherwise revert to delay-based operation mode. We demonstrated both in experiments and analytically that the proposed solution guarantees the aforementioned features, and that appropriate adjusting of the maximum equilibrium loss rate permits wide application of Cx-TCP, covering a range of different scenarios, e.g., fast networks. Finally, to conclude the description of presented algorithm we denote a number of potential limitations of Cx-TCP. First, our algorithm works best in multiplexed environments with standing queues. In situations where this assumption is not valid, some unfairness may be introduced when loss based flows are present. A crucial part of the algorithm is the assumption that all flows use the same per-packet back-off probability function and sense the same queueing delay. If this assumption is not valid, unfairness can be introduced. Also, the mathematical analysis presented in Section IV is only valid in situations when the fluid model of TCP provides a description of the queueing dynamics. However, the qualitative description of the mechanism provided in Section II is valid, and is independent of the fluid model.

ACKNOWLEDGEMENT

The authors would like to thank Fabian Wirth from the Institut für Mathematik, Universität Würzburg, Germany for help with the stability proof for the multiple bottleneck scenarios.

REFERENCES


Łukasz Budzisz  
(S’05-M’09) received his M.Eng.Sc. degree in Electronics and Telecommunication from Technical University of Łódź, Poland, in 2003, and a Ph.D. degree in Signal Theory and Communications from the Technical University of Catalunya, Spain, in 2009. At the submission of this article he was working as a research fellow at Hamilton Institute, Ireland. Currently he is a postdoctoral researcher at Technical University of Berlin, Germany. His research interest include network congestion control, mobility and wireless networks.

Rade Stanojević  
Rade Stanojevic obtained his B.Sc. in Mathematics from University of Nis, Serbia and a Ph.D. from Hamilton Institute, NUIM, Ireland. His current research interests span performance evaluation, network economics and energy aware computing. His work on decentralized cloud control has been awarded the ACM SIGMETRICS 2008 Kenneth C. Sevcik Outstanding Student Paper Award and the IEEE IWQoS 2009 Best Paper Award. Since fall 2010 he is a staff researcher in the IMDEA Networks Institute, Madrid.

Arieh Schlote  
received his Diploma in mathematics from the University of Würzburg, Germany, in 2010. He is now a Ph.D. student at the Hamilton Institute, Ireland, where he works on Markov chains and their application to road traffic modelling. His research interests include stability theory of dynamical systems and matrix theory.

Fred Baker, a Cisco Fellow, has been active in technology development and Internet Standardization since the 1980’s. He participated in early development of IEEE 802.1d switching and IP routing. In the IETF, he has written or edited RFCs on a variety of topics, and chaired both working groups and the IETF itself. At this time, he is the IETF’s Voting Member on the US NIST Smart Grid Interoperability Panel, a member of the SGIP’s Architecture Committee, and co-chair of the IPv6 Operations Working Group. At Cisco, his group supports research at universities; he is looked to for research advice and mentorship both within and outside the company.

Robert Shorten was awarded an M.Eng.Sc. in 1993, and a Ph.D. in 1996, both from University College Dublin. From 1993 to 1996 he was the holder of a Marie Curie Fellowship to conduct research at the DaimlerBenz Research Institute for Information Technology in Berlin. In 1996 Prof. Shorten was invited as a visiting fellow to the Center for Systems Science, Yale University, to work with Professor K.S. Narendra. Since returning to Ireland in 1997 as the recipient of a European Presidential Fellowship, Prof. Shorten has built up a research group in the area of switching systems. Prof. Shorten is an Editor of the IEE Proceedings on Control, and is a co-founder of the Hamilton Institute, NUIM Maynooth.