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THE GENERAL QUASILINEAR ULTRAHYPERBOLIC

SCHRÖDINGER EQUATION

C. E. KENIG, G. PONCE, C. ROLVUNG, AND L. VEGA

1. Introduction

In this article we consider nonlinear Schrödinger equations of the form

(1.1)











∂tu = − i ∂xj
(ajk(x, t, u, ū,∇u,∇ū)∂xk

u)

+~b1(x, t, u, ū,∇u,∇ū) · ∇u+~b2(x, t, u, ū,∇u,∇ū) · ∇ū

+ c1(x, t, u, ū)u+ c2(x, t, u, ū)ū+ f(x, t),

where x ∈ Rn, t > 0, and A = (ajk(·))j,k=1,..,n is a real, symmetric matrix.
Our aim is to study the existence, uniqueness and regularity of local solutions to the

initial value problem (IVP) associated to the equation (1.1).
In the case where A = (ajk(·))j,k=1,..,n is assumed to be elliptic the local solvability of

the IVP associated to (1.1) was recently established in [20]. Hence, in this work we should
be concerned with the case where (ajk(·))j,k=1,..,n is just a non-degenerate matrix.

Equations of the form described in (1.1) with A = (ajk(·))j,k=1,..,n merely invertible arise
in water wave problems, and as higher dimensions completely integrable models, see for
example [1], [7], [8], [15], [27], and [30].

There are significant differences in the arguments required for the local solvability in
the case where A is a non-degenerate matrix in comparison with the elliptic case treated
in [20]. To illustrate them as well as to review some of the previous related results we
consider first the semi-linear equation with constant coefficients (for more details and
further references and comments see [19], [20], [21], and references therein)

(1.2) ∂tu = −i(∂2
x1

+ ..+ ∂2
xk

− ∂2
xk+1

− ..− ∂2
xn

)u+ P (u, ū,∇xu,∇xū),

where P (·) is the non-linearity (by simplicity a polynomial in its variables without constant
or linear terms).

In [18] based on the smoothing effects (homogeneous and inhomogeneous, see [16],

[22], [4], [25], [29], [17]) associated to the group {e
−it(∂2

x1
+..+∂2

xk
−∂2

xk+1
−..−∂2

xn
)

: t ∈ R}
the local wellposedness for “small” data for the IVP associated to (1.2) was deduced.
In [12] for the one dimensional case (n = 1), Hayashi and Ozawa eliminated the size
restriction on the data in [18]. Their argument was based on a change of variable which
transforms the equation into a new system without the term ∂xu, so that the standard
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energy estimate yields the desired local result. In [5] Chihara, for the elliptic case (i.e.
k = n in (1.2)), removed the size restriction on the data in any dimension n. Roughly
speaking, the argument there first uses the ellipticity to diagonalize the system for (u, ū),
and then introduced an operator K so that the commutator i[K; ∆] “controls” the term

K~b(x) · ∇x. This is achieved by combining some result of Doi [9] concerning the local
smoothing effects in the solution with the sharp version of Garding inequality.

If instead of “controlling” it one asks for the operator K to verify that

(1.3) −i[K; ∆] +K~b(x) · ∇x = 0 + order zero,

one finds that K has symbol

(1.4) k(x, ξ) = exp(−

∫ ∞

0

~b(x+ 2sξ) · ξds),

which is in the non-standard class studied by Craig-Kappeler-Strauss [6]. In particular,
it satisfies that

|∂α
x∂

β
ξ k(x, ξ)| ≤ cαβ〈x〉

|β|〈ξ〉−|β|, α, β ∈ (Z+)n.

However, in the non-elliptic case with coefficients depending just on the space variable
x, the geometric assumptions in [6] (Chapter 3.1, section 3.1) does not hold for the relevant
symbols.

The local wellposedness of the IVP associated to the equation in (1.2) (1 < k ≤ n)
was established in [19]. The method of proof there, among other arguments, utilizes the
symbol class S0

0,0 of Calderón-Vaillancourt [3]. However, this approach does not seem to
extend to the variable coefficients case.

Next, we consider the linear IVP

(1.5)

{

∂tu = −i∂xk
ajk(x)∂xj

u+~b1(x) · ∇u+~b2(x) · ∇u+ f(x, t),

u(x, 0) = u0(x).

We recall the notion of the bicharacteristic flow associated to the symbol of the principal
part of the operator −∂xk

ajk(x)∂xj
, i.e. h(x, ξ) = ajk(x)ξkξj.

Let (X(s; x0, ξ0),Ξ(s; x0, ξ0)) denote the solution of the Hamiltonian system

(1.6)



















d

ds
Xj(s; x0, ξ0) = 2ajk(X(s; x0, ξ0)) Ξk(s; x0, ξ0) = ∂ξj

h,

d

ds
Ξj(s; x0, ξ0) = −∂xj

alk(X(s; x0, ξ0))ΞkΞl(s; x0, ξ0) = −∂xj
h,

for j = 1, .., n, with data

(X(0; x0, ξ0),Ξ(0; x0, ξ0)) = (x0, ξ0).
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Under mild regularity assumptions on the coefficients ajk(x)’s the bicharacteristic flow
(X(s; x0, ξ0),Ξ(s; x0, ξ0)) is defined in the interval s ∈ (−δ, δ) with δ = δ(x0, ξ0) > 0
depending continuously on (x0, ξ0).

If the operator −ajk(x)∂
2
xkxj

is elliptic, i.e. (ajk(x)) is positive definite, using that the
flow preserves h, i.e.

Hhh =

n
∑

j=1

(∂ξj
h∂xj

p− ∂xj
h∂ξj

p) = {h, p} = 0,

one has that
ν−2|ξ0|

2 ≤ |Ξ(s; x0, ξ0)|
2 ≤ ν2|ξ0|

2.

Hence δ = ∞, i.e. the bicharacteristic flow is globally defined. In the non-elliptic case
one needs to prove it.

In [14] Ichinose established that for the L2-local wellposedness of IVP (1.5), with
−∂xk

ajk(x)∂xj
elliptic and b2(x) ≡ 0, it is necessary that

(1.7) sup
x∈Rn,ω∈Sn−1,R>0

∣

∣

∣

∣

Im

∫ R

0

~b1(X(s; x, ω)) · Ξ(s; x, ω)ds

∣

∣

∣

∣

<∞.

This extends previous results of Mizohata [23] and Takeuchi [28] for the constant coef-
ficient case, where (X(s; x0, ξ0),Ξ(s; x0, ξ0)) = (x0 + 2sξ0, ξ0). Notice that in this variable
coefficient case the “integrating factor” in (1.4) reads

(1.8) k(x, ξ) = exp (−

∫ ∞

0

~b1(X(s; x, ξ)) · Ξ(s; x, ξ)ds).

The condition (1.7) justifies the following “non-trapping” assumption. The bicharac-
teristic flow (1.6) is non-trapped if the set

{X(s; x0, ξ0) : s ∈ R
+}

is unbounded in Rn for each (x0, ξ0) ∈ Rn × Rn − {0}.
As it was already mentioned the IVP for the equation (1.1) with (ajk(·))j,k=1,..,n elliptic

was studied in [20]. There the local solvability was obtained under regularity and decay
assumptions on the coefficients. Also a non-trapping character of the bicharacteristic flow
associated to the principal symbol of the elliptic operator

− ∂xj
(ajk(x, t, u, ū,∇xu,∇xū)∂xk

when evaluated at the data u(x, 0) = u0(x) and at a time t = 0 was assumed, i.e. the
bicharacteristic flow associated to the symbol

(1.9) h(u0) = hu0
(x, ξ) = ajk(x, 0, u0, ū0,∇xu0,∇xū0)ξjξk.

The proofs of the semi-linear results in [18], [19] follow a fixed point theorem (via
contraction principle). This approach does not extend to the quasi-linear case, thus in
[20] the proof used the so called “artificial viscosity” method.
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We recall that one of the advantages of the contraction principle approach is that it
also provides the continuity (in fact, the analyticity) of the solution upon the data.

Returning to the non-degenerate case, in [21] the following semi-linear IVP was studied

(1.10)











∂tu = −i∂xk
ajk(x)∂xj

u+~b1(x) · ∇u+~b2(x) · ∇u

+ c1(x)u+ c2(x)u+ P (u,∇u, u,∇u),

u(x, 0) = u0(x),

where the non-linearity P is given by a polynomial without linear or constant terms.
Under the following assumptions:

(a) (Non-degeneracy) There exists ν ∈ (0, 1)

ν|ξ| ≤ |A(x)ξ| ≤ ν−1|ξ|, x, ξ ∈ R
n,

where A(x) = (ajk(x))j,k=1,..,n.

(b) (Asymptotic Flatness) There exist c0 > 0 and N, M̃ ∈ Z+ large enough such that

(1.11) |∂α
x (ajk(x) − a0

jk)| ≤
c0

〈x〉N
, |α| ≤ M̃, j, k = 1, .., n,

where

(1.12) Ah = (a0
jk)j,k=1,..,n =

(

Ik×k 0
0 −I(n−k)×(n−k)

)

.

(c) (Non-trapping condition) The initial data u0 satisfies that the bicharacteristic flow
associated to (1.9) is non-trapping.

(d) (Growth condition of the first order coefficients) There exist c0 > 0 and N, M̃ ∈ Z+

large enough such that

(1.13) |∂α
x bjk

(x)| ≤
c0

〈x〉N
, |α| ≤ M̃, j = 1, 2, k = 1, .., n.

(e) Regularity of the coefficients For J ∈ Z+ sufficiently large

ajk, bmj
, cm ∈ CJ

b (Rn : C), j, k = 1, .., n, m = 1, 2.

the following result was established in [21].

Theorem 1.1. [21] There exist s, N > 0, s > N , and Ñ > 0, depending only on n, such
that for u0 ∈ Hs(Rn)∩L2(〈x〉Ndx) there exists T = T (‖u0‖s,2, ‖〈x〉

N/2u0‖2) > 0 such that
the IVP (1.10) has a unique solution u defined in the time interval [0, T ] satisfying

u ∈ C([0, T ] : Hs(Rn) ∩ L2(〈x〉Ndx)) ≡ Xs,N
T .

Moreover,
∫ T

0

∫

|Js+1/2u(x, t)|2〈x〉−Ñdxdt <∞,
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and for every u0 ∈ Hs(Rn)∩L2(〈x〉Ndx) there exists a neighborhood U of u0 and a T ′ > 0

such that the map data → solution of is continuous from U into Xs,N
T ′ .

Here ‖ · ‖s,2 denotes the norm in the Sobolev spaces Hs(Rn).
As in the previous semi-linear cases the proof in [21] was based on the contraction

principle.
In this non-degenerate case the operator describing the “integrating factor” in (1.8) has

not been shown to be an L2-bounded operator. However, thanks to the local smoothing
effects it suffices to solve (1.3) up to “small” first order term. This is achieved in [21] by
introducing a new class of symbols.

Definition 1.2. (i) It will be said that a ∈ S(Rn : Sm
1,0) (where Sm

1,0 the class of ψ.d.o’s of
classical symbols of order m) if a ∈ C∞(Rn × Rn × Rn) and a satisfies

(1.14) |〈z〉µ∂α
s ∂

β
x∂

γ
ξ a(s; x, ξ)| ≤ cµαβγ〈ξ〉

m−|γ|, ∀ z, x, ξ ∈ (Z+)n, ∀µ, α, β, γ ∈ (Z+)n.

(ii) For a ∈ S(Rn : Sm
1,0) let

(1.15) b(x, ξ) = χ(|ξ|)a(P (x,Ahξ); x, ξ),

where P (y, z) = y − (y · z)z/|z|2 for y, z ∈ Rn, z 6= 0, is the projection of y onto the
hyperplane perpendicular to z, Ah as in (1.12), and χ ∈ C∞(Rn) with χ(l) = 0 for |l| < 1
and χ(l) = 1 for |l| > 2.

In fact, we showed in [21] that it suffices to have (1.14) for sufficiently large µ, α, β, γ ∈
(Z)n.

We observe that if a ∈ S(Rn : Sm
1,0), then

∂α
ξ (ξβa(·)) ∈ S(Rn : Sk

1,0), k = m+ |β| − |α|,

i.e. this class is closed with respect to differentiation and multiplication in the ξ-variable.
We shall show below that this class is also closed with respect to differentiation in the
x-variable.

Roughly speaking, for r ∈ Z+ large enough

〈x〉−rχ(|ξ|)a(P (x,Ahξ); x, ξ) = 〈x〉−rb(x, ξ),

is a symbol in the class Sm
1,0.

In [21], we deduce several properties of operators with symbol in our class. These
include their continuity from Hm(Rn) to L2 and their composition rules with classical
differential operators P (x, ∂x) with decaying coefficients, i.e. with P (x, ∂x) = φα(x)∂α

x

with |x|lφα bounded for l ∈ Z sufficiently large.
The proof of the nonlinear results concerning the IVP (1.10) relies on two key linear

estimates. The first one is concerned with the smoothing effect described for solutions of
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the IVP (1.5) with (ajk(x)) being just an invertible matrix

(1.16)

∫ T

0

∫

Rn

|Js+1/2u(x, t)|2〈x〉−Ñdxdt

≤ c(1 + T ) sup
0≤t≤T

‖u(t)‖2
s,2 + c

∫ T

0

∫

Rn

|f(x, t)|2dx dt,

or

(1.17)

∫ T

0

∫

Rn

|Js+1/2u(x, t)|2〈x〉−Ñdxdt

≤ c(1 + T ) sup
0≤t≤T

‖u(t)‖2
s,2 +

∫ T

0

∫

Rn

|Js−1/2f(x, t)|2〈x〉Ñdxdt

for Ñ > 1.
The second is related with the local wellposedness in L2 (and inHs) of the IVP (1.5). To

establish it we followed an indirect approach. First, we truncated at infinity the operator
L(x) = −∂xk

ajk(x)∂xj
using θ ∈ C∞

0 (Rn) with θ(x) = 1, |x| ≤ 1, and θ(x) = 0, |x| ≥ 2.
For R > 0 we define

(1.18) L
R(x) = θ(x/R)L(x) + (1 − θ(x/R))L0,

where L0 = −a0
jk∂

2
xjxk

, Ah = (a0
jk)j,k=1,..,n as in (1.12), with the decay assumption

ajk(x) − a0
jk ∈ S(Rn), j, k = 1, .., n, (the same proof worked if one just assumed that

the corresponding estimate held for a sufficiently large number of semi-norms of S(Rn)).
Thus,

L(x) = L
R(x) + E

R(x).

For R large enough we considered the bicharacteristic flow (XR(s; x, ξ),ΞR(s; x, ξ)) associ-
ated to the operator LR(x) and the corresponding integrating factor KR, i.e. the operator
with symbol as in (1.8) but evaluated in the bicharacteristic flow (XR(s; x, ξ),ΞR(s; x, ξ)).
We deduced several estimates concerning the operator KR. In particular, we showed in
[21] that there exists N0 ∈ Z

+ (depending only on the dimension n) such that for any
M ∈ Z+ there exist N1 = N1(M) ∈ Z+ and R0 sufficiently large such that for R ≥ R0 it
follows that

(1.19)

sup
0≤t≤T

‖KRu(t)‖2
2 ≤ c0R

N0‖u(0)‖2
2

+R−M

∫ T

0

∫

Rn

|J1/2u|2〈x〉−Ñdxdt+ c0TR
N0+N1(M) sup

0≤t≤T
‖u(t)‖2

2,

for Ñ large enough depending only on the dimension n. In [21] the coefficients in (1.10)
were taken in the Schwartz class S(Rn). However, it is clear from the proof there that
the same argument works if one just assumes that a fixed large number of semi-norms
of S(Rn) of the coefficients are bounded. In this case, M will be chosen depending only
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on the decay of the coefficients. More precisely, one chooses M = M(N), M(N) ↑ ∞ as
N ↑ ∞, with N as in (1.11), (1.13).

To complete the estimate one needs to consider the operator ER = I− K̃R(KR)∗,where
the symbol of K̃R differs from that of KR only in the sign of the exponent, and (KR)∗ is
the adjoint of KR. It was established that ERu(t) satisfies an estimate similar to that in
(1.16). Combining these results we get that

(1.20)

sup
0≤t≤T

‖u(t)‖2
2 ≤ c0R

N0‖u(0)‖2
2

+R−M

∫ T

0

∫

Rn

|J1/2u|2〈x〉−Ñdxdt+ c0TR
N0+N1(M) sup

0≤t≤T
‖u(t)‖2

2

+ c0R
N0

∫ T

0

∫

Rn

|f(x, t)|2dxdt.

From (1.16) and (1.20) fixing T small enough one gets that

(1.21) sup
0≤t≤T

‖u(t)‖2
2 ≤ c0R

N0‖u(0)‖2
2 + c0R

N0

∫ T

0

∫

Rn

|f(x, t)|2dxdt.

This allows to use the contraction principle to obtain in [21] the desired nonlinear result.
Returning to the IVP (1.1) we shall assume that the coefficients satisfy the following

hypotheses:
(H1) Non-degeneracy. Given r0 > 0 there exists γr0

∈ (0, 1) such that for any

(1.22)
(x, t, ~z) ∈ R

n × R × ((Br0
(0)))2n+2 ≡ Dr0

,

γr0
|ξ| ≤ |ajk(x, t, ~z)ξ| ≤ γ−1

r0
|ξ|, ∀ξ ∈ R

n,

where Br0
(0) = {z ∈ C : |z| ≤ r0}, and with

(1.23)
A(x, 0,~0) = (ajk(x, 0,~0))j,k=1,..,n

= A0(x) + Ah = (a0,jk(x))j,k=1,..,n + (a0
jk)j,k=1,..,n

where for some N, M̃ ∈ Z+ large enough

(1.24) |∂α
xa0,jk(x)| ≤

c0
〈x〉N

, |α| ≤ M̃ j, k = 1, .., n,

and Ah as in (1.12).
(H2) Asymptotic flatness. There exists c > 0 such that for any (x, t) ∈ Rn × R and

0 < |α| ≤ M̃ , 0 ≤ |α′| ≤ M̃ it follows that

(1.25) |∂α
xajk(x, t,~0)| + |∂t∂

α′

x ajk(x, t,~0)| ≤
c

〈x〉N
,

for k, j = 1, .., n with N, M̃ as in (1.24).
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(H3) Growth of the first order coefficients. There exist c, c0 > 0 such that for any x ∈
Rn and any (x, t) ∈ Rn × R

(1.26)











|∂α
x bmj

(x, 0,~0)| ≤
c0

〈x〉N
, |α| ≤ M̃, m = 1, 2, j = 1, .., n,

|∂t∂
α
x bmj

(x, t,~0)| ≤
c

〈x〉N
, |α| ≤ M̃, m = 1, 2, j = 1, .., n,

where ~bl = (bl1 , .., bln), l = 1, 2 with N, M̃ as in (1.24).
(H4) Regularity. For any J ∈ Z+ and r0 > 0 the coefficients

(1.27) ajk, b1j
, b2j

∈ CJ
b (Rn × R × ((Br0

(0)))2n+2),

and

(1.28) c1, c2 ∈ CJ
b (Rn × R × ((Br0

(0)))2).

Our main result is the following.

Theorem 1.3. Under the hypotheses (H1)-(H4) there exists N = N(n) ∈ Z+ such that
given any

(1.29) u0 ∈ Hs(Rn) with 〈x〉N∂α
xu0 ∈ L2(Rn), |α| ≤ s1,

and

(1.30) f ∈ L1(R+ : Hs(Rn)) with 〈x〉N∂α
x f ∈ L1(R+ : L2(Rn)), |α| ≤ s1,

where s, s1 ∈ Z+, sufficiently large with s > s1 + 4, for which the Hamiltonian flow Hh(u0)

associated to the symbol

(1.31) h(u0) = hu0
(x, ξ) =

n
∑

j,k=1

ajk(x, 0, u0, ū0,∇u0,∇ū0)ξjξk,

is non-trapping, there exist T0 > 0, depending on

λ = ‖u0‖s,2 +
∑

|α1|≤s1

‖〈x〉N∂α
xu0‖2

+

∫ ∞

0

‖f(t)‖s,2 dt+
∑

|α1|≤s1

∫ ∞

0

‖〈x〉N∂α
x f(t)‖2dt,

the constants in (H1)-(H4) and on the non-trapping condition (H5), and a unique solution
u = u(x, t) of the equation in (1.1) with initial data u(x, 0) = u0(x) on the time interval
[0, T0] satisfying

(1.32)
u ∈ C([0, T0] : Hs−1) ∩ L∞([0, T0] : Hs) ∩ C1((0, T0) : Hs−3),

〈x〉N∂α
xu ∈ C([0, T0] : L2), |α| ≤ s1.
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Moreover, if (u0, f) ∈ Hs′(Rn) × L1(R+ : Hs′(Rn)) with s′ > s then (1.32) holds with s′

instead of s in the same time interval [0, T0].

Remarks Here, we are not concerned with the problem of estimating the optimal values
of s, s1 or N in Theorem 1.3.

Also we shall not attempt to obtain the sharp form of the persistence property of the
solution, (i.e. u ∈ C([0, T0] : Hs(Rn))) as well as the continuous dependence of the
solution upon the data. These can be established by combining the argument in [2] with
our key a priori estimates in Lemma 2.1.

Similarly, from our arguments it is easy to deduce that the local solution possesses the

local smoothing effect, i.e. if u0 ∈ Hs(Rn), then Js+1/2u ∈ L2(Rn × [0, T0] : 〈x〉−Ñdxdt).
The use of the weights in Theorem 1.3 comes from two sources. First, in order to convert

L1 conditions, such as (1.7), into L2 conditions. Secondly, one needs them in order to

maintain the asymptotic flatness condition (H2), when ~0 is replaced by (u, ū,∇xu,∇xū),
for a solution u.

As it was mentioned quasilinear results as those in Theorem 1.3 cannot be obtained
by using just a fixed point argument. Instead, as in [20], we shall rely on the artificial
viscosity method. First, we consider the linear problem

(1.33)











∂tu = −ǫ∆2u− i ∂xj
(ajk(x, t)∂xk

u) +~b1(x, t) · ∇u+~b2(x, t) · ∇ū

+ c1(x, t)u+ c2(x, t)ū+ f(x, t) ≡ −ǫ∆2u+ L(x, t)u+ f(x, t),

u(x, 0) = u0(x),

with ǫ ∈ (0, 1). The main step is to obtain the following a priori estimate for solutions of
the linear IVP (1.33) : there exits T > 0 such that

(1.34) sup
0≤t≤T

‖u(t)‖2
2 ≤ cT (‖u0‖

2
2 +

∫ T

0

‖f(t)‖2
2dt),

with T, c independent of ǫ and depending on an appropriate manner on the coefficients
in (1.33).

The inequality (1.34) will be proved under general hypotheses on the coefficients in
(1.33). This will allow us to find a class of functions such that when the coefficients of
the equation in (1.1) are evaluated in an element in this class they satisfy these general
hypotheses.

We denote by uǫ the solution of the following nonlinear IVP associated to equation in
(1.1)

(1.35)



















∂tu = −ǫ∆2u− i ∂xj
(ajk(x, t, u, ū,∇u,∇ū)∂xjk

u)

+~b1(x, t, u, ū,∇u,∇ū) · ∇u+~b2(x, t, u, ū,∇u,∇ū) · ∇ū

+ c1(x, t, u, ū)u+ c2(x, t, u, ū)ū+ f(x, t),

u(x, 0) = u0(x).
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The viscosity method provides the solution uǫ, in the appropriate class, in the time
interval [0, Tǫ] with Tǫ = O(ǫ). Evaluating the coefficients in (1.35) in this solution we
get a linear problem as that in (1.33) for which the estimate (1.34) holds. This a priori
estimate allows us to extend the solution uǫ, in the same class, to a time interval [0, T0]
with T0 independent of ǫ ∈ (0, 1).

Once the estimate (1.34) is available the proof of Theorem 1.3 follows an argument
quite similar to that explained in detail in [20]. So we shall concentrate in the proof of
the inequality (1.1). This will be given in section 2, Lemma 2.1.

Finally, we point out another difference between the elliptic quasi-linear case and the
non-degenerate one.

In [20] the following general class of quasilinear equation was considered

(1.36)











∂tu = −i ∂xj
(ajk(x, t, u, ū,∇u,∇ū)∂xk

u+ ∂xj
(bjk(x, t, u, ū,∇u,∇ū)∂xk

u

+~b1(x, t, u, ū,∇u,∇ū) · ∇u+~b2(x, t, u, ū,∇u,∇ū) · ∇ū

+ c1(x, t, u, ū)u+ c2(x, t, u, ū)ū+ f(x, t),

where (bjk) is a symmetric complex valued matrix.
Under the ellipticity assumption : given r0 > 0 there exists γr0

> 0 such that for any

(x, t, ~z) ∈ R
n × R × ((Br0

(0))
2n+2

,

it follows that

〈ajk(x, t, ~z)ξ, ξ〉 − |〈bjk(x, t, ~z)ξ, ξ〉| ≥ γr0
|ξ|2, ∀ξ ∈ R

n,

with Br0
(0) as in (1.22) and similar assumptions on the asymptotic flatness, the growth

of first order coefficients, the regularity of the coefficients, and a non-trapping hypothesis
it was established in [20] that the IVP associated to the equation (1.36) is locally well
posed.

The non-trapping hypothesis in [20] was the following : Given u0 ∈ Hr(Rn), r > n/2+2,
define

̟2(x, 0, ξ) = −ajk(x, 0, u0, ū0,∇u0,∇ū0)ξkξj,

̟3(x, 0, ξ) = −bjk(x, 0, u0, ū0,∇u0,∇ū0)ξkξj,

and

κ(x, ξ) =
√

̟2
2(x, 0, ξ) − |̟3(x, 0, ξ)|2.

It was said that u0 satisfies the non-trapping hypothesis if there exists 0 < η < 1 and
functions a(x, ξ), a1(x, ξ) such that

κ(x, ξ) = a(x, ξ) + ηa1(x, ξ),

(with a(x, ξ) real, homogeneous of degree 2, with |∂β
xa(x, ξ)| ∈ C1,1(Rn ×Rn), |β| ≤ N(n)

and θ(ξ) a(x, ξ) ∈ CN(n)(Rn × Rn), where θ ≡ 1 for |ξ| > 1, θ ≡ 0 for |ξ| < 1/2,
θ ∈ C∞(Rn), with a1 verifying similar estimates), the Hamiltonian flow Ha associated to
the symbol a is non-trapping, for more details see [20].



SCHRÖDINGER EQUATION 11

In the non-degenerate setting the equation in (1.36) does not allow for a more general
one that that considered in (1.1). This is due to the following linear algebra result (whose
proof follows by induction).

Lemma 1.1. Let A, B be two n × n matrices, A be real symmetric non-positive and
non-degenerate, and B a symmetric complex valued one such that

〈Aξ, ξ〉 = 0 implies 〈Bξ, ξ〉 = 0.

Then there exists λ ∈ C such that B = λA.

2. The linear problem

In this section we shall consider the linear IVP

(2.1)











∂tu = −i ∂xj
(ajk(x, t)∂xk

u) +~b1(x, t) · ∇u+~b2(x, t) · ∇ū

+ c1(x, t)u+ c2(x, t)ū+ f(x, t) ≡ L(x, t)u + f(x, t),

u(x, 0) = u0(x),

where x ∈ Rn, n > 1, t ∈ [0, T ], with T > 0, and its associated ǫ-viscosity version

(2.2)

{

∂tu = −ǫ∆2u+ L(x, t)u+ f(x, t), ǫ ∈ (0, 1),

u(x, 0) = u0(x),

under the following assumptions:
(Hl1) Non-degeneracy : A(x, t) = (ajk(x, t))j,k=1,..,n is a real symmetric matrix and

there exist γ, γ0 ∈ (0, 1) such that for any ξ ∈ Rn, (x, t) ∈ Rn × [0, T ]

(2.3)











γ|ξ| ≤ |A(x, t)ξ| ≤ γ−1|ξ|,

γ0|ξ| ≤ |A(x, 0)ξ| ≤ γ−1
0 |ξ|,

with

(2.4)
A(x, 0) = (ajk(x, 0))j,k=1,..,n

= A0(x) + Ah = (a0,jk(x))j,k=1,..,n + (a0
jk)j,k=1,..,n

where for some N, M̃ ∈ Z+ large enough

(2.5) |∂α
xa0,jk(x)| ≤

c0
〈x〉N

, |α| ≤ M̃, j, k = 1, .., n,

and Ah as in (1.12).
(Hl2) Asymptotic Flatness : There exists c > 0 such that for all ξ ∈ Rn, (x, t) ∈

R
n × [0, T ], j, k = 1, .., n, and 0 < |α| ≤ M̃, 0 ≤ |α′| ≤ M̃

(2.6) |∂α
xajk(x, t)| + |∂t∂

α′

x ajk(x, t)| ≤
c

〈x〉N
,
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with N, M̃ as in Hl1.
(Hl3) Growth Condition of the First Order Coefficients : There exist c, c0 > 0 such

that for all ξ ∈ Rn, (x, t) ∈ Rn × [0, T ]

(2.7) |∂α
x bmj

(x, 0)| ≤
c0

〈x〉N
, |α| ≤ M̃, m = 1, 2, j = 1, .., n,

and

(2.8) |∂α
x bmj

(x, t)| ≤
c

〈x〉N
, |α| ≤ M̃, m = 1, 2, j = 1, .., n,

with N, M̃ as in Hl1.
(Hl4) Regularity of the Coefficients :

(2.9) ajk, bmj
, cm ∈ CJ

b (Rn × [0, T ]), j, k = 1, .., n, m = 1, 2,

with J = J(n) ∈ Z+ sufficiently large such that the proofs below involving ψ.d.o’s can be
carried out, with norm

(2.10) ‖∂α
x∂

r
t d‖L∞(Rn×[0,T ]) ≤ cJ , |α| + r ≤ J.

with d = ajk, bmj
or cm, j, k = 1, .., n, m = 1, 2.

(Hl5) Non-trapping Condition : The bicharacteristic flow associated to the symbol of
A(x, 0) (see (2.4)), i.e.

(2.11) h0
2(x, ξ) =

n
∑

j,k=1

ajk(x, 0)ξjξk

is non-trapping.
We shall use c0 to denote a generic constant which only depends on the coefficients

evaluated at time t = 0.
The main ingredient in the proof of our main result Theorem 1.3 is the following

estimate for the solution of the linear IVP (2.1).

Lemma 2.1. There exist c̃0 = c̃0(γ0, c0, n) > 0 with γ0 as in (2.3), c0 as in (2.5) and (2.7),
and the constant c0 in Lemma 2.4 below, Ñ = Ñ(n), and K0 > 0, T0 ∈ (0, T ] depending

on (2.3)-(2.10) such that for T̃ ∈ (0, T0) the solution of the IVP (2.2) uǫ satisfies

(2.12)

sup
0≤t≤T̃

‖uǫ(t)‖2 +

∫ T̃

0

∫

|J1/2uǫ|2〈x〉−Ñdxdt

≤ c̃0e
K0T̃ (‖u0‖2 +

∫ T̃

0

‖f(·, t)‖2dt).

Moreover, (2.12) still holds if we replace its last term by

(

∫ T̃

0

∫

|J−1/2f(x, t)|2〈x〉−Ñdxdt)1/2.
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We recall the class of ψ.d.o’s introduced in [21]:

Ψaf(x) =

∫

eix·ξa(x, ξ)f̂(ξ)dξ,

with symbol

a(x, ξ) = χ(|ξ|)a(P (x,Ahξ); x, ξ),

with χ as in (1.15),

P (x,Ahξ) = x−
(x ·Ahξ

|ξ|2
)

Ahξ,

i.e. P (x,Ahξ) is the projection of x into the hyperplane perpendicular to Ahξ, and

a = a(s; x, ξ) ∈ S(Rn : Sm
1,0),

S(·) denoting the Schwartz class, and Sm
1,0 the class of classical symbol of ψ.d.o’s of order

m.
In [21] (Theorem 3.2.1) we prove that

(2.13) ‖Ψaf‖2 ≤ c‖f‖m,2.

We shall use that our class is closed under differentiation of the symbol in the x-variable.

Lemma 2.2. Let

aα(x, ξ) = ∂α
x (a(P (x,Ahξ); x, ξ)χ(|ξ|)),

with a(s; x, ξ) as above. Then aα(x, ξ) defines a symbol in our class. Moreover,

(2.14) ‖Ψaα
f‖2 ≤ cα‖f‖m,2.

Proof. First we consider the case α = (1, 0, .., 0). So

∂x1
a(P (x,Ahξ); x, ξ)

=
∂a

∂x1
(P (x,Ahξ); x, ξ) +

n
∑

j=1

∂a

∂zj
(P (x,Ahξ); x, ξ)

∂P

∂x1
(x,Ahξ).

Since

∂x1
(P (x,Ahξ))j = ∂x1

(

xj −
x ·Ahξ

|ξ|2
(Ahξ)j

)

= δ1j −
(Ahξ)1(Ahξ)j

|ξ|2
,

it follows that (see remark 3.1.3(b) in [21])

∂x1
a(P (x,Ahξ); x, ξ)χ(|ξ|) = b1(P (x,Ahξ); x, ξ)χ(|ξ|)),

with b1 = b1(z; x, ξ) ∈ S(Rn : Sm
1,0) which yields the result.

The proof of the general case combines the above argument and induction in |α|. �
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Using the notation

(2.15) L = L(x, t) = −∂xj
(ajk(x, t)∂xk

·),

and taking complex conjugate in the equation (2.2) we obtain the system

(2.16)

{

∂t ~w = −ǫ∆2I ~w + iH ~w +B~w + C ~w + ~F ,

~w(x, 0) = ~w0(x),

where

(2.17) ~w =

(

u
ū

)

, ~F =

(

f
f̄

)

,

(2.18) H =

(

L 0
0 −L

)

, B =

(

Ψb1
~b2(x, t) · ∇

~b2(x, t) · ∇ Ψb̄1

)

,

with b1 ∈ S1
1,0 with odd symbol in ξ, and C a 2 × 2 matrix of ψ.d.o’s of order zero.

At some point we will take derivative of the equation in (1.1), so the new coefficients of
∇u will be a combination of the original ones and some derivatives of the ajk’s. In fact,
these coefficients depend on the order of the derivative just as a multiplicative constant.
For this reason we consider a general b1 ∈ S1

1,0 with odd symbol in ξ in (2.15), (2.18).

Lemma 2.3. There exists N ∈ Z
+ such that for any T0 ∈ (0, T ] and any ǫ ∈ (0, 1) the

solution ~wǫ = ~w of the IVP (2.16) satisfies

(2.19)

∫ T0

0

∫

|J1/2 ~w|2〈x〉−Ñdxdt ≤ (c0 + cT0) sup
0≤t≤T0

‖~w(t)‖2
2

+ c0ǫ

∫ T0

0

‖∆~w(t)‖2
2dt+ c0

∫ T0

0

‖~F (t)‖2
2dt,

where c0 depends only on the coefficients evaluated at t = 0 and on Lemma 2.1 and c
depends on the estimates in (2.3)-(2.10).

To prove Lemma 2.3 we will follow the argument in [21] (Lemma 5.1.3). First, we recall
Lemma 5.1.1 in [21].

Lemma 2.4. Let A(x, 0) be as in (2.4). Assume that the bicharacteristic flow is non-
trapped, i.e.

{X(s; x0, ξ0) : s ∈ R
+}

is unbounded for any (x0, ξ0) ∈ R
n × R

n − {0}. Suppose λ ∈ L1([0,∞)) ∩ C([0,∞)) is
strictly positive and non-increasing. Then there exist c0 > 0 and a real symbol p ∈ S0

1,0,

both depending on h0
2(x, ξ) in (2.11) and λ such that

Hh0
2
p = {h0

2, p}(x, ξ) ≥ λ(|x|) |ξ| − c0, ∀ (x, ξ) ∈ R
n × R

n.
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We fix N as in (2.5), (2.6), (2.7), and (2.8), and choose

λ(ρ) = 1/(1 + ρ2)Ñ/2 = 〈ρ〉Ñ .

to obtain the following time dependent version of Lemma 2.4.

Lemma 2.5. These exists T0 > 0 depending only on Hl2 such that for any (x, ξ) ∈ R
n×R

n

(2.20) Hh2
p = {h2; p}(x, t, ξ) ≥

|ξ|

2〈x〉Ñ
− 2c0,

where

(2.21) h2 = h2(x, t, ξ) = ajk(x, t)ξkξj,

and p ∈ S0
1,0 is the operator in Lemma 2.4.

Proof. We recall the notation

h0
2(x, ξ) = ajk(x, 0)ξkξj.

By definition
Hh2

p = ∂ξj
h2∂xj

p− ∂xj
h2∂ξj

p

= 2ajk(x, t)ξk∂xj
p− ∂xj

ajk(x, t)ξkξj∂ξj
p.

From our hypothesis Hl2 it follows that for any t ∈ (0, T0]

|∂ξj
h2(x, t, ξ) − ∂ξj

h0
2(x, ξ)|

= 2|(ajk(x, t) − ajk(x, 0))ξk| ≤ c
T0

〈x〉N
|ξ|,

and
|∂xj

h2(x, t, ξ) − ∂xj
h0

2(x, ξ)|

= |(∂xj
ajk(x, t) − ∂xj

ajk(x, 0))ξkξj| ≤ c
T0

〈x〉N
|ξ|2.

Since p ∈ S0
1,0 choosing N ≫ Ñ one has that

|Hh2
p−Hh0

2
p| ≤ c

T0

〈x〉Ñ
|ξ|.

From Lemma 2.4 we know that

Hh0
2
p(x, ξ) ≥

|ξ|

〈x〉Ñ
− c0,

so taking T0 sufficiently small we obtain the desired result (2.20). �

Now we shall prove Lemma 2.3.



16 C. E. KENIG, G. PONCE, C. ROLVUNG, AND L. VEGA

Proof. Let

(2.22) k(x, ξ) =

(

exp(p(x, ξ)) 0
0 −exp(p(x, ξ))

)

,

where p ∈ S0
1,0 is the symbol in Lemma 2.5 so K = Ψk is a diagonal matrix of ψ.d.o’s of

order zero. We calculate

(2.23)

∂t〈K ~w, ~w〉 = 〈K∂t ~w, ~w〉 + 〈K~w, ∂t ~w〉

= −ǫ(〈K∆2I ~w, ~w〉 + 〈K~w,∆2I ~w〉)

+ 〈(i[KH −HK] +KB +B∗K)~w, ~w〉

〈(KC + C∗K)~w, ~w〉 + 〈K ~F , ~w〉 + 〈K~w, ~F 〉.

We disregard the symbols of order zero and consider first the symbol of i[KH−HK]+
KB +B∗K, i.e.

σ(i[KH −HK] +KB +B∗K),

which is equal up to a symbol of order zero to

(2.24) −ep

(

Hh2
p 0

0 Hh2
p

)

+ ep

(

b1(x, t, ξ) 2i~b2(x, t) · ξ

−2i~̄b2(x, t) · ξ b1(x, t, ξ)

)

We write

~b2(x, t) = ~b2(x, 0) + t
~b2(x, t) −~b2(x, 0)

t
,

with a similar identity for b1(x, t, ξ). Also since K = Ψk has order zero it is easy to see
that

| − ǫ(〈K∆2I ~w, ~w〉 + 〈K~w,∆2I ~w〉)| ≤ c0ǫ‖~w(t)‖2
2,2.

This combined with the matrix version of the sharp Garding inequality, the hypothesis
Hl3, and Lemma 2.5 yields, after integration by part, the desired result, i.e. inequality
(2.19) (for details we refer to the proof of Lemma 5.1.3 in [21]).

�

Next, we shall recall some notations and definitions used in [21]. First, we define

(2.25) aR
jk(x, 0) = θ

( x

R

)

ajk(x, 0) +
(

1 − θ
( x

R

))

a0
jk,

where θ ∈ C∞
0 (Rn), θ(x) = 1 for |x| < 1, and θ(x) = 0 for |x| > 2,

(2.26) L
R(x) = ∂xj

(aR
jk(x, 0)∂xk

), and L(x, t) = ∂xj
(ajk(x, t)∂xk

).

We apply the operator (KR)∗, which is independent of t, to the equation in (2.2) and
use that

L(x, t) = L(x, t) − L(x, 0) + L
R(x) + E

R(x),

with
E

R(x) = ∂xj

((

1 − θ
( x

R

))

(ajk(x, 0) − a0
jk)∂xk

)

,
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and
~bj(x, t) · ∇ = (~bj(x, t) −~bj(x, 0)) · ∇ +~bj(x, 0) · ∇, j = 1, 2.

We shall need the following symbols used in [21],

(2.27)

b1(x, ξ) = −b1(x, 0)iξ,

pR(x, ξ) = −χ(|ξ|)

∫ 0

−∞

b1(X
R(s; x, ξ),ΞR(s; x, ξ))ds,

pR
e (x, ξ) =

1

2
(pR(x, ξ) + pR(x,−ξ)),

kR(x, ξ) = exp(pR
e (x, ξ)),

kR(x, ξ) = exp(−pR
e (x, ξ)).

where

(XR(s; x, ξ),ΞR(s; x, ξ)),

denotes the bicharacteristic flow associated to the symbol of the truncated operator LR(x)
defined in (2.26) and χ as in (1.15).

We remark that after taking s-derivatives in the equation (1.1) and linearizing the
resulting equation the new term b1(x, ξ) obtained has the form

s
∑

j,k,l

∂xj
aR

jk(x, 0)ξjξkξl〈ξ〉
−2 − b1(x, 0)iξ.

From our hypotheses it is clear that this new bR(x, ξ) satisfies similar estimates than
that in (2.27).

Thus, from (2.2) we get

(2.28)

∂t(K
R)∗u = −ǫ(KR)∗∆2u− i[(KR)∗; LR]u+ iLR(KR)∗u

+ i[(KR)∗; (L(x, t) − L(x, 0))]u+ i(L(x, t) − L(x, 0))(KR)∗u

+ iER(KR)∗u+ i[ER; (KR)∗]u

+ (KR)∗~b1(x, 0) · ∇u+ (KR)∗(~b1(x, t) −~b1(x, 0)) · ∇u

+ (KR)∗~b2(x, 0) · ∇ū+ (KR)∗(~b2(x, t) −~b2(x, 0)) · ∇ū

+ (KR)∗f + terms of order zero inu.

Next, we shall estimate

(2.29) ∂t〈(K
R)∗u, (KR)∗u〉 =

d

dt

∫

|(KR)∗u|2(x, t)dx.

After using the equation (2.28) to estimate (2.29) we separate the terms obtained into
four groups IK;j, j = 1, .., 4.
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In IK;1 we set the terms with coefficients independent of t, i.e. those involving the
operators

L
R(x), ~b1(x, 0) · ∇, ~b2(x, 0) · ∇, E

R(x),

in the equation.
In IK;2 one has the terms involving the difference of the coefficients at the time t and

time 0, i.e. the terms containing the operators

(L(x, t) − L(x, 0)), (~b1(x, t) −~b1(x, 0)) · ∇, (~b2(x, t) −~b2(x, 0)) · ∇.

IK;3 contains the terms coming from the ǫ viscosity part of the equation, i.e.

−ǫ〈(KR)∗∆2u, (KR)∗u〉 − ǫ〈(KR)∗, (KR)∗∆2u〉.

In IK;4 we collect the terms of order zero and those coming from the inhomogeneous
term f(x, t). From the L2-continuity of (KR)∗ they are bounded by

(2.30) cR2N0‖u(t)‖2
2 + cR2N0‖u(t)‖2‖f‖2,

with N0 depending only on the dimension n.
Similarly, we shall estimate

(2.31) ∂t〈E
Ru,ERu〉 =

d

dt

∫

|ERu|2(x, t)dx.

where

I = ER + K̃R(KR)∗,

see Lemma 5.2.6 in [21].
Thus,

(2.32)
∂tE

Ru = −ǫER∆2u+ iER
L(x, t)u+ ER~b1(x, t) · ∇u

+ ER~b2(x, t) · ∇ū+ ERc1(x, t)u+ ERc2(x, t)ū+ ERf.

Inserting the identity

(2.33)

ER
L(x, t) = ER

L(x, 0) + ER(L(x, t) − L(x, 0))

= L(x, 0)ER + [ER; L(x, 0)] + (L(x, t) − L(x, 0))ER

+ [ER; L(x, t) − L(x, 0)],

into the equation (2.32) and (2.31) we split the terms obtained into four groups IE;j, j =
1, .., 4.

In IE;1 we place the terms with coefficients independent of t coming from the expressions

L
R(x), ~b1(x, 0) · ∇, ~b2(x, 0) · ∇, E

R(x),

in the equation.



SCHRÖDINGER EQUATION 19

IE;2 contains the terms involving the operator

(L(x, t) − L(x, 0)),

(in this case the terms involving the operators ERΨb1 , E
R~b2(x, t) · ∇ can be directly

bounded by using Lemma 5.2.6 in [21]).
IE;3 contains the terms coming from the ǫ viscosity part of the equation, i.e.

−ǫ〈ER∆2u,ERu〉 − ǫ〈ER, ER∆2u〉.

In IE;4 we collect the remainder terms of order zero which using Lemma 5.2.6 in [21]
are bounded by

(2.34) cR2N0‖u(t)‖2
2 + cR2N0‖u(t)‖2‖f‖2,

with N0 as in (2.30).
The terms in IK;1 and IE;1 (all involving time independent coefficients) were already

considered in Section 5 of [21], (i.e. their contribution to the equations of (2.29) and
(2.31)). Thus, to bound them we shall use the following inequalities proved in Lemmas
4.2.4-5.2.6 in [21].

Proposition 2.1. There exist M = M(N) ∈ Z+, N denoting the decay of the coefficients
in (2.5)-(2.8), with M(N) ↑ ∞ as N ↑ ∞, and R0 large enough such that for R ≥ R0 one
has

(2.35) Re i 〈LR(x)(KR)∗u, (KR)∗u〉 ≡ 0,

(2.36) Re i 〈L(x, 0)ERu,ERu〉 ≡ 0,

(2.37)

|〈i[LR; (KR)∗]u+ (KR)∗~b1(x, 0) · ∇u, (KR)∗u〉|

+ |〈ER(KR)∗u, (KR)∗u〉| + |〈[ER; (KR)∗]u, (KR)∗u〉|

+ |〈(KR)∗~b2(x, 0) · ∇ū, (KR)∗u〉|

≤ c0R
−M‖(J1/2u)〈x〉−Ñ‖2

2 + c0R
N0+N1(M)‖u(t)‖2

2 + c0‖f‖
2
2.

and

(2.38)

|〈[ER; L(x, 0)]u,ERu〉|

+ |〈ER~b1(x, 0) · ∇u,ERu〉| + |〈ER~b2(x, 0) · ∇ū, ERu〉|

≤ c0R
N0‖u(t)‖2

2 + c0‖f‖
2
2,

with N0 as in (2.30), Ñ depending only on n , with N ≫ Ñ , and N1 depending only on
M .
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To handle the contribution coming from the terms in IK;2 we shall establish the following
inequalities.

Proposition 2.2. Take N0 as in (2.30), then

(2.39)
|〈[(L(x, t) − L(x, 0)); (KR)∗]u, (KR)∗u〉|

≤ cTRN0‖(J1/2u)〈x〉−Ñ‖2
2 + cRN0‖u(t)‖2

2,

(2.40) Re i 〈(L(x, t) − L(x, 0))(KR)∗u, (KR)∗u〉 ≡ 0,

(2.41)
|〈(KR)∗(~b1(x, t) −~b1(x, 0)) · ∇u, (KR)∗u〉|

≤ cTRN0‖(J1/2u)〈x〉−Ñ‖2
2 + cRN0‖u(t)‖2

2,

and

(2.42)
|〈(KR)∗(~b2(x, t) −~b2(x, 0)) · ∇ū, (KR)∗ū〉|

≤ cTRN0‖(J1/2u)〈x〉−Ñ‖2
2 + cRN0‖u(t)‖2

2,

with Ñ depending only on n and N ≫ Ñ .

Proof. We write

([(L(x, t) − L(x, 0)); (KR)∗])∗

= (L(x, t) − L(x, 0))∗KR −KR(L(x, t) − L(x, 0))∗

where
(L(x, t) − L(x, 0))∗

= (ajk(x, t) − ajk(x, 0))∂2
jk + ∂j(ajk(x, t) − ajk(x, 0))∂k

= βjk(x, t)∂
2
jk + β̃k(x, t)∂k = Θ1 + Θ2,

with the notation ∂j instead of ∂xj
. Notice that the coefficients βjk(x, t) and β̃k(x, t) and

their derivatives up to order p (large enough) have strong decay at infinity uniformly in
t ∈ [0, T ]. In fact, a sufficient number of semi-norms in the Schwartz class are bounded
by cT for all t ∈ [0, T ].

The term Θ2 yields

〈(β̃k(x, t)∂kK
R −KRβ̃k(x, t)∂k)u, (K

R)∗u〉

which using Theorem 3.3.1 in [21] and the L2-continuity of KR can be bounded by

TRN0‖u(t)‖2
2, ∀t ∈ (0, T ).

To handle Θ1 we use again Theorem 3.3.1 in [21] to write that

(2.43) βjk(x, t)∂
2
jkK

R −KRβjk(x, t)∂
2
jk = ΨdR + zero order terms,
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with

dR(x, t, ξ) = βjk(x, t)∂ξl
(ξjξk)∂xl

KR − ∂xl
βjk(x, t)ξjξk∂ξl

KR.

We recall that a symbol in our class a(x, ξ) when multiplied by φ(x), a fast decaying
function in the x variable, becomes a classical symbol of the same order.

To each term in the symbol of dR(x, t, ξ) we can apply the following argument.
Claim : Let φ(x, t) be an smooth function with strong decay at infinity in the x-

variable uniformly in t ∈ [0, T ], with a sufficient number of semi-norms in the Schwartz
class bounded by cT . Then

(2.44) |〈φ(x, t)∂jK
Ru, (KR)∗u〉| ≤ cTR2N0‖(J1/2u(t))〈x〉−Ñ‖2

2 + ‖u(t)‖2
2

Notation We shall use the notation ≃ to denote terms whose difference can be bounded
by a multiple of ‖u‖2

2 or by an operator of order zero.

Proof. We have

〈φ(x, t)∂jK
Ru, (KR)∗u〉

= 〈〈x〉−Ñ〈x〉2Ñφ(x, t)∂jK
RJ1/2J−1J1/2u, 〈x〉−Ñ(KR)∗u〉

≃ 〈〈x〉−ÑJ1/2〈x〉2Ñφ(x, t)∂jK
RJ−1J1/2u, 〈x〉−Ñ(KR)∗u〉

≃ 〈〈x〉−ÑJ1/2〈x〉3Ñφ(x, t)∂jK
RJ−1〈x〉−ÑJ1/2u, 〈x〉−Ñ(KR)∗u〉

≃ 〈J1/2〈x〉−Ñ〈x〉3Ñφ(x, t)∂jK
RJ−1〈x〉−ÑJ1/2u, 〈x〉−Ñ(KR)∗u〉

≃ 〈〈x〉3Ñφ(x, t)∂jK
RJ−1〈x〉−ÑJ1/2u, 〈x〉−ÑJ1/2〈x〉−Ñ(KR)∗u〉

= Λ3.

Since 〈x〉3Ñφ(x, t)∂jK
RJ−1 ∈ S0

1,0, i.e. a classical ψ.d.o. of order zero, it follows that

|Λ3| ≤ cTRN0‖〈x〉−ÑJ1/2u‖2‖〈x〉
−ÑJ1/2〈x〉−Ñ(KR)∗u‖2.

Finally, using that

(〈x〉−ÑJ1/2〈x〉−Ñ(KR)∗)∗ = KR〈x〉−ÑJ1/2〈x〉−Ñ ,

we obtain the desired inequality (2.44).
Returning to the operator ΨdR whose symbol is dR(x, ξ) and applying our claim one

gets that

|〈ΨdRu, (KR)∗u〉| ≤ cTRN0‖〈x〉−ÑJ1/2u(t)‖2
2 + ‖u(t)‖2

2,

which proves (2.39).
Integration by parts yields (2.40).
To prove (2.41) we write

((KR)∗(b1(x, t) − b1(x, 0)) · ∇))∗ ≃ ((b1(x, t) − b1(x, 0)) · ∇)KR = G∗
R ∈ S1

1,0,
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and ΨG∗

R
≃ ΨḠR

, so using an argument similar to that given in the proof of the claim
above we get (2.41). Similarly for (2.42).

�

To bound the terms in IE;2 we have the following estimates.

Proposition 2.3. There exists N0 ∈ Z+ depending only on the dimension n such that
for any t ∈ (0, T0]

(2.45) |〈[(L(x, t) − L(x, 0));ER]u,ERu〉| ≤ cTRN0‖u(t)‖2
2,

and

(2.46) Re i〈(L(x, t) − L(x, 0))ERu,ERu〉 = 0,

Proof. With the same notation that in the previous proof we have

(L(x, t) − L(x, 0))u = ∂j(βjk(x, t)∂ku).

So using that ER = I − K̃R(KR)∗, one sees that

[(L(x, t) − L(x, 0));ER]u

= K̃R[(KR)∗; ∂jβjk(x, t)∂k] + [K̃R; ∂jβjk(x, t)∂k](K
R)∗.

First we consider the term involving [(KR)∗; ∂jβjk(x, t)∂k]. Taking the adjoint it follows
that

([(KR)∗; ∂jβjk(x, t)∂k])
∗ = −KR∂jβjk(x, t)∂k + ∂jβjk(x, t)∂kK

R

= −KR∂j(βjk(x, t))∂k + ∂j(βjk(x, t))∂kK
R

−KRβjk(x, t)∂
2
jk + βjk(x, t)∂

2
jkK

R

≃ −KRβjk(x, t)∂
2
jk + βjk(x, t)∂

2
jkK

R,

since −KR∂j(βjk)∂k +∂j(βjk)∂kK
R is an operator of order zero, see Theorem 3.3.1 in [21].

Up to symbols of order zero (bounded operator in L2) the symbol of βjk(x, t)∂
2
jkK

R −

KRβjk(x, t)∂
2
jk is equal to

η(x, t, ξ) = βjk∂ξl
(ξkξj)∂xl

kR(x, ξ) − ∂xl
βjkξkξj∂ξl

kR(x, ξ).

So η(x, t, ξ) ∈ S1
1,0 uniformly in t ∈ [0, T ] and η(x, t, ξ) ≃ Ψdβ̃l(x, t)∂l with d = d(x, ξ) in

our class. Similarly for η∗(x, t, ξ), then η∗(x, t, ξ) ≃ β̃l(x, t)∂lΨd1
. Inserting this in (2.45)

we get
〈K̃R[(KR)∗; ∂jβjk(x, t)∂k]u,E

Ru〉 ≃ 〈K̃Rβ̃l(x, t)∂lΨd1(x,ξ)u,E
Ru〉

≃ 〈ΨbΨd1(x,ξ)u,E
Ru〉 ≃ 〈Ψd1(x,ξ)u, (Ψb)

∗ERu〉,

which can be bounded by ‖u(t)‖2
2, by using that Ψb is a classical ψ.d.o. of order 1 and

the continuities properties of ER deduce in Lemma 5.2.6 in [21].
A similar argument provides the bound for the term [K̃R, ∂jβjk(x, t)∂k](K

R)∗. Collect-
ing this information we get (2.45).
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The proof of (2.46) follows by integration by parts.
�

The terms coming from the artificial viscosity term ǫ∆2, i.e. the terms in IK;3 and IE;3

will be handled by using the following inequalities.

Proposition 2.4.

(2.47) 〈ǫ(KR)∗∆2u, (KR)∗u〉 = ǫ〈∆(KR)∗u,∆(KR)∗u〉 + Λ1,

and

(2.48) 〈ǫER∆2u,ERu〉 = ǫ〈∆ERu,∆ERu〉 + Λ2,

where
|Λj| ≤ ǫR2N0‖∆u(t)‖2(‖u(t)‖2 + ‖∇u(t)‖2), j = 1, 2.

Proof. To obtain (2.47) we write

(2.49)

〈(KR)∗∆2u, (KR)∗u〉

= 〈[(KR)∗; ∆]∆u, (KR)∗u〉 + 〈∆(KR)∗∆u, (KR)∗u〉

= 〈[(KR)∗; ∆]∆u, (KR)∗u〉 + 〈(KR)∗∆u,∆(KR)∗u〉

= 〈[(KR)∗; ∆]∆u, (KR)∗u〉 + 〈(KR)∗∆u, [∆; (KR)∗]u〉

+ 〈(KR)∗∆u, (KR)∗∆u〉

≡ Ω1 + Ω2 + Ω3.

Thus, we consider
[∆; (KR)∗] = ∆(KR)∗ − (KR)∗∆ = T,

and its adjoint
T
∗ = −(∆KR −KR∆).

Let kR(x, ξ) denote the symbol of KR such that

KRf(x) =

∫

eix·ξkR(x, ξ)f̂(ξ)dξ,

so

∆KRf(x) =

∫

eix·ξ{−|ξ|2kR(x, ξ) + 2iξj∂xj
kR(x, ξ) + ∆xk

R(x, ξ)}f̂(ξ)dξ.

Therefore,

T
∗f(x) =

∫

eix·ξ{2iξj∂xj
kR(x, ξ) + ∆xk

R(x, ξ)}f̂(ξ)dξ.

From Lemma 2.2 above and Theorem 3.2.1 in [21] one has that the operators with
symbols ∂xj

kR(x, ξ) and ∆xk
R(x, ξ) are bounded in L2. Hence, we can write that

(2.50) T
∗ = Cj∂xj

+ C0, and T = C∗
0 + ∂xj

(−C∗
j ),

with Cj , j = 0, 1, .., n denoting L2-bounded operators.
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Also we have that
∫

eix·ξiξj∂xj
kR(x, ξ)f̂(ξ)dξ

= ∂xj
(

∫

eix·ξ∂xj
kR(x, ξ)f̂(ξ)dξ)−

∫

eix·ξ∂2
xjxj

kR(x, ξ)f̂(ξ)dξ,

so that

(2.51) T
∗ = ∂xj

C̃j + C̃0, and T = C̃∗
0 − C̃∗

j ∂xj
,

with C̃j , j = 0, 1, .., n denoting L2 bounded operators.
To bound Ω1 we see that

〈[(KR)∗; ∆]∆u, (KR)∗u〉 = −〈T∆u, (KR)∗u〉

= −〈(C∗
0 + ∂xj

(−C∗
j ))∆u, (K

R)∗u〉

= −〈C∗
0∆u, (KR)∗u〉 − 〈(−C∗

j )∆u, ∂xj
(KR)∗u〉.

Since an explicit computation shows that

∂xj
(KR)∗ ≃ (KR)∗∂xj

,

i.e. their difference is an L2-bounded operator, it follows that

|Ω1| ≤ c0‖∆u‖2(‖u‖2 + ‖(KR)∗∇u‖2)

≤ c0‖∆u‖2(‖u‖2 +RN0‖∇u‖2).

Using again (2.50)-(2.51) we have that

〈(KR)∗∆u, [∆; (KR)∗]u〉 = 〈(KR)∗∆u,Tu〉 = 〈(KR)∗∆u, (C̃∗
0 − C̃∗

j ∂xj
)u〉,

so Ω2 can be bounded as

|Ω2| ≤ c0‖(K
R)∗∆u‖2(‖u‖2 + ‖∇u‖2)

≤ c0R
N0‖∆u‖2(‖u‖2 + ‖∇u‖2).

Inserting this information in (2.49) we obtain (2.47).

To obtain (2.48) we recall that ER = I − K̃R(KR)∗ so that

ER∆2 = ∆ER∆ + [ER; ∆]∆,

with
[ER; ∆] = −[K̃R(KR)∗; ∆] = −(K̃R(KR)∗∆ − ∆K̃R(KR)∗)

= −K̃R[(KR)∗; ∆] + [K̃R; ∆](KR)∗ ≡ Γ1 + Γ2.

Using (2.50)-(2.51) and an explicit computation it follows that

Γ1 = K̃R
T = K̃R(C∗

0 − ∂xj
C∗

j ) = −∂xj
K̃RC∗

j +Q1,
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where Qj , j = 1, .., 4 will denote L2 bounded operators. So

|〈Γ1∆u,E
Ru〉| = |〈(∂xj

K̃RC∗
j +Q1)∆u,E

Ru〉|

≤ c0‖∆u‖2(‖∂xj
ERu‖2 + ‖ERu‖2).

Combining ∂xj
ER = ∂xj

− ∂xj
K̃R(KR)∗ and an explicit computation one gets that

‖∂xj
ERu‖2 = ‖(∂xj

− ∂xj
K̃R(KR)∗)u‖2

≤ ‖u‖2 + ‖∂xj
K̃R(KR)∗u‖2 ≃ ‖u‖2 + ‖K̃R∂xj

(KR)∗u‖2

≤ ‖u‖2 +RN0‖∂xj
(KR)∗u‖2 = ‖u‖2 +RN0‖KR∂xj

u‖2

≤ ‖u‖2 +R2N0‖∂xj
u‖2,

and consequently

|〈Γ1∆u,E
Ru〉| ≤ c0R

2N0‖∆u‖2(‖u‖2 + ‖∇u‖2).

For Γ2 we reproduce the argument in (2.50)-(2.51) for K̃R instead of KR. So using the
same notation we have

Γ2 = [K̃R; ∆](KR)∗ = (C0 + ∂xj
Cj)(K

R)∗,

so as before

|〈Γ2∆u,E
Ru〉| = |〈(C0 + ∂xj

Cj)(K
R)∗∆u,ERu〉|

≤ |〈C0(K
R)∗∆u,ERu〉| + |〈Cj(K

R)∗∆u, ∂xj
ERu〉|

≤ ‖∆u‖2(‖E
Ru‖2 + ‖∂xj

ERu‖2) ≤ c0R
2N0‖∆u‖2(‖u‖2 + ‖∇u‖2).

Collecting the results in Propositions 2.1-2.4 we get that

(2.52)

d

dt
‖(KR)∗u(t)‖2

2 + ǫ‖(KR)∗∆u(t)‖2
2

≤ (c0R
−M + cTRN0)‖(J1/2u)(t)〈x〉−Ñ‖2

2 + c(RN0+N1(M) + TRN0)‖u(t)‖2
2

+ c0‖f‖
2
2 + c0ǫR

2N0‖∆u(t)‖2(‖u(t)‖2 + ‖∇u(t)‖2),

and

(2.53)

d

dt
‖ERu‖2

2 + ǫ‖ER∆u‖2
2

≤ c(RN0 + TRN0)‖u(t)‖2
2 + c‖f‖2

2

+ c0ǫR
2N0‖∆u(t)‖2(‖u(t)‖2 + ‖∇u(t)‖2).

We will use that ER = I − K̃R(KR)∗ so that

(2.54)
‖v‖2 = ‖(ER + K̃R(KR)∗)v‖2

≤ ‖ERv‖2 +RN0‖(KR)∗v‖2.
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Also, we need the following interpolation estimates : for any l ∈ Z+

(2.55) Rl‖v‖2‖∆v(t)‖2 ≤ R2l‖v‖2
2 + ‖∆v‖2

2,

and

(2.56) Rl‖∇v‖2‖∆v‖2 ≤ cRl‖v‖
1/2
2 ‖∆v‖

3/2
2 ≤ cR4l‖v‖2

2 + ‖∆v‖2
2.

So combining (2.52)-(2.53) with (2.54)-(2.56) we find that

(2.57)

d

dt
(‖(KR)∗u(t)‖2

2 + ‖ERu(t)‖2
2) + ǫR−2N0‖∆u(t)‖2

2

≤ (cTRN0 + c0R
−M)‖(J1/2u)〈x〉−Ñ‖2

2 + c(RN0+N1(M) + TRN0)‖u(t)‖2
2

+ c0‖f(t)‖2
2 + c0ǫR

2N0‖∆u(t)‖2(‖u(t)‖2 + ‖∇u(t)‖2)

≤ (cTRN0 + c0R
−M)‖(J1/2u)〈x〉−Ñ‖2

2 + c(RN0+N1(M) + TRN0)‖u(t)‖2
2

+ c0‖f(t)‖2
2 +

ǫ

2
R−2N0‖∆u(t)‖2

2 + c0ǫR
14N0‖u(t)‖2

2.

Thus,

(2.58)

d

dt
(‖(KR)∗u(t)‖2

2 + ‖ERu(t)‖2
2) +

ǫ

2
R−2N0‖∆u(t)‖2

2

≤ (cTRN0 + c0R
−M)‖(J1/2u)〈x〉−Ñ‖2

2 + c(RN0+N1(M) + TRN0)‖u(t)‖2
2

+ c0‖f(t)‖2
2 + c0ǫR

14N0‖u(t)‖2
2.

Integrating the above inequality in the time interval (0, T ) and inserting in the result
the estimate (2.19) we get

(2.59)

sup
0≤t≤T

(‖(KR)∗u(t)‖2
2 + ‖ERu(t)‖2

2) +
ǫ

2
R−2N0

∫ T

0

‖∆u(t)‖2
2dt

≤ ‖(KR)∗u(0)‖2
2 + ‖ERu(0)‖2

2

+ (cTRN0 + c0R
−M)

∫ T

0

‖(J1/2u)〈x〉−Ñ‖2
2dt

+ (cRN0+N1(M) + TRN0 + c0ǫR
14N0)

∫ T

0

‖u(t)‖2
2dt+ c0

∫ T

0

‖f(t)‖2
2dt

≤ ‖(KR)∗u(0)‖2
2 + ‖ERu(0)‖2

2

+ (cTRN0 + c0R
−M)((c0 + cT ) sup

0≤t≤T
‖u(t)‖2

2

+ c0ǫ

∫ T

0

‖∆u(t)‖2
2dt+ c0

∫ T

0

‖f(t)‖2
2dt)

+ c(RN0+N1(M) + TRN0 + c0ǫR
14N0)T sup

0≤t≤T
‖u(t)‖2

2 + c0

∫ T

0

‖f(t)‖2
2dt.
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Since M(N) ↑ ∞ as N ↑ ∞, we take N in our hypotheses large enough such that
M = 100N0 (we recall that N0 depends only on the dimension n). Next, we fix R ≥ R0

sufficiently large and then T = T (N0,M,R) > 0 small enough such that the following
inequalities holds

(cTRN0 + c0R
−M)(c0 + cT ) ≤

R−2N0

4
,

(cRN0+N1(M) + cTRN0 + c0R
14N0)T ≤

R−2N0

4
and

c0(cTR
N0 + c0R

−M) ≤ R−N0/4.

Combining these inequalities, (2.59), and (2.54) we get the estimate

sup
0≤t≤T

‖u(t)‖2
2 +

ǫ

4
R−2N0

∫ T

0

‖∆u(t)‖2
2dt ≤ c0R

2N0‖u(0)‖2
2 + c0

∫ T

0

‖f(t)‖2
2dt.

which proves (2.12).
�

�
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