Crowd Truth: Harnessing disagreement in crowdsourcing a relation extraction gold standard
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Abstract
One of the first steps in designing NLP solutions, and indeed many web data analytics, is creating a human annotated ground truth, typically based on the assumption that for each annotated instance there is a single right answer. From this assumption it has always followed that ground truth quality can be measured in inter-annotator agreement. We challenge this assumption by observing that for certain annotation tasks, annotator disagreement reflects semantic ambiguity in the target instances and provides useful information. We propose a new type of ground truth, a crowd truth, which is richer in diversity of perspectives and interpretations, and reflects more realistic human knowledge. We propose a framework to exploit such diverse human responses to annotation tasks for analyzing and understanding disagreement. Our discussion centers on a use case of relation extraction from medical text, however the crowd truth idea generalizes to most crowdsourced annotation tasks.
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Introduction

Relations play an important role in understanding human language and especially in the integration of Natural Language Processing Technology with formal semantics. Entities and events that are mentioned in text are tied together by the relations that hold between them, and these relations are described in natural language. The importance of relations and their interpretation is widely recognized in NLP, but whereas NLP technology for detecting entities (e.g., people, places, organizations) in text achieved performance over 0.8 F-measure, the extraction of relations from text remains a task for which machine systems rarely exceed 0.5 F-measures on unseen data.

Central to the task of building NLP systems that extract relations is the development of a human-annotated gold standard (ground truth) for training, testing, and evaluation. Unlike entity type annotation, annotator disagreement is much higher for relations, and since many believe this is a sign of a poorly defined problem, guidelines for these relation annotation tasks are very precise in order to address and resolve specific kinds of disagreement. This leads to brittleness or over generality, making it difficult to transfer annotated data across domains or to use the results for anything practical.

The reasons for annotator disagreement are very similar to the reasons that make relation extraction difficult for machines: there are many different ways to linguistically express the same relation, and the same linguistic expression may be used to express many different relations. This in turn makes context extremely important, more so than for entity recognition. These factors create, in human understanding, a fairly wide range of possible, plausible interpretations of a sentence that expresses a relation between two entities. In our efforts to study the annotator disagreement problem for relations, we saw this reflected in the range of answers annotators gave to relation annotation questions, and we began to realize that the observed disagreement didn’t really change people’s understanding of a medical article, news story, or historical description. People live with the vagueness of relation interpretation perfectly well, and the precision required by most formal semantic systems began to seem like artificial problems. This led us to the hypothesis of this paper, that annotator disagreement is not noise, but signal; it is not a problem to be overcome, rather it is a source of information that can be used by machine understanding systems. In the case of relation annotation, we believe that annotator disagreement is a sign of vagueness and ambiguity in a sentence, or in the meaning of a relation.

The idea is simple but radical, and in this paper we outline our motivation and hypotheses, and sketch initial experiments that can be used to test them. We explore these ideas starting from a use-case of creating a relation extraction ground truth for medical relation extraction on Wikipedia articles based on relations defined in UMLS, and propose a framework for harnessing (i.e. analyzing and understanding) disagreement within the annotation set that will be used as a ground truth for training and evaluating machine understanding algorithms (see Figure 1). This is a new type of ground truth, a crowd truth, which is richer in diversity of perspectives and interpretations, and reflects more realistic human knowledge.

1http://www.nlm.nih.gov/research/umls/
Ground Truth Annotation

Relation Extraction, as defined in [4] etc., is an NLP problem in which sentences that have already been annotated with typed entity mentions are additionally annotated with relations that hold between pairs of those mentions. Performance of relation extraction is measured against standard datasets such as ACE 2004 RCE\(^2\), which were created through a manual annotation process based on a set of guidelines\(^3\) that took extensive time and effort to develop.

Our work centers on using relation extraction in order to interface with semantic web data in medical diagnosis domain. In our efforts to develop annotation guidelines for this domain we have observed that the process is long, iterative and takes much effort by experts. It begins with an initial intuition, the experts separately annotate a few documents, compare their results, and try to resolve disagreements in cycles by making the guidelines more precise. Since annotator disagreement is usually assumed to represent a poorly defined problem, the precision of the guidelines is important to reduce or eliminate disagreement. Often, however, this is achieved by forcing a decision in the ambiguous cases. Thus, the idea of analyzing and classifying annotator disagreement on a task is not new, but part of this standard practice in developing human annotation guidelines. However, the goal of classifying disagreement so far is to eliminate it, not to exploit it. This can be seen in most annotation guidelines for NLP tasks, e.g. the MRP Event Extraction Experiment guidelines [9] restrict humans to follow just one interpretation, in order to ensure higher chance for the inter-annotator agreement. For example, the spatial information is restricted only to “country”, even though other more specific location indicators might be present in the text, e.g. the Pentagon. Our experiences in designing an annotation task for medical relations had similar results; we found the guidelines becoming more brittle as further examples of annotator disagreement arose. In many cases, experts argued vehemently for certain interpretations being correct, and the decisions made to clarify the “correct” annotation ended up with dissatisfying compromises. The elimination of disagreement became the goal, and we began to worry that the requirement for high inter-annotator agreement was causing the task to be overly artificial.

There are many annotation guidelines available on the web and they all have examples of “perfuming” the annotation process by forcing constraints to reduce disagreement. In [2] and subsequent work in emotion [10], disagreement is used as a trigger for consensus-based annotation. This approach achieves very high \(\kappa\) scores (above .9), but it is not clear if the forced consensus achieves anything meaningful. A good survey and set of experiments using disagreement-based semi-supervised learning can be found in [16], where they use disagreement to describe a set of techniques based on bootstrapping, rather than exploiting the disagreement between human annotators.

All this led us to evaluate crowdsourcing as an approach for generating gold standard, following a growing community of machine learning and NLP research [7, 5]. We follow a similar strategy for disagreement harnessing in crowdsourcing relation extraction in medical texts as [6] for word sense disambiguation. They also form a confusion matrix from the disagreement between annotators, and then use this to form a similarity cluster. Our work adds a classification scheme for annotator disagreement that provides a more meaningful feature

----
\(^2\)http://projects.ldc.upenn.edu/ace/data/
\(^3\)ACE guidelines: http://projects.ldc.upenn.edu/ace/
space for the confusion matrix. The key idea behind our work is that harnessing disagreement brings in multiple perspectives on data, beyond what experts may believe is salient or correct. This is necessary, as the [8] study shows only 14% of annotations provided by lay users are found in the professional vocabulary (GTAA). This supports our point that there is a huge gap between the expert and lay users’ views on what is important. This only makes the task of creating ground truth more challenging, especially when also considering the detection of spam in the crowd sourced results. Most of the current approaches are based on the assumption that for each annotation there is a single correct answer, enabling distance and clustering metrics to detect outliers [1, 12] or using gold units [13]. Our main claim is that in crowdsourcing ground truth data there is not only not one correct answer, but the correct answers are not known, thus it is even more difficult to generate golden units or use distance metrics.

Crowd Truth
NLP systems typically use a human annotated ground truth in order to learn and evaluate their output. Our goal is to create a new kind of evaluation based on crowd truth, in which disagreement is utilized to help understand the annotated instances for training and evaluation. By analogy to image and video tagging crowdsourcing games, e.g. Your Paintings Tagger [4] and Yahoo! Video Tag Game [14], we envision that a crowdsourcing setting could be a good candidate to the problem of insufficient annotation data, however, we do not exploit the typical crowdsourcing agreement between two or more independent taggers, but on the contrary, we harness their disagreement. We allow for a maximum disagreement between the annotators in order to capture a maximum diversity in the relation expressions, based on our hypothesis that disagreement indicates vagueness or ambiguity in a sentence or in the relations being extracted.

The crowdsourcing workflow we defined is shown in Figure 1. As the task is to find sentences in the corpus that express relations that are in the KB, we begin by identifying a corpus and a knowledge base for the domain. For this paper, we focused on a set of relations manually selected from UMLS, with slightly cleaned up glossary definitions of each relation and ignoring relation argument order. The sentences were selected from Wikipedia medical articles using a simple distant-supervision [11] approach that found sentences mentioning both arguments of known relation instances from UMLS. CrowdFlower workers were presented these sentences with the argument words highlighted, and asked to choose all the relations from the set that related the two arguments in the sentence. They were also given the options to indicate that the argument words were not related in the sentence (NONE), or that the argument words were related but not by one of the given relations (OTHER). They were not told the relation that holds for the arguments in the KB to avoid bias.

The key here is that multiple workers are presented the same sentence, which allows us to collect and analyze multiple perspectives and interpretations. To facilitate this, we represented each sentence as a vector of $n + 2$ dimensions, where $n$ is the number of relations + 2 for the NONE and OTHER options. Thus, each worker has a binary vector for each sentence they annotated, where 1 is given for each relation the worker thought was being expressed. Sentence vectors are formed by summing all the worker vectors for this sentence, an example set of these are shown in Figure 2.

We used these vectors to compute metrics on the workers
Worker disagreement is expressed as the average of all the cosines between each worker-sentence vector and the full sentence vector (minus that worker). While we encourage disagreement, if a worker tends to disagree with the crowd consistently, they will be labeled as a spammer. Sentence clarity is defined as the max cosine between the sentence vector and the unit vectors for each relation. If all the workers selected the same relation for a sentence, the max cosine will be 1, indicating a clear sentence. In Figure 2, sentence 735 has a clarity score of 1, whereas sentence 736 has a clarity score of 0.2, indicating a confusing sentence. Relation similarity is a pairwise conditional probability that if relation $R_i$ is annotated in a sentence, relation $R_j$ is as well.

The full evaluation is beyond the scope of this abstract, however our intuitions about sentence clarity are borne out by the results. Manual review of sentences with high and low clarity scores do reveal that the metrics are a good indication for these properties. Details of the current results can be found in [3]. We plan to perform a number of these data collection experiments to collect sufficient training data based on disagreement and then use it for the training and evaluation in the existing relation extraction component [15]. This will allow us to measure the impact of the crowd truth compared to the existing traditional ground truth. If successful, these results could have a major impact not only in relation extraction research, but in general for NLP systems. The success criteria will be to demonstrate significant reduction in the time and cost of collecting ground truth data for multiple core domains, and to demonstrate improved performance of the actual application in this domain according to the chosen metrics.
potential training instances beyond the tradition binary classification. We intend to show that harnessing disagreement will enable us to acquire ground truth faster and cheaper than current methods, while at the same time improving the quality of the ground truth data and enabling seamless embedding of the ground truth acquisition in the solution itself.
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