Sparse Coding for Sound Event Classification
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Abstract—Generally sound event classification algorithms are always based on speech recognition methods: feature-extraction and model-training. In order to improve the classification performance, researchers always pay much attention to find more effective sound features or classifiers, which is obviously difficult. In recent years, sparse coding provides a class of effective algorithms to capture the high-level representation features of the input data. In this paper, we present a sound event classification method based on sparse coding and supervised learning model. Sparse coding coefficients will be used as the sound event features to train the classification model. Experiment results demonstrate an obvious improvement in sound event classification.

I. INTRODUCTION

The non-speech sound event classification has a wide use in many important applications, such as music genre classification [1-4], security surveillance [5], environment detection [6-7], health care and so on. Generally, the system of sound event detection and classification always uses the methods derived from speech recognition, which in general contains two steps: first, the sound event features are extracted from labeled training sound, such as MFCC (Mel-Frequency Cepstrum Coefficient, MFCC), PLP (Perceptual Linear Predictive, PLP); second, the classifier is trained with extracted features, such as SVM (Support Vector Machine, SVM), GMM (Gaussian Mixture Model, GMM) and HMM (Hidden Markov Model, HMM). A lot of related work has been done in last twenty years. [8] relied on the use of Wavelet transform technique for detection and on an unsupervised order estimation of GMM. The basic idea of [9] was to embed probabilistic distances into classical SVM to classify the sound events. [10] presented an efficient robust sound classification algorithm based on hidden Markov models. While the literature [11] proposed a novel method for feature extraction with spectrogram image feature. The most difference between aforementioned methods is the different combination of general features and classifiers.

Sparse coding is algorithm trying to find a high-level representation of the input signal, which first introduced by Olshausen [12]. It has to learn a dictionary called “basis functions”, and the input signal can be represented by the linear combination of the basis functions while the coefficient vector is sparse. In recent years, sparse coding is paid more and more attention in many research field, especially image processing such as image noise reduction, image restoration, image classification and face recognition [13-14].

In audio signal processing, sparse coding can be used in speaker Identification [15], speech recognition [16-17], speech enhancement [18] and so on. Comparing with the image processing, sparse coding has got less attention on the use of audio signal processing, especially sound event classification. [19] proposed a joint sparsity classification method to exploit the inner correlation between observations for acoustic signal classification. [20] presented an algorithm for computing shift-invariant sparse coding (SISC) solutions and applied it to audio classification. [21] employed the sparse coding of auditory temporal modulations in music genre classification. Sparse coding can represent each example using a few non-zero coefficients and obtain a high-level representation of the example, therefore the sparse coefficients can be used as the new feature of sound event for sound events classification with supervised learning.

In this paper, we propose to lean a high-level representation of the input sound event features via sparse coding, and then to train a supervised classifier for our classification task.

This paper is organized as follows: In section 2, the general sparse coding algorithm is presented. In section 3, we give the proposed method. Section 4 is our detailed experiment results and the results analysis. Finally, we draw our conclusions in section 5.

II. SPARSE CODING

In this section, we will give a simple description of sparse coding algorithm, including coefficient learning and dictionary learning.

Given a signal sample $x \in R^{m1}$, and dictionary $D \in R^{m2}$, the signal $x$ can be described by a linear combination of some atoms of the dictionary $D$ as follows:

$$x = Ds$$

The sparse representation $s \in R^{m2}$ of $x$ can be estimated by the following method:

$$\min_{D,s} \|x-Ds\|^2 \quad \text{s.t.} \quad \phi(s) < \sigma$$

$$\sum_{j=1}^{n} B_{ij} \leq c \quad \forall j = 1 \ldots n$$

(2)

where $D=\{d_1, d_2, \ldots, d_r\}$ is the dictionary with column vector $d_i$ of the $i$th atom, and $s$ is the coefficient vector. Therefore the above sparse coding problem can be seen as an optimization problem with constrain as follows:

$$\min_{s} \|x-Ds\|^2 + \beta \sum_{j} \phi(s_j)$$

$$\sum_{j} B_{ij} \leq c \quad \forall j = 1 \ldots n$$

(3)
where $\|x - Ds\|$ is reconstruction error, and $\beta \sum \phi(s)$ is sparsity constraint, $\phi(s)$ is penalty function such as $\|\|_1$ (L1 penalty function), $(s^2 + \epsilon)^{1/2}$ (Epsilon L1 penalty function) and so on. Obviously, the optimization problem is a convex problem based on dictionary $D$ or sparse coefficient $s$, but not convex based on both $D$ and $s$. Therefore the general optimization method is to optimize dictionary $D$ (holding $s$ unchanged) and coefficient $s$ (holding $D$ unchanged).

### A. Base Learning

For Base learning, the sparse coefficients is constant, therefore the optimization objective can be described as the following equation:

$$\min_D \|x - Ds\|^2_2$$

s.t. $\sum_j B^T_{ij} \leq c \quad \forall j = 1 \ldots n$ (4)

This is a least squares optimization problem. Some methods can be used to solve the optimization problem, such as K-SVD [22], and some other algorithms for base learning is proposed in [23][24], [25] proposed an “efficient sparse coding” to learn base: Lagrange dual. In this paper, this method will be used for base learning.

### B. Coefficient Learning

For coefficient learning, the dictionary $D$ is constant, therefore the optimization objective can be described as the following equation:

$$\min_s \|x - Ds\|^2_2 + \beta \sum_j \phi(s_j)$$ (5)

This is a least squares problem with regularized constraint. If $\phi(s) = \|x\|$, the problem becomes a L1-regularized linear least squares problem. One appealing method is basis-pursuit (BP) [26], LASSO [27], Orthogonal Matching Pursuit (OMP) [28], [25] also proposed a algorithm, “the feature-sign search”, to lean coefficient. In this paper, the feature-sign search will be used for coefficient learning.

### III. THE PROPOSED CLASSIFICATION METHOD

#### A. General Method

Figure 1 shows the general method for sound event classification.

Preprocessing step is always noise reduction, pre-emphasis, sound segmentation and so on in order to obtain effective sound segments. Feature extraction generally includes frame feature and clip feature. In this paper, all the sound samples are clean, while most samples contain isolated sound events with long silence before and after the sound event, therefore the preprocessing step in this paper is sound segmentation.

#### B. The Proposed Method

Similar to the general method, the proposed method for sound event classification also needs to extract “sound features” and classifier training. Figure 2 is the whole block diagram of proposed method.

In the proposed method, the “sound feature” of sound event is not the general feature such as MFCC, but the coefficients of sparse coding. Preprocessing, Feature Extraction and Model Training steps are same with the general method. By dictionary learning, the coefficients of sparse coding can well describe the properties of feature distribution. Therefore the detailed steps are presented as follows:

**Step1:** Preprocessing; in this step, the original sound samples are segmented into sound event segments and silence segments, and the silence segments are discarded while the sound event segments will be used as the effective sound clip for feature extraction.

**Step2:** Feature Extraction: this step allows us to extract sound clip features such as MFCC, PLP and so on. In this paper, we use the 39-dimension MFCC features, and also merge several frames into one clip as a clip feature for evaluation. In this step, some sound events, the length of which is too short, are discarded.

**Step3:** Dictionary learning of sparse coding: using the features learned from step2 as the training samples of the sparse coding, the dictionary is learned.

**Step4:** Coefficient learning of sparse coding: after obtaining dictionary $D$, we can obtain the high-level representation of the input feature (from step2), just as the sparse coefficients.

**Step5:**
- Classifier Training: the coefficients learned from step4 will be used as the new feature of the sound event to train the classifier.

Step6:
- Testing data classifying: In testing step, new feature of testing data (just as the coefficients from step4) can be learned with the learned dictionary. Then the final results can be obtained using trained classifier.

IV. Experiment

In this section, we will evaluate the performance of the proposed method, and present the experiment results.

A. Experiment Data

In this paper, our sound data are selected from an important database, the Real World Computing Partnership (RWCP) sound database produced by Mitsubishi Research Institute Inc. [29]. RWCP Sound Scene Database is a common database as a standard for objective comparison and evaluation of research results in real acoustic environment. The content includes speech measurement data collected by microphone array and dry source of non-speech sound, and all the sound event data in the experiment are from the dry source of non-speech sound.

A total of 44 sound event classes are selected from the non-speech sound database, including a wide range of sound event type, such as bells, bottles, buzzer, coin, metal, tear, whistles and so on. The sounds used in our experiment are all sampled in 16kHz.

For the sound events, 100 sound samples are contained in each class, from which 50 samples are selected for training and the rest 50 samples for testing, therefore the total samples for training and testing are respectively 2200 and 2200. Meanwhile, we consider another method for sound event classification using sparse coding: 30 samples are selected from the training data of 50 samples aforementioned for the dictionary learning of sparse coding and another 20 samples for supervised classifier training, and the testing data keep unchanged.

B. Experiment Results

To evaluate the performance of proposed method, the following methods are tested as comparisons:
1). MFCC-SVM using frame-averaged features;
2). MFCC-GMM-UBM (Gaussian Mixture Model; Universal Background Model);
3). Some special methods (such as sparse filtering [30], Spectrogram Image Feature [11]).

In this paper, all the MFCC features and sound frames in the experiment use the following parameters: the MFCC is 39 dimension feature vector, including 13-dimension coefficients and their first and second time derivatives; the frame can be obtained with hamming window of 25ms and the overlap between frames is 10ms.

The baseline method for RWCP sound event classification in our paper is Universal Background Model-Gaussian Mixture Model (UBM-GMM). UBM-GMM is an effective classifier because its generalization ability can handle “unseen” acoustic patterns.

For the UBM-GMM, we test the effect of different Gaussian mixture number on the classification results. Figure 3 shows that the classification accuracy continues to improve with the increase of Gaussian mixture number and decrease when larger than a threshold.

For the proposed sparse coding method, Figure 4 shows the results of different numbers of dictionary basis functions.

For the sparse coding learning with supervised model, several questions should be considered: One sparse coding dictionary is learned with all classes of data or several dictionaries for each class? The data for dictionary learning and model training use the same data or different data? Table 1 shows the four conditions. In this experiment, UBM-GMM classifier is used, and the Gaussian mixture number is 16, and the number of basis functions is 90.

According to above results, Table 2 shows the sound event classification results of different algorithm. In the experiment, the number of Gaussian mixture is 16, and the feature is based on frame other than clip, and number of basis functions is 90.
What’s more, SVM in this paper is from CHih-Chung and Chih-Jen Lin [31].

### C. Results Analysis

1) Gaussian mixture numbers

Generally, the more Gaussian mixture numbers we use in GMM classifier, the better results we can achieve, because the more Gaussian mixture numbers can describe a better approximation of the data distribution, however, because of the limitation of the training data and computation complexity, the performance will not continue to increase obviously when the mixture numbers larger than some number. Figure 3 shows that MFCC-UBM-GMM and Sparse Coding-UBM-GMM both achieve an accuracy about 97.9% with the Gaussian mixture number 16, after which the accuracy even starts to decrease.

2) Base number of sparse coding dictionary

For learning the dictionary, the number of “basis functions” is an important parameter. Figure 4 denotes that the accuracy reaches to the largest one about 97.9% when the number of basis functions is 90.

### V. Conclusions

In this paper, a proposed method for sound event classification using sparse coding is presented. We use the sparse coding to extract high-level features of the sound event for supervised learning, and obtain a good result. In the experiment, we discuss the data division strategy for dictionary learning, and also discuss the effect of dictionary number on the classification result. The experiment results show that sparse coding features can better describe the properties of the sound event feature, and learning dictionary for each class of sound can obtain a much better result than that learning one dictionary for all classes of sound. Finally, we have not yet tested the performance of sparse coding in different noise conditions, which will be our future work.
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