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#### Abstract

This study explores two approaches to directly measuring the quality of instruction: teachers' assignments with student work and focused lesson observations. The technical quality and potential feasibility of these approaches for measuring instruction in large numbers of classrooms are compared within two different content areas (reading comprehension and mathematics). Generalizability and decision studies determined the optimal number of observations and assignments needed to obtain a reliable measure of a teacher's practice, and the association of these direct measures of instructional quality with student achievement was estimated. For both content areas, four assignments assessed by two raters yielded a reliable estimate of quality and as few as two observations yielded a reliable estimate of quality when teachers complied with the requirements of the research. The quality of observed instruction and teachers' assignments differentially predicted gains in students' achievement on the Stanford Achievement Test within each content area. The implications for measuring instruction "at-scale" in different content areas are discussed.


[^0]School districts across the country are struggling to improve the quality of instruction. Districts invest large amounts of resources in professional development programs, curricula, and assessment systems, which are all intended to provide teachers with the resources they need to "teach well." The only information readily available to districts and schools regarding how well these efforts are working, however, is student outcomes on standardized achievement tests. The ways in which reform efforts influence (or fail to influence) what, and how, teachers teach remain unmeasured and unknown.

Why are measures of instruction not used on a more routine basis in schools and districts? Certainly politics play a role: teachers and teacher unions can be mistrustful of the motives of evaluators and concerned about subjectivity and bias, particularly when the evaluators are school or district personnel. Politics also play a role in how instructional quality is defined. Another reason, however, for the lack of attention to the specifics of instructional practice is that research is still at a beginning stage in terms of developing measures of good teaching within content areas that are feasible to use in large numbers of classrooms (Baker, 2007; Ball \& Rowan, 2004).

Measuring instruction "at-scale" is important for several reasons. First, as described earlier, districts and schools need a way to systematically monitor the progress of reform initiatives on classroom practice. This information is critical to informing school leadership about the learning needs of their teachers and helping schools and district make more informed decisions about how to target professional development resources.

Measuring instruction also is important for directing attention to the quality of the learning environments teachers create for students. The quality of teaching is the most important factor-within the control of schools-influencing student learning (Darling-Hammond, 2000). What good teaching "looks like," however, is notably absent in the information reported to the public about school quality. Per the specifications of the No Child Left Behind act (2001), school quality generally is assessed by student performance on standardized achievement tests only. A growing body of research indicates, however, that this is inadequate for understanding the quality of students' learning opportunities. More alarmingly, some research indicates that excessive focus on achievement test scores can even be deleterious to student learning (Allensworth, Correa, \& Ponisciak, 2008). This is because teachers who are under pressure to increase test scores often will narrow what they teach to the content represented in a test, and shape classroom activities and discussion to more closely mirror a test's question formats (Hamilton, 2003; Koretz \& Barron, 1999; Koretz \& Hamilton, 2006). Under these circumstances, students no longer have an opportunity to learn the span of knowledge and skills necessary to master grade-level content. Students may be rated "proficient" on their state's achievement test without a corresponding increase in the knowledge and skills necessary for success in
the upper levels of schooling and beyond (Linn, 2003; Peterson \& Hess, 2005; Resnick \& Matsumura, 2007). Focusing attention on excellent instruction as an additional indicator of school quality could serve as a counter-balance to the pressure teachers feel to teach directly to the requirements of their state's achievement test. As such, it could mitigate some of the harmful effects of high-stakes student testing on instruction and help create more productive public reporting systems.

Measuring instruction could also improve communication about the characteristics of excellent instruction. Standards for instruction adopted by most states provide little guidance, mostly because the terms used to describe reformed practice are subject to multiple interpretations (Ball \& Rowan, 2004). Teachers, principals, district leaders, and educational researchers can, and frequently do, disagree about what it means to "hold a discussion" or apply "critical thinking skills." Moreover, little opportunity exists for district leaders, principals, and teachers to develop consensus about what good teaching should look like. Measuring instructional quality on a routine basis in schools and districts could help create shared goals for teaching and a common vision of practice. As such, they could help create the conditions in schools and districts that are essential for instructional improvement (Spillane \& Louis, 2002).

In this article, we describe two promising approaches to measuring the quality of teaching: teachers' assignments with student work and focused lesson observations. As noted by Ball and Rowan (2004), the measures used in education research have tended to assess instruction either broadly at a surface level (e.g., through teacher self-reports on surveys), or deeply on a small scale (e.g., through in-depth observation studies of a few classrooms). The measures described in this study were intended to bridge both perspectives-to provide independent, meaningful information about teaching quality in large numbers of classrooms. In the following section we describe some of the challenges associated with measuring instructional interactions at-scale and results from our research investigating the quality of our measures (their relation to student achievement) in different content areas. The potential feasibility of our measures for use in large numbers of classrooms is also explored.

## The Challenge of Directly Assessing Instruction At-Scale

Teaching is a socially complex dynamic of interactions between teachers, students, and content (see Figure 1). Involved are teachers' knowledge of the subject-matter content (Hill, Ball, \& Cohen, 2005), the affective climate of the classroom (Matsumura, Slater, \& Crosson, in press), and the cultural match (or mismatch) between teachers and students (Delpit, 1988). What content is taught to students and how that content is delivered to students (i.e., the social


FIGURE 1 The instructional dynamic from Ball and Forzani, 2008.
interactions in the classroom around the content) is the core of instruction, however, and we argue, should be the focus of measurement for assessing instructional quality.

The challenge for measuring instruction is determining where in this complex dynamic to focus, and how much of any specific behavior to sample. The issue of how much to sample is important for considering the feasibility of measures intended for use in large-scale designs. While assessing instructional quality in a meaningful way is unlikely to be a cheap and easy endeavor, developing measures that are as minimally burdensome and inexpensive as possible is critical to investigating instruction in large numbers of classrooms.

Research conducted by the University of Michigan's Study for Instructional Improvement (SII) project indicates that instructional logs are an effective method for measuring the content of instruction in large numbers of classrooms (Rowan, Camburn, \& Correnti, 2004). The results of this research indicate that teachers would reliably discriminate themselves-in terms of the content they teachwith as few as $20 \log$ entries. Instructional logs, like surveys, are a reasonable approach for collecting information on instructional practice in large numbers of classrooms. Instructional logs are relatively inexpensive to administer, and pose a minimal burden on teachers as each log entry is short and takes little time to complete. Moreover, instructional logs represent a significant improvement over
annual surveys because they circumvent the problem of inaccuracies in teachers' recollections that can arise when teachers are asked to retrospectively describe their teaching over a significant period of time. A limitation of instructional logs, however, is that they provide little (if any) insight on the interactions between teachers and students. For this reason, logs may be better suited for making broad distinctions between teachers in the amount of content they teach rather than for explaining differences in how content was taught.

To understand differences between teachers in how they teach and to provide a more complete picture of instructional quality other types of assessments are needed. Specifically, measures are needed that focus attention on the interactions between teachers and students-the other side of the instructional "triangle" pictured in Figure 1.

Lesson observations and the collection of teachers' assignments with student work are two approaches to directly measuring how content is enacted in classroom practice. Observations and assignments with student work capture information about how curricula are presented to students and the ways in which teachers-in the presenting of mathematical tasks or reading of a text-maintain or degrade the potential cognitive demand of the content. Different teachers can read the same rich text with their students (as specified in a district's scope and sequence plan, for example), but conduct discussions and engage students in assignment tasks that provide very different opportunities for students to deepen their comprehension and develop their academic skills (e.g., students' ability to use evidence from a text appropriately to support assertions in discussion or in their writing).

On the other hand, such performance-based assessments of teaching are expensive and vulnerable to many technical problems (see, for example, Dunbar, Koretz, \& Hoover, 1991; Shavelson, Baxter, \& Gao, 1993). Finding large numbers of qualified people who can consistently agree on the features of a "good" performance can be challenging. Variation in an individual's performance across tasks, activities, or occasions also can necessitate a large number of data points to yield a reliable estimate of performance and greatly increasing the expense and burden of data collection. Shavelson et al. (1993), for example, concluded that a reliable school-level estimate of science achievement required as many as 15 tasks from elementary school students. One can imagine that attempting to collect this number of tasks from teachers to make inferences about their science instruction, or observing teachers 20 times to make an inference about the content they emphasize in their practice (see Rowan et al., 2004), would not be possible. The expense to researchers or a district and the burden on teachers would be prohibitive.

In sum, more complete pictures of instructional quality rely on measures of instruction that yield information about what content is taught and how that content is enacted in practice. Instructional logs and other survey measures
show promise for measuring the content of instruction at scale. The challenge is to develop assessments of instructional practice (enacted content) that provide meaningful information about instructional behaviors and do not entail large numbers of data collection points or excessive burden on teachers.

## Goals of the Study

In the study described here, we explore and compare the quality of classroom observations and teacher assignment ratings for assessing instructional quality. These approaches are part of the Instructional Quality Assessment (IQA) designed to measure instruction across levels of schooling and content areas (Junker et al., 2006; Matsumura et al., 2006).

Our first goal for this study was to explore the potential feasibility of our measures for use in large numbers of classrooms by investigating the number of assignments and observations needed to yield a reliable estimate of a teacher's practice. In developing the IQA measures, we sought to minimize the problem of task-sampling variability by focusing on very specific activities and tasks (described in detail in the methods section). We expected that by narrowing the focus of measurement we would reduce the amount of data needed to obtain a reliable estimate of a teacher's practice.

The second goal of this study was to explore the relationship of the IQA ratings of classroom observations and teachers' assignments to each other and to student achievement. Since they measure different instructional behaviors, we investigated which type of measure is more strongly associated with student achievement, and whether to include both in the same design. The purpose of this goal was to contribute information and alternatives for districts and researchers by understanding the relationship of each type of measure with student achievement; in other words, to provide information about each measure so that districts and researchers could make an informed decision regarding the relative merit of each type of measure.

Finally, our research aimed to explore potential variation in the reliability and predictive validity of the IQA ratings in different content areas. A growing body of research indicates that instruction is not a generic practice, but is mediated by the subject-matter context (Grossman, Stodolsky, \& Knapp, 2004; Stodolsky \& Grossman, 1995; Stodolsky, 1988). Drawing on this research, we explored whether the subject matter context requires different approaches to instructional measurement.

The specific research questions addressed in this study were as follows:

1. What are the optimal numbers of observations and assignments needed to yield a reliable estimate of a teacher's practice within the different content areas of reading comprehension and mathematics?
2. What is the association between the IQA measures of classroom observations and teacher assignments? Does this relationship vary by the content areas of reading comprehension and mathematics?
3. Which approach to measuring instruction in the different content areas is a stronger predictor of student achievement: classroom observations, teacher assignments, or both?

## METHODS

## Participants

Grade $6(n=22)$ and Grade 7 teachers ( $n=12$ ) from five middle schools in an urban school district on the east coast participated in the study ( $N=$ 34, 71\% female); 21 teachers taught English language arts and 13 taught mathematics. The teachers are mostly white ( $n=25$ ); the remaining teachers are Latino ( $n=5$ ) and African American ( $n=4$ ). From the pool of 34 teachers, $73 \%(n=25)$ submitted assignments ( $n=16$ English language arts; $n=$ 9 mathematics). Their students ( $N=492,51 \%$ female) were primarily from low-income families: $69 \%$ of the students qualified for free lunch and $9 \%$ were eligible for reduced-price lunch. Nearly half the students are Hispanic (48\%). The remaining students are 20\% African American, $22 \%$ white, $11 \%$ Asian, and $2 \%$ Native American. Almost none of the students were classified as Limited English Proficient (1\%).

Student achievement was low overall, relative to student achievement in the state as a whole (New England Common Assessments Program Reporting, 2006). In our sample of English language arts classrooms, $62 \%$ of the students were categorized as Basic on total reading performance, $15 \%$ were categorized as Below Basic, $19 \%$ were categorized as Proficient, and $3 \%$ were categorized as Advanced. Of the students in the mathematics classes, $43.2 \%$ were categorized as Below Basic on total mathematics performance, $27 \%$ were categorized as Basic, $11 \%$ were categorized as Proficient, and $16 \%$ were categorized as Advanced.

## Procedures

A member of the research team contacted the principals of each of the nine middle schools in the school district. Members of the research team visited each of the five schools that agreed to participate in order to discuss the study with interested teachers, to schedule the observations, and to distribute the assignment collection materials. Teachers $(N=34)$ were observed over a two-week time period (end of March to early April). Observations were conducted by members of the research team and a graduate student recruited and trained for the data
collection $(N=4)$. Each teacher was observed on two consecutive days for the same class period by the same (single) rater. Teachers agreed in advance, as a condition for participation in the study, to hold a discussion about a text (for reading comprehension) or to engage students in a problem-solving activity and related discussion (in mathematics) on both days they were observed. Because of scheduling conflicts, four of the English language arts teachers were observed once (64 total observations).

Interrater agreement was assessed in non-sample classrooms prior to the study with each possible rater pair observing two consecutive lessons in each content area. The overall exact scale-point agreement between raters was $86 \%$ in total reading comprehension and $82 \%$ in total mathematics. Exact scale-point rater agreement for the individual rubrics ranged from moderate (around 70\%) to excellent $(100 \%)$. The exception to this was the rubric measuring the clarity of a teacher's expectations for student work. This rubric had poor interrater agreement in both reading comprehension (50\%) and mathematics (43\%; see Table 1).

The protocols for collecting and rating the quality of assignments follow a methodology established in past research conducted at the Center for Research on Evaluation, Standards, and Student Testing (Aschbacher, 1999; Clare, 2000; Matsumura, Garnier, Pascal, \& Valdés, 2002). Of the 34 teachers who were observed, 25 teachers participated in the assignment collection ( $n=16$ English language arts; $n=9$ mathematics). Teachers were asked to provide four assignments they considered to be challenging for their students ( 99 assignments ${ }^{1}$ ) in areas of instruction that are represented in most standards documents. Specifically, English language arts teachers were asked for response-to-literature assignments (e.g., an evaluation of a text, a character analysis, a comparison to multiple texts, etc.), and mathematics teachers were asked for assignments that engaged students in problem-solving activities. Teachers were asked to submit assignments they considered to be challenging for their students (rather than typical). The purpose of asking for challenging assignments from teachers was to establish a common basis for comparing teachers. We assumed that teachers would be more likely to provide challenging assignments and call them "typical" than to provide typical assignments and characterize them as challenging. Moreover, we were interested to know what teachers considered high-level, challenging work for students.

For each assignment, teachers completed a two-page cover sheet describing the context for the assignment, directions they provided to students, and their criteria for determining the quality of students' work. Teachers also included four representative samples of student work (two they considered to be of medium quality and two of high quality), the directions they gave to students, and the

[^1]TABLE 1
Quality of Observed Instruction in Reading Comprehension ( $\mathrm{n}=21$ Teachers, 38 Observations)

| Observation Rating | Mean | SD | Range | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Classroom Talk <br> Student participation in the <br> discussion | 2.00 | 1.47 | $0-4$ | 26.3 | 7.9 | 23.7 | 23.7 | 18.4 |
| Teacher links student <br> contributions to each other | 2.0 | 1.47 | $0-4$ | 28.9 | 18.4 | 28.9 | 13.2 | 10.5 |
| Students link to each other's <br> contributions | 1.11 | 1.16 | $0-4$ | 28.9 | 52.6 | 7.9 | 0 | 10.5 |
| Teacher presses for accurate <br> knowledge and for <br> students to explain <br> thinking | 1.55 | 1.29 | $0-4$ | 28.9 | 18.4 | 28.9 | 15.8 | 7.9 |
| Students provide accurate <br> knowledge and explain <br> their thinking | 1.42 | 1.24 | $0-4$ | 28.9 | 26.3 | 26.3 | 10.5 | 7.9 |
| Analyzing and interpreting a <br> text through discussion | 1.41 | 1.26 | $0-4$ | 37.8 | 5.4 | 40.5 | 10.8 | 5.4 |
| Teacher Expectations <br> Clarity and detail of the <br> expectations for student <br> learning <br> Rigor of the expectations for <br> student learning | 1.35 | 1.11 | $0-4$ | 19.4 | 45.2 | 25.8 | 0 | 9.7 |
| Student access to <br> expectations | 2.03 | 1.64 | $0-4$ | 18.8 | 34.4 | 9.4 | 0 | 37.5 |
| Cognitive Demand of Task <br> Rigor of the text <br> Analyzing and interpreting a <br> text through lesson <br> activities | 1.45 | 0.91 | $0-3$ | 15.2 | 36.4 | 36.4 | 12.1 | 0 |

rubrics they used to assess students' work. Teachers received the assignment materials in early January. After these materials were collected in early April, teachers received $\$ 100$ gift certificates for participating in the assignment collection activity.

Three raters independently rated each of the assignments. Exact scale-point agreement, averaged across pairs of raters, was moderate: $71 \%$ in reading comprehension and $76 \%$ in mathematics (see Table 2). Exact scale-point agreement for the individual rubrics ranged from $61 \%$ to $93 \%$ in reading comprehension and from $63 \%$ to $85 \%$ in mathematics.

TABLE 2
Quality of Response to Literature Assignments ( $\mathrm{n}=16$ Teachers, 64 Assignments)

| Assignment Rating | Mean | SD | Range | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Teacher Expectations <br> (assessment criteria) | 2.29 | 1.02 | $0-4$ | 3.2 | 15.9 | 46.0 | 19.0 | 15.9 |
| Clarity and detail of the <br> expectations for student <br> learning |  |  |  |  |  |  |  |  |
| Rigor of the expectations for <br> student learning | 1.90 | 1.29 | $0-4$ | 17.5 | 20.6 | 30.2 | 17.5 | 14.3 |
| Student access to expectations | 2.42 | 1.22 | $0-4$ | 3.8 | 26.4 | 17.0 | 30.2 | 22.6 |
| Cognitive Demand of Task <br> Rigor of the text <br> Analyzing and interpreting <br> the text | 2.53 | .85 | $0-3$ | 2.8 | 13.9 | 11.1 | 72.2 | 1.6 |

## Measures

Two lines of research supported development of the IQA rubrics. The first line of research focused on general features of "good" instruction, notably the reports published by the National Research Council (Bransford, Brown, \& Cocking, $1999,2000^{2}$ ). The second line of research focused on excellent practice within subject areas (e.g., Beck, McKeown, Hamilton, \& Kucan, 1997; Doyle, 1988; Goldenberg, 1992/1993; Cobb, Boufi, McClain, \& Whitenack, 1997; O’Connor \& Michaels, 1996; Snow, 2002; Stein, Smith, Henningsen, \& Silver, 2000). Based on this review, three broad and overlapping constructs were identified that characterize the quality of instruction common across subject-areas: level of cognitive demand of tasks and activities, classroom talk, and expectations communicated to students for the quality of their work.

The cognitive demand of tasks and the class discussion differ within each content area. In reading comprehension, the quality of the text (its potential for supporting high-level engagement with a text; Beck et al., 1997), the intellectual demand of the task/discussion (Newmann, Lopez, \& Bryk, 1998; Newmann, Bryk, \& Nagaoka, 2001; Snow, 2002), and the guidance students receive to provide/write extended responses and use appropriate evidence from a text to support their position is considered (Newmann et al., 1998). The rubrics in mathematics are based on the Mathematical Task Framework developed by Mary Kay Stein, Margaret Smith and their colleagues (Stein, Smith, Henningsen, \&

[^2]Silver, 2000). This framework considers the potential of a task to support higherlevel, conceptual thinking including students' opportunity to engage with a range of representations in their responses, and the implementation of the task in practice (as enacted).

The rubrics for the IQA ratings of the quality of classroom talk and teachers' expectations are similar across content areas. The classroom talk rubrics focus on the percent of students participating in a discussion, the degree to which a teacher presses students to explain their thinking and engage with ideas and concepts, and a teacher's use of specific "talk moves" that help make reasoning public and accessible to all students (Goldenberg, 1992/1993; O’Connor \& Michaels, 1996). The ratings of teachers' expectations focus on the amount and quality of the information teachers provide to students with regard to what "good" student work should look like, and how these expectations are communicated to students (Black \& Wiliam, 1998; Doyle, 1983).

It is notable that both observations and assignments assess the interactions between teachers and students, but in somewhat different ways. Both types of measures focus on how tasks are presented to students (in class discussions or in the directions given to students), understood by students (as evidenced in the discussion or in their written work), and the criteria that a teacher accepts for completed (acceptable) work (either expressed to students in a discussion or in the grading criteria a teacher uses to assess students' work; Doyle, 1983; 1988). Observations focus on students' opportunity to participate in rich classroom discussions, however, while assignments focus on students' opportunity to develop their written communication skills.

Tables 3 to 6 list the individual dimensions that comprise the IQA, and the range of teacher performance as assessed on these dimensions for this study.

Student achievement was measured on the Stanford Test of Achievement 10th edition (SAT-10). The following subscores were used to assess student achievement in English language arts: Total Reading, Reading Comprehension, and Vocabulary. The following subscores were used to assess student achievement in mathematics: Total Mathematics, Procedures and Problem Solving (see Table 7).

## Analyses

Generalizability studies were conducted to determine if collecting four assignments and observing teachers twice yielded a reliable estimate of an individual teacher's practice. Decision studies were conducted to investigate alternatives for future research designs, such as projects with different budget constraints. Data were analyzed using mGenova (Brennan, 2001a, 2001b). Correlation and multiple regression analyses were conducted to explore the relation of the

TABLE 3
Quality of Observed Instruction in Mathematics ( $n=13$ Teachers, 26 Observations)

| Observation Rating | Mean | SD | Range | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Classroom Talk <br> Student participation in the <br> discussion | 2.57 | 1.04 | $0-4$ | 8.7 | 0 | 30.4 | 47.8 | 13.0 |
| Teacher links student <br> contributions to each other | 1.54 | 1.10 | $0-4$ | 19.2 | 26.9 | 42.3 | 3.8 | 7.7 |
| Students link to each other's <br> contributions | 1.08 | .85 | $0-4$ | 19.2 | 61.5 | 15.4 | 0 | 3.8 |
| Teacher presses for accurate <br> knowledge and for students <br> to explain their thinking | 1.81 | 1.27 | $0-4$ | 19.2 | 23.1 | 23.1 | 26.9 | 7.7 |
| Students provides accurate <br> knowledge and explain <br> their thinking | 1.73 | 1.25 | $0-4$ | 19.2 | 26.9 | 23.1 | 23.1 | 7.7 |
| Rigor of discussion following <br> the task | 1.65 | 1.38 | $0-4$ | 23.1 | 30.8 | 19.2 | 11.5 | 15.4 |
| Teacher Expectations <br> Clarity and detail of the <br> $\quad$ expectations for student <br> learning | 1.81 | 1.27 | $0-4$ | 11.5 | 42.3 | 11.5 | 23.1 | 11.5 |
| Rigor of the expectations for <br> student learning | 2.08 | 1.16 | $0-4$ | 7.7 | 23.1 | 38.5 | 15.4 | 15.4 |
| Student access to expectations <br> Cognitive Demand of Task <br> Potential of the task <br> Implementation of the task | 2.65 | 1.57 | $0-4$ | 11.5 | 23.1 | 3.8 | 11.5 | 50.0 |

observed instruction and assignment quality ratings with each other and with student achievement.

## RESULTS

Number of Observations and Assignments Needed to Obtain a Reliable Estimate of Instructional Quality

Observations of reading comprehension and mathematics lessons. The ratings of each dimension of instructional quality assessed by the observation protocols were averaged to create an overall score of instructional quality in each content area. This summary score was used in the generalizability and decision analyses reported here. Results indicated that as few as two observations yielded a reliable estimate of quality when teachers complied

TABLE 4
Quality of Classroom Assignments in Mathematics ( $\mathrm{n}=9$ Teachers, 35 Assignments $^{\mathrm{a}}$ )

| Assignment Rating | Mean | SD | Range | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Teacher Expectations (assessment criteria) <br> Clarity and detail of the expectations <br> for student learning <br> Rigor of the expectations for student <br> $\quad$ learning | 2.69 | .86 | $1-4$ | 0 | 6.3 | 37.5 | 37.5 | 18.8 |
| Student access to expectations | 2.78 | $1-4$ | 0 | 5.9 | 11.8 | 55.9 | 26.5 |  |
| Cognitive Demand of Task | .84 | $1-4$ | 0 | 6.5 | 41.9 | 35.5 | 16.1 |  |
| Potential of the task <br> Implementation of the task <br> Rigor of student work following task | 3.03 | .86 | $1-4$ | 0 | 3.1 | 25.0 | 37.5 | 34.4 |

${ }^{\text {a }}$ One of the nine teachers submitted 3 assignments.
with the requirements of the data collection $(\hat{\phi}=.80$ and .86 for reading comprehension and mathematics, respectively ${ }^{3}$; see Table 8). As described earlier, teachers agreed in advance to hold class discussions on each of the two days we visited. Four teachers (two in each content area) did not comply with the data collection requirements on one of these two days. One reading comprehension teacher engaged students in a writer's workshop the entire class period and another teacher had students work independently throughout the class period (e.g., listening to books on tape and following along with the text, etc.). Similarly, one math teacher tested students while another required student presentations for the entire class. These four teachers received zero scores (meaning target behavior not observed) on most IQA rubrics. When including their scores in analyses, the number of observations needed to obtain a reliable estimate of quality increased considerably. The variance component associated with Observation was zero or slightly negative in this analysis. This was likely because the observations for any given teacher were conducted by the same rater and occurred on adjacent days. Therefore, there was little variation in observation from one day to the next.

[^3]TABLE 5
Level of Agreement between Raters for the Classroom Observation Ratings (Reading Comprehension: 3 Observers, 4 Observations; Mathematics:

4 Raters, 7 Observations)

| Observation Rating | Reading Comprehension |  | Mathematics |  |
| :---: | :---: | :---: | :---: | :---: |
|  | \% <br> Agreement | ICC | \% <br> Agreement | ICC |
| Overall | 86.4 | 0.96 | 81.8 | 0.98 |
| Classroom Talk |  |  |  |  |
| Students participate in the discussion | 75.0 | 0.80 | 85.7 | 0.99 |
| Teacher links student contributions to each other | 75.0 | 0.84 | 100.0 | 1.0 |
| Students link to each other's contributions | 100.0 | 1.0 | 100.0 | 1.0 |
| Teacher presses for accurate knowledge and for students to explain their thinking | 100.0 | 1.0 | 85.7 | 0.99 |
| Students provide accurate knowledge and explain their thinking | 75.0 | 0.57 | 71.4 | 0.99 |
| Analyzing and interpret a text in the discussion | 100.0 | 1.0 |  |  |
| Teacher Expectations |  |  |  |  |
| Clarity and detail of the expectations for student learning | 50.0 | 0.89 | 42.9 | 0.11 |
| Rigor of the expectations for student learning | 75.0 | 0.80 | 71.4 | 0.98 |
| Student access to expectations | 100.0 | 1.0 | 100.0 | 1.0 |
| Cognitive Demand of Task |  |  |  |  |
| Rigor of the text | 100.0 | 1.0 |  |  |
| Analyzing and interpreting a text in lesson activities | 100.0 | 1.0 |  |  |
| Potential of the task |  |  | 71.4 | 0.75 |
| Implementation of the task |  |  | 100.0 | 1.0 |
| Rigor of discussion following the task |  |  | 71.4 | 0.99 |

Reading comprehension and mathematics assignments. As with the observations, the individual ratings of each dimension of assignment quality were averaged to create an overall score for instructional quality; this score was used in the analyses reported here. Results indicated that collecting four assignments from teachers yielded a generalizable estimate of quality in both content areas. Specifically, results for reading comprehension indicated a dependability coefficient of .82 for four assignments per teacher rated by three raters. Decision studies estimated that reducing the number of raters to two did not substantially change the dependability coefficient $(\hat{\phi}=.81)$. Collecting three reading assignments per teacher was likely to be sufficient, with dependability estimated just below .80 ( $\hat{\phi}=.78$; see Table 9). Results for mathematics assignments were similar, yielding a dependability coefficient of .80 for four

TABLE 6
Level of Agreement between Raters for the Assignment Ratings (Reading Comprehension: 3 Raters, 64 Assignments; Mathematics:

3 Raters, 35 Assignments)

| Assignment Rating | Reading Comprehension |  | Mathematics |  |
| :---: | :---: | :---: | :---: | :---: |
|  | \% <br> Agreement | ICC | \% <br> Agreement | ICC |
| Overall | 71.3 | 0.93 | 76.3 | 0.88 |
| Teacher Expectations |  |  |  |  |
| Clarity and detail of the expectations for student learning | 64.1 | 0.79 | 82.9 | 0.77 |
| Rigor of the expectations for student learning | 60.9 | 0.80 | 75.2 | 0.63 |
| Student access to expectations | 74.5 | 0.81 | 84.8 | 0.90 |
| Cognitive Demand of Task |  |  |  |  |
| Rigor of the text | 93.0 | 0.93 |  |  |
| Analyzing and interpreting the text | 72.9 | 0.78 |  |  |
| Potential of the task |  |  | 72.9 | 0.51 |
| Implementation of the task |  |  | 79.0 | 0.72 |
| Rigor of students' work following task |  |  | 62.9 | 0.67 |

TABLE 7
Descriptive Statistics of Student Achievement Scores in Reading and Mathematics

|  | Prior Achievment |  |  |  |  | End-of-Year Achievement |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Sub Score | Mean | $S D$ | Range |  | Mean |  |

assignments per teacher rated by three raters. Decision studies estimated that reducing the number of raters to two only minimally reduced the dependability coefficient $(\hat{\phi}=.77)$, but collecting only three mathematics assignments per teacher may not be sufficient $(\hat{\phi}=.74$; see Table 9$)$. Notice in Table 9 that variance components associated with rater ( $r$, $t r$, and $r a$ ) are always negligible

TABLE 8
Decision Study for Observation Data [ $\mathrm{t} \times \mathrm{o}$ Design]: Two Noncompliant Teachers Removed from Dataset (Reading Comprehension: $\mathrm{n}=15$ Teachers; Mathematics: $\mathrm{n}_{\mathrm{t}}=11$ )

| Source of Variation | Reading Comprehension |  |  |  | Mathematics |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | G Study | Alternative D Studies |  |  | G Study | Alternative D Studies |  |  |
| $\mathrm{n}_{\mathrm{o}}=$ | 2 | 3 | 4 | 5 | 2 | 3 | 4 | 5 |
| Teacher (t) | $\begin{gathered} 41.2 \\ (67 \%) \end{gathered}$ | $\begin{gathered} 41.2 \\ (86 \%) \end{gathered}$ | $\begin{gathered} 41.2 \\ (89 \%) \end{gathered}$ | $\begin{gathered} 41.2 \\ (91 \%) \end{gathered}$ | $\begin{gathered} 63.2 \\ (75 \%) \end{gathered}$ | $\begin{gathered} 63.2 \\ (90 \%) \end{gathered}$ | $\begin{gathered} 63.2 \\ (92 \%) \end{gathered}$ | $\begin{gathered} 63.2 \\ (94 \%) \end{gathered}$ |
| Observation (o) ${ }^{\text {a }}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Residual (to, e) | $\begin{gathered} 19.9 \\ (33 \%) \end{gathered}$ | $\begin{gathered} 6.66 \\ (14 \%) \end{gathered}$ | $\begin{gathered} 5.0 \\ (11 \%) \end{gathered}$ | $\begin{gathered} 4.0 \\ (9 \%) \end{gathered}$ | $\begin{gathered} 21.4 \\ (25 \%) \end{gathered}$ | $\begin{gathered} 7.2 \\ (10 \%) \end{gathered}$ | $\begin{gathered} 5.4 \\ (8 \%) \end{gathered}$ | $\begin{gathered} 4.3 \\ (6 \%) \end{gathered}$ |
| Absolute error SD | 3.16 | 2.58 | 2.24 | 2.00 | 3.27 | 2.67 | 2.31 | 2.07 |
| Dependability Coefficient | . 80 | . 86 | . 89 | . 91 | . 86 | . 90 | . 92 | . 94 |

${ }^{\text {a }}$ Negative variance components set to zero.
or zero. This is a common finding in generalizability studies that is explained by the general rule that rater-sampling variability is less of an issue than tasksampling variability. Raters can be trained to consistently judge performance, and they were in this study (see Table 6). Our results were consistent with Shavelson, Baxter, and Gao (1993) who presented results from a number of G-studies in math, science, and the military. They found that person $\times$ task was consistently the major source of measurement error and that the variance components for rater, person $\times$ rater, and task $\times$ rater were always negligible or zero. Schoonen (2005) also reported that person and task contribute more to score variance than do raters.

## Relationship of the IQA Ratings of Observed Instruction and Assignment Quality

The correlation between overall ratings of observed instruction and assignment quality was only moderate ( $r=.20, p<.01$ ) but differed within the content areas. In reading comprehension, the ratings were uncorrelated ( $r=.03$ ); in mathematics, the ratings were highly correlated ( $r=.68, p<.01$ ).

To further investigate the association between the two reading comprehension ratings, additional correlations were computed between observed instruction and assignment quality within the three teaching domains used to create the overall ratings: classroom talk, teacher expectations, and cognitive demand. The quality of the expectations communicated to students in observed lessons was significantly but weakly correlated with assignment quality ( $r=.17$ and $r=.05$, respectively). No correlation was found between the assignment ratings and the

TABLE 9
D-Study for Assignment Data [ $\mathrm{t} \times \mathrm{r} \times$ a Design] (Reading Comprehension: $\mathrm{n}_{\mathrm{t}}=16$; Mathematics: $\mathrm{n}_{\mathrm{t}}=9$ )

|  | Reading Comprehension |  |  |  |  | Mathematics |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Source of Variation | G Study |  | Alternative D Studies |  |  | G Study |  | Alternative D Studies |  |  |
| $\mathrm{n}_{\mathrm{r}}=$ | 3 | 2 | 2 | 2 | 3 | 3 | 2 | 2 | 2 | 3 |
| $\mathrm{n}_{\mathrm{a}}=$ | 4 | 4 | 3 | 2 | 3 | 4 | 4 | 3 | 2 | 3 |
| Teacher (t) | $\begin{gathered} .385 \\ (51 \%) \end{gathered}$ | $\begin{gathered} .385 \\ (81 \%) \end{gathered}$ | $\begin{gathered} .385 \\ (77 \%) \end{gathered}$ | $\begin{gathered} .385 \\ (70 \%) \end{gathered}$ | $\begin{gathered} .385 \\ (79 \%) \end{gathered}$ | $\begin{gathered} .095 \\ (36 \%) \end{gathered}$ | $\begin{gathered} .095 \\ (76 \%) \end{gathered}$ | $\begin{gathered} .095 \\ (71 \%) \end{gathered}$ | $\begin{gathered} .095 \\ (62 \%) \end{gathered}$ | $\begin{gathered} .095 \\ (74 \%) \end{gathered}$ |
| Rater (r) ${ }^{\text {a }}$ | 0 | 0 | 0 | 0 | 0 | $\begin{gathered} .001 \\ (0.4 \%) \end{gathered}$ | $\begin{gathered} .0004 \\ (0.3 \%) \end{gathered}$ | $\begin{gathered} .0004 \\ (0.3 \%) \end{gathered}$ | $\begin{gathered} .0004 \\ (0.3 \%) \end{gathered}$ | $\begin{gathered} .0003 \\ (0.2 \%) \end{gathered}$ |
| Assignment (a) | 0 | 0 | 0 | 0 | 0 | $\begin{gathered} .002 \\ (0.8 \%) \end{gathered}$ | $\begin{gathered} .0005 \\ (0.4 \%) \end{gathered}$ | $\begin{gathered} .0006 \\ (0.5 \%) \end{gathered}$ | $\begin{gathered} .0009 \\ (0.6 \%) \end{gathered}$ | $\begin{gathered} .0006 \\ (0.5 \%) \end{gathered}$ |
| tr | $\begin{gathered} .021 \\ (3 \%) \end{gathered}$ | $\begin{aligned} & .011 \\ & (2 \%) \end{aligned}$ | $\begin{aligned} & .011 \\ & (2 \%) \end{aligned}$ | $\begin{aligned} & .011 \\ & (2 \%) \end{aligned}$ | $\begin{aligned} & .007 \\ & (2 \%) \end{aligned}$ | 0 | 0 | 0 | 0 | 0 |
| ta | $\begin{aligned} & 0.273 \\ & (36 \%) \end{aligned}$ | $\begin{gathered} .068 \\ (14 \%) \end{gathered}$ | $\begin{gathered} .091 \\ (18 \%) \end{gathered}$ | $\begin{gathered} .136 \\ (25 \%) \end{gathered}$ | $\begin{gathered} .091 \\ (19 \%) \end{gathered}$ | $\begin{gathered} .064 \\ (24 \%) \end{gathered}$ | $\begin{gathered} .016 \\ (13 \%) \end{gathered}$ | $\begin{gathered} .021 \\ (16 \%) \end{gathered}$ | $\begin{gathered} .032 \\ (21 \%) \end{gathered}$ | $\begin{gathered} .021 \\ (17 \%) \end{gathered}$ |
| ra | $\begin{gathered} .0002 \\ (<.01 \%) \end{gathered}$ | $\begin{aligned} & .0002 \\ & (.04 \%) \end{aligned}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Residual (tra, e) | $\begin{gathered} .081 \\ (11 \%) \end{gathered}$ | $\begin{aligned} & .010 \\ & (2 \%) \end{aligned}$ | $\begin{gathered} .014 \\ (3 \%) \end{gathered}$ | $\begin{aligned} & .020 \\ & (4 \%) \end{aligned}$ | $\begin{aligned} & .009 \\ & (2 \%) \end{aligned}$ | $\begin{gathered} .102 \\ (39 \%) \end{gathered}$ | $\begin{gathered} .013 \\ (11 \%) \end{gathered}$ | $\begin{gathered} .017 \\ (13 \%) \end{gathered}$ | $\begin{gathered} .025 \\ (17 \%) \end{gathered}$ | $\begin{aligned} & .011 \\ & (9 \%) \end{aligned}$ |
| Absolute Error SD | . 28 | . 30 | . 34 | . 41 | . 33 | . 16 | . 17 | . 20 | . 24 | . 18 |
| Dependability Coefficient | . 82 | . 81 | . 77 | . 70 | . 78 | . 80 | . 77 | . 71 | . 61 | . 74 |

${ }^{\text {a }}$ Negative variance components set to zero.
quality of classroom talk or cognitive demand of observed lesson activities. In mathematics, the ratings were moderately to highly correlated within all teaching domains (ranging from $r=.40$ to $r=.61, p<.01$ ).

## Relationship of the IQA Ratings of Observed Instruction and Assignment Quality to Student Achievement

The different types of instructional quality measures varied in their relationships to student achievement. The ratings of assignment quality were moderately and significantly correlated with all the reading and mathematics achievement subscale scores. Correlations ranged from $r=.36$ to $r=.39$ ( $p<.01$ ) for the reading comprehension subscale scores (Total Reading, Reading Comprehension, and Vocabulary) and from $r=.27$ to $r=.29(p<.01)$ for the mathematics achievement subscale scores (Total Math, Problem Solving, and Procedures). Observed instruction quality was significantly correlated with the mathematics Procedures score only ( $r=.23, p<.01$ ).

## Relationship of the IQA Ratings of Observed Instruction and Assignment Quality to Change in Student Achievement

Because the sample size of this study was too small to effectively analyze multi-level models, linear regression was used to investigate the relationship between the IQA observation and assignment ratings and student achievement controlling for students' past achievement and demographic characteristics. Separate multiple regression analyses specified the following subscale scores of the SAT-10 as the dependent variables: Total Reading, Reading Comprehension, and Vocabulary in English language arts; Total Mathematics, Procedures, and Problem-Solving in mathematics. The independent variables included students' prior year's achievement and demographic characteristics in addition to the IQA assignment quality and observed instruction ratings.

Reading comprehension. When both the observation and teacher assignment ratings were included in the same model, and after adjusting for students’ background and prior achievement, the ratings of assignment quality positively and significantly predicted all the reading comprehension outcome scores: Total Reading ( $\beta=.11, p=.01$ ), Reading Comprehension ( $\beta=.11, p=.02$ ) and Vocabulary $(\beta=.19, p=.000)$. The ratings of observed instruction positively and significantly predicted Reading Comprehension $(\beta=.10, p=.03$; see Table 10).

We conducted further regression analyses to investigate the potential of either the assignment ratings or the observation ratings in the models as a standalone measure of instructional quality. When used as the single indicator of

TABLE 10
Regression Results for Predicting SAT-10 Reading Scores

| Dependent Variable | Type of Predictors | Independent Variables | Regression Estimates |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | B | $S E$ | $\beta$ | $R^{2}$ |
| Total Reading Score | Prior Reading Achievement Student Characteristics | Total Reading Score-Previous | . 80 | . 05 | .72*** | . $65 * * *$ |
|  |  | Gender | 2.06 | 2.56 | . 03 |  |
|  |  | Free/Reduced-Price Lunch | -5.23 | 3.14 | -. 06 |  |
|  |  | Ethnicity | -5.45 | 3.57 | -. 06 |  |
|  | IQA Ratings | IQA Assignment Score | 4.97 | 1.84 | .11** |  |
|  |  | IQA Observation Score | 2.07 | 1.86 | . 04 |  |
| Reading Comprehension Score | Prior Reading Achievement | Reading Comprehension Score-Previous | . 66 | . 05 | .60*** | . $54 * * *$ |
|  | Student Characteristics | Gender | 5.05 | 3.07 | . 07 |  |
|  |  | Free/Reduced-Price Lunch | -11.01 | 4.03 | -. 12 |  |
|  |  | Ethnicity | -8.45 | 4.26 | -. 09 |  |
|  | IQA Ratings | IQA Assignment Score | 5.20 | 2.20 | .11* |  |
|  |  | IQA Observation Score | 4.92 | 2.22 | .10* |  |
| Vocabulary Score | Prior Reading Achievement Student Characteristics | Vocabulary Score-Previous | . 70 | . 05 | .64*** | . $53 * * *$ |
|  |  | Gender | -. 33 | 3.46 | -. 00 |  |
|  |  | Free/Reduced-Price Lunch | -1.03 | 7.76 | -. 01 |  |
|  |  | Ethnicity | -4.46 | 4.91 | -. 04 |  |
|  | IQA Ratings | IQA Assignment Score | 9.70 | 2.45 | .18*** |  |
|  |  | IQA Observation Score | -1.70 | 2.52 | $-.03$ |  |

[^4]instructional quality, the quality of the assignments teachers gave to students significantly predicted change in student outcomes on all of the subscale scores (Total Reading, Reading Comprehension, and Vocabulary; Table 11). In contrast, the IQA observation rating score on its own did not significantly predict of any reading outcome (see Table 12).

Mathematics. Unlike reading comprehension, the IQA ratings of observed instruction and teacher assignments, when included in the same model, did not significantly predict change in student achievement on any of the SAT-10 mathematics subscale scores (see Table 13). One explanation for this pattern in mathematics may be a problem with multicollinearity with the strong correlation between mathematics observed instruction and assignment ratings ( $r=.68$ ).

As with reading, we conducted additional regression analyses using either the IQA assignment quality ratings or the IQA observation ratings as the single measure of instructional quality. Results indicated that the IQA observation ratings alone significantly predicted change in student achievement on the Total Mathematics subscale (standardized $\beta=.16, p=.00$ ) and the Procedures subscale (standardized $\beta=.32, p=.000$; see Table 14). The IQA assignment ratings alone predicted change in student achievement on the Procedures subscore only (see Table 15).

## SUMMARY AND DISCUSSION

This study compares two approaches that directly measure instruction in different content areas: teachers' assignments with student work and focused lesson observations. Our findings suggest that these approaches may be practical for large-scale applications.

## Reliability of Ratings

Results verified an overall acceptable level of reliability and internal consistency for the rubrics assessing the quality of teachers' assignments with student work and observed instruction in both reading comprehension and mathematics. The exception to this finding was the rubric assessing the clarity and detail of the expectations that teachers hold for students. In both subject areas, raters disagreed on whether teachers provided sufficient information to do high-quality work. Teachers can be exceedingly clear to students regarding what they want them to do but not provide them with a great deal of detail, and our raters disagreed about what how much detail was "sufficient" or reasonable to expect from teachers. In addition, teachers can be overspecific regarding the amount of information given to students about what they need to do, or what high-quality

TABLE 11
Regression Results for Predicting SAT-10 Reading Scores (Assignment Ratings Only)

| Dependent Variable | Type of Predictors | Independent Variables | Regression Estimates |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $B$ | SE | $\beta$ | $R^{2}$ |
| Total Reading Score | Prior Reading Achievement | Total Reading Score—Previous | . 81 | . 05 | .72*** | .65*** |
|  | Student Characteristics | Gender | 2.41 | 2.54 | . 04 |  |
|  |  | Free/Reduced-Price Lunch | -5.67 | 3.42 | -. 07 |  |
|  |  | Ethnicity | -5.40 | 3.58 | -. 06 |  |
|  | IQA Ratings | IQA Assignment Score | 4.80 | 1.84 | .11** |  |
| Reading Comprehension Score | Prior Reading Achievement | Reading Comprehension Score-Previous | . 67 | . 05 | . $61{ }^{* * *}$ | . $53 * * *$ |
|  | Student Characteristics | Gender | 5.87 | 3.07 | . 08 |  |
|  |  | Free/Reduced-Price Lunch | -12.18 | 4.02 | $-.14 * *$ |  |
|  |  | Ethnicity | -8.38 | 4.30 | -. 09 |  |
|  | IQA Ratings | IQA Assignment Score | 4.83 | 2.21 | .10* |  |
| Vocabulary Score | Prior Reading Achievement | Vocabulary Score-Previous | . 69 | . 05 | .64*** | . $53 * * *$ |
|  | Student Characteristics | Gender | -. 60 | 3.43 | -. 01 |  |
|  |  | Free/Reduced-Price Lunch | -. 69 | 4.72 | $-.01$ |  |
|  |  | Ethnicity | -4.50 | 4.90 | $-.04$ |  |
|  | IQA Ratings | IQA Assignment Score | 9.82 | 2.44 | .18*** |  |

[^5]TABLE 12
Regression Results for Predicting SAT-10 Reading Scores (Observation Ratings Only)

| Dependent Variable | Type of Predictors | Independent Variables | Regression Estimates |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | B | SE | $\beta$ | $R^{2}$ |
| Total Reading Score | Prior Reading Achievement | Total Reading Score—Previous | . 85 | . 04 | .76*** | . 63 *** |
|  | Student Characteristics | Gender | 2.02 | 2.26 | . 03 |  |
|  |  | Free/Reduced-Price Lunch | -5.28 | 2.98 | -. 06 |  |
|  |  | Ethnicity | -3.20 | 3.24 | -. 04 |  |
|  | IQA Ratings | IQA Observation Score | . 65 | 1.58 | . 01 |  |
| Reading Comprehension Score | Prior Reading Achievement | Reading Comprehension Score-Previous | . 71 | . 05 | .65*** | . 50 *** |
|  | Student Characteristics | Gender | 3.97 | 2.75 | . 06 |  |
|  |  | Free/Reduced-Price Lunch | -8.90 | 3.52 | -.10* |  |
|  |  | Ethnicity | -6.53 | 3.91 | $-.07$ |  |
|  | IQA Ratings | IQA Observation Score | 2.64 | 1.89 | . 06 |  |
| Vocabulary Score | Prior Reading Achievement | Vocabulary Score-Previous | . 73 | . 05 | .67*** | .48*** |
|  | Student Characteristics | Gender | 1.70 | 3.13 | . 02 |  |
|  |  | Free/Reduced-Price Lunch | -5.79 | 4.20 | -. 06 |  |
|  |  | Ethnicity | -1.35 | 4.54 | -. 01 |  |
|  | IQA ratings | IQA Observation Score | -3.11 | 2.18 | -. 06 |  |

[^6]TABLE 13
Regression Results for Predicting SAT-10 Mathematics Scores

| Dependent Variable | Set of Predictors | Independent Variables | Regression Estimates |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | B | SE | $\beta$ | $R^{2}$ |
| Total Mathematics Score | Prior Mathematics Achievement | Total Mathematics Score-Previous | . 66 | . 04 | . 81 *** | . 81 *** |
|  | Student Characteristics | Gender | 7.59 | 3.36 | .08* |  |
|  |  | Free/Reduced-Price Lunch | -7.32 | 5.00 | $-.07$ |  |
|  |  | Ethnicity | -7.01 | 4.27 | $-.07$ |  |
|  | IQA Ratings | IQA Assignment Score | 8.69 | 5.99 | . 07 |  |
|  |  | IQA Observation Score | -1.22 | 4.67 | $-.01$ |  |
| Problem Solving Score | Prior Mathematics Achievement | Problem Solving Score—Previous | . 81 | . 06 | . 80 *** | .76*** |
|  |  |  |  |  |  |  |
|  | Student Characteristics | Gender | -12.22 | 4.35 | $-.12^{* *}$ |  |
|  |  | Free/Reduced-Price Lunch | -9.02 | 6.66 | -. 07 |  |
|  |  | Ethnicity | -. 02 | 5.61 | -. 00 |  |
|  | IQA Ratings | IQA Assignment Score | 7.08 | 7.83 | . 05 |  |
|  |  | IQA Observation Score | -1.16 | 6.02 | $-.01$ |  |
| Procedures Score | Prior Mathematics Achievement | Procedures Score—Previous | . 45 | . 05 | . 62 *** | . 52 *** |
|  | Student Characteristics | Gender | $2.88$ | 5.49 | . 03 |  |
|  |  | Free/Reduced-Price Lunch | $-2.28$ | 7.98 | $-.02$ |  |
|  |  | Ethnicity | $-10.09$ | 7.00 | $-.10$ |  |
|  | IQA Ratings | IQA Assignment Score | $15.32$ | $9.75$ | $.12$ |  |
|  |  | IQA Observation Score | . 83 | 7.68 | $.01$ |  |

[^7]TABLE 14
Regression Results for Predicting SAT-10 Mathematics Scores (Observation Ratings Only)

| Dependent Variable | Set of Predictors | Independent Variables | Regression Estimates |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | B | SE | $\beta$ | $R^{2}$ |
| Total Mathematics Score | Prior Mathematics Achievement | Total Mathematics Score-Previous | . 68 | . 03 | .83*** | . $77 * * *$ |
|  | Student Characteristics | Gender | 7.35 | 2.84 | . $09 * *$ |  |
|  |  | Free/Reduced-Price Lunch | -6.26 | 4.00 | $-.07$ |  |
|  |  | Ethnicity | -6.39 | 3.68 | $-.07$ |  |
|  | IQA Ratings | IQA Observation Score | 9.79 | 2.12 | 16*** |  |
| Problem Solving Score | Prior Mathematics Achievement | Problem Solving Score-Previous | . 83 | . 04 | .82*** | . $74 * * *$ |
|  | Student Characteristics | Gender | -11.18 | 3.46 | $-.12 * * *$ |  |
|  |  | Free/Reduced-Price Lunch | -5.00 | 5.01 | -. 04 |  |
|  |  | Ethnicity | -. 80 | 4.56 | $-.01$ |  |
|  | IQA Ratings | IQA Observation Score | -3.95 | 2.56 | -. 06 |  |
| Procedures Score | Prior Mathematics Achievement | Procedures Score—Previous | . 47 | . 05 | . $58 * * *$ | . 42 *** |
|  | Student Characteristics | Gender | 3.19 | 5.23 | . 03 |  |
|  |  | Free/Reduced-Price Lunch | -3.09 | 7.24 | $-.03$ |  |
|  |  | Ethnicity | -9.18 | 6.77 | $-.08$ |  |
|  | IQA Ratings | IQA Observation Score | 22.70 | 3.94 | . 32 *** |  |

[^8]TABLE 15
Regression Results for Predicting SAT-10 Mathematics Scores (Assignment Ratings Only)

| Dependent Variable | Set of Predictors | Independent Variables | Regression Estimates |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | B | $S E$ | $\beta$ | $R^{2}$ |
| Total Mathematics Score | Prior Mathematics Achievement | Total Mathematics Score-Previous | . 66 | . 04 | . 81 *** | . 81 *** |
|  | Student Characteristics | Gender | 7.57 | 3.35 | .08* |  |
|  |  | Free/Reduced-Price Lunch | -7.36 | 4.98 | $-.07$ |  |
|  |  | Ethnicity | -7.03 | 4.26 | $-.07$ |  |
|  | IQA Ratings | IQA Assignment Score | 7.69 | 4.59 | . 07 |  |
| Problem Solving Score | Prior Mathematics Achievement | Problem Solving Score—Previous | . 81 | . 06 | .80*** | .76*** |
|  | Student Characteristics | Gender | -12.23 | 4.33 | $-.12^{* *}$ |  |
|  |  | Free/Reduced-Price Lunch | -9.08 | 6.63 | -. 07 |  |
|  |  | Ethnicity | -. 04 | 5.59 | $-.00$ |  |
|  | IQA Ratings | IQA Assignment Score | 6.10 | 5.95 | . 04 |  |
| Procedures Score | Prior Mathematics Achievement | Procedures Score—Previous | . 45 | . 05 | .62*** | . $52 * * *$ |
|  | Student Characteristics | Gender | 2.90 | 5.47 | . 03 |  |
|  |  | Free/Reduced-Price Lunch | -2.25 | 7.95 | -. 02 |  |
|  |  | Ethnicity | -10.09 | 6.98 | $-.10$ |  |
|  | IQA Ratings | IQA Assignment Score | 16.00 | 7.46 | .13* |  |

[^9]work looks like. In mathematics particularly, if a teacher provides a great deal of detailed direction to students (e.g., provides a solution path for solving a complex problem), the rigor of the task can and likely will be compromised. We are continuing to refine this rubric so that it is more closely aligned with instructional demands of the different content areas.

Assignments. In both reading comprehension and mathematics, relatively few assignments and observations were needed to yield a reliable estimate of a teacher's practice. Specifically, our results indicated that as few as four assignments yielded a reliable teacher-level estimate of instructional quality. This finding is commensurate with the results of other research efforts investigating the use of teachers' assignments as an indicator of instructional practice in mathematics at the elementary school level (e.g., Boston \& Wolf, 2006). These results also are in line with other research conducted through the Center for Research on Evaluation, Standards, and Student Testing indicating that four assignments yields a reliable estimate of practice in English language arts at the secondary level (Clare, 2000; Clare \& Aschbacher, 2001; Matsumura, Garnier, Pascal, \& Valdés, 2002).

That a reliable estimate of the quality of a teacher's practice can be gained with only four assignments greatly adds to the feasibility of this approach for measuring instruction at-scale. While teachers vary in their reports of how long it takes to complete the materials, on average it appears to take about 45 minutes per assignment to complete the cover sheets and choose and Xerox the student work samples. Collecting four assignments, therefore, would take about three hours of a teacher's time. Further adding to the feasibility of collecting assignments in large numbers of classrooms is the fact that relatively few raters need to be hired to rate large numbers of assignments. This reduces the cost and training burden on researchers (or schools and districts) and increases the potential for rater agreement.

Observations. Our results also confirmed that when teachers comply with the data collection requirements, as few as two observations might yield a reliable estimate of quality at the teacher-level in either content area. Unlike classroom measures focusing on the content of teachers' instruction in which more data points are required because the content of instruction is fluid over the course of the year, the IQA measures of assignment quality and classroom discussions were more stable over time and, therefore, required fewer data points (e.g., Rowan et al., 2004). One reason for this finding could be that the same rater observed any given classroom on both occasions. Another likely explanation is our decision to narrow the scope of measurement for the observations. As described earlier, we focused on a specific classroom activity (discussion in both content areas). We also observed on consecutive days, thus minimizing potential
variation in an individual teacher's instructional practice that could result from variation in the curricula topic being covered. Observing on consecutive days also minimized the potential for variation in an individual teacher's practice as a function of the time of year. It is possible, for example, that instruction would look different at the beginning of the year (when a teacher is establishing class rules and norms for participation) than at the end of the year, or near the time when students participate in standardized testing.

Narrowing the scope of measurement, as we did, appears to reduce the number of data points needed to obtain a reliable estimate of practice. This strategy adds to a measure's potential feasibility for use at scale because it reduces the cost of data collection, burden on teachers, and the amount of content that needs to be addressed in a rater-training program. Rater training for the IQA observation protocol, for example, focuses solely on assessing instruction in whole-group settings rather than across multiple instructional activities (e.g., small group discussions, one-on-one conferring, etc.).

However, narrowing the scope of measurement reduces the generalizability of the results (the inferences one can make about a teacher's practice). Although it seems logical that a teacher with the ability to lead rich whole-class discussions about a text would do so as a general rule in other areas of their literacy instruction, it is not possible to make such a conclusion from these data. If the goal of measurement is to obtain an estimate of what a teacher's practice looks like across different instructional settings and content, then more data points likely would be needed. If the goal of measurement is to obtain a cross-sectional snapshot of teachers' instructional quality, then the results from this study provide evidence that these snapshots and students' achievement are significantly related.

In terms of feasibility for measuring instruction in large numbers of classrooms, reducing the number of observations needed to gain a reliable estimate of teaching quality greatly increases the potential of this approach for use in large numbers of classrooms. In this regard, observations have an advantage over assignments in that they pose minimal (if any) burden on teachers. Teachers do not need to prepare special lessons to be observed. On the other hand, observing large numbers of teachers would pose a tremendous burden on districts, school, or researchers because they would need to hire and train large numbers of raters. In our experience, it takes about four days of training (per content area) and at least two additional in-classroom sessions (novice and expert raters observing the same lesson and comparing scores afterward) to be considered a "reliable" rater. It is notable that some people, even after participating in the training, can never become reliable raters. If a district wanted to observe teachers within a fairly narrow window of time (as is required in most research designs), then many raters would need to be hired and trained, and not all of these people likely would complete the training successfully. Additionally, we found that it is
necessary for raters to have significant knowledge of the subject matter they are rating-not just in terms of understanding the content but also understanding what is considered grade-level work in that content area (Matsumura et al., 2006). Finding enough qualified raters to observe large numbers of classrooms could pose a significant challenge to districts.

## Ratings in Different Content Areas

While the reliability of the observation and assignment ratings were similar for mathematics and reading comprehension, the relation of these ratings to each other and to student achievement differed by content area. In mathematics, the quality of teachers' assignments was associated with the quality of observed classroom discussions, tasks, and expectations expressed to students for the quality of their work. This was not the case in English language arts. The quality of teachers' assignment tasks were not associated with the quality of teachers' classroom discussions and lesson activities and were only weakly associated with the expectations teachers expressed to students for the quality of their work.

Our results are different from Clare and Aschbacher (2001) who found that the ratings of teachers' language arts assignments in elementary and middle schools yielded similar estimates of quality for some aspects of observed instruction. One explanation for the difference in our findings is that in the current study we asked for examples of challenging tasks from middle school teachers. Clare and Aschbacher, in contrast, mostly looked at assignments considered by teachers to be "typical" of their practice, and combined elementary and middle school teachers in their analyses. In English language arts, more challenging tasks generally entail a longer period of time to complete than a few class periodsespecially at the secondary level. Even when teachers provided students with more rigorous, extended opportunities to write about a text, we were only able to observe a part of the project in the limited number of visits we made to the classroom. Looking across observation field notes, teachers who were observed leading higher cognitive demand class discussions about a text may or may not have provided students with the opportunity to write meaningfully about what they were reading. It is notable, however, that we did not see any examples of teachers leading low-level discussions, and submitting cognitively challenging assignments and student work.

In mathematics, a greater consistency appeared between the quality of observed instruction and teachers' assignments likely because the mathematics teachers used a structured curriculum (Everyday Mathematics). The language arts teachers, in contrast, used a scope and sequence plan that set out the books intended for students to read at different points in the year, but did not prescribe the student activities teachers assigned to build comprehension
or write in response to these texts. With more freedom to design and plan activities, the language arts teachers engaged in a broader range of classroom activities than did the mathematics teachers. Another reason for the similarity between observation and quality of assignment measures in mathematics also may be because students generally worked on a problem in its entirety during class time. In contrast to the multiple steps involved in producing an extended essay or research report, one is less likely to see just a portion of a multi-day project in a mathematics class.

## Ratings and Student Achievement

Across both content areas, the ratings of assignment quality correlated with student outcomes on all the ratings subscales. The relation of the instructional quality ratings to student achievement outcomes within the different content areas changed, however, when we controlled for prior achievement and student characteristics. In English language arts, the assignment ratings were the strongest predictor of student achievement across all of the subscale scores, although both assignments and classroom observations predicted higher achievement on the more challenging reading content (reading comprehension). Including both measures in the same model did not make an appreciable difference in the percent of variance explained by the instructional quality measures. In sum, the assignment measure-focusing on the interactions between teachers, students, and content in the service of developing students' academic writing skills-may be the better measure of instructional quality in English language arts in terms of predicting gains in student achievement.

In mathematics, the relation of the instructional quality ratings and student achievement portrayed a different pattern. Although the assignment ratings correlated more strongly with mathematics achievement than with classroom observations, both observations and assignments predicted gain in mathematics procedures achievement in separate models, with observations being the stronger predictor. Classroom observations also better predicted gain in total mathematics scores. Even though the quality of teachers' assignment tasks and observed practice were highly correlated, our findings point to observed social interactions around the content presented in classrooms as the better strategy for capturing opportunities to learn mathematics.

Gains in the more challenging problem-solving content were predicted only by students' prior problem-solving achievement and characteristics (gender and SES). The amount of variance remaining to be accounted for by quality of instruction was quite small and may explain why the IQA measures were weak predictors of the Problem-Solving subscale. Interestingly, these results are consistent with other research that found that estimates of teacher effects on middle schools students' learning differed depending on whether the Procedures
or Problem-Solving subscales of the SAT-9 were used as an outcome measure (Lockwood, McCaffrey, Hamilton, Stecher, Le, \& Martinez, 2007).

Why did the IQA measures of instruction differentially predict student achievement in reading comprehension and mathematics? Possibly, when a structured curriculum such as mathematics is being used, observations may be a better method for describing instructional quality since it is the quality of the conversation around tasks (rather than the tasks themselves) that would likely exhibit greater variability. This explanation is supported by the fact that the quality of the class discussions in the observed mathematics lessons showed more variability than the quality of the tasks that teachers assigned to students. When teachers are responsible for creating their own tasks, as the reading comprehension teachers in this study were, assignments may be a more robust measure of instructional quality since a single assignment covers a significantly longer period of instructional time than a single observation. An assignment encapsulates an instructional cycle in which teachers communicate an objective (e.g., a skills or set of skills they want students to master), students practice or enact those skills in their work, and teachers then provide feedback to students on their efforts. An observation only provides insight into a single (in our study, 50-minute) classroom period. Collecting multiple assignments from teachers, as we did, clearly increased the amount of instructional time covered.

## Limitations and Future Research

It is important to reiterate that the regression results should be interpreted with caution. Some other unmeasured aspect of teacher quality, for example, could influence the relationship between the IQA ratings and student achievement, and the IQA ratings could be correlated with this other construct. Moreover, without accounting for the clustering of students within classrooms and schools as do multilevel models, the linear regression analyses reported here may estimate effects that appear stronger than they actually are. Further research is needed in larger samples of classrooms that allow researchers to control for the nesting of students within classrooms. Research also is needed to disentangle content area and curricula specificity by examining in greater depth the relation of teachers' assignments and observations of instruction to student learning in different content areas.

Finally, while the IQA measures show promise for providing insight on teachers' instructional practice with a minimal number of data points, the amount of variation they predicted in student achievement was small overall. As described earlier, the inferences about student achievement may be limited. Additional research is needed concerning combining the IQA direct measures of instructional practice with other types of measures (such as instructional logs) that focus on the amount and type of content covered over the course of a year to provide
a richer, more complete picture of students' opportunity to learn. Combining relatively inexpensive and less demanding measures that focus attention on different aspects of instructional practice may be the best approach for providing meaningful information about practice in large numbers of classrooms (i.e., measuring the instructional dynamic at scale). Which combination of measures to use in different content areas, and perhaps level of schooling, are questions to be addressed in future research.

In conclusion, measuring instruction at scale is critical for providing information to the public about school quality, supporting better decision-making in districts, and directing attention toward excellent instructional practice (students' opportunity to learn) as a desired outcome in and of itself for education reform. This issue is especially timely given the questionable quality of the achievement tests and standards for proficiency set in many states (e.g., Kingsbury, Olson, Cronin, Hauser, \& Houser, 2003; Peterson \& Hess, 2005). At the same time, it is important to recognize that measuring instruction in schools and districts could have negative consequences. This is likely to be especially the case if stakes were attached to the outcomes. Score inflation and narrowing of instruction to focus on the teaching behaviors assessed to the exclusion of other important dimensions of instructional practice are possibilities. Should measures of instruction be adopted for use by districts and schools as a routine course of action, the effect measuring instruction might have on teaching (for better or for worse) would need to be monitored. Careful attention also would need to be paid to how information from these assessments is used to increase the possibility for positive consequences; that is, for measures of instruction to support improvement in the quality of students' learning opportunities in schools.
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[^3]:    ${ }^{3}$ For the analysis of observation data, a random-effects Teacher $\times$ Observation design was used. Raters never overlapped in their observations so rater was not included as a facet in this design. For the analysis of assignment data, a random-effects Teacher $\times$ Rater $\times$ Assignment analysis of variance was performed, and variance components were estimated. Variance component estimates and dependability coefficients are presented for each analysis. Dependability coefficients for absolute decisions, reported throughout the paper (i.e., phi-coefficients), describe absolute level of performance rather than generalizability coefficients for relative decisions intended for rank ordering and norm-referenced comparisons. To help interpret the variance component estimates, percent of total variability accounted for by each variance component is presented.
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