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ABSTRACT
Understanding explanations of machine perception is an important
step towards developing accountable, trustworthy machines. Fur-
thermore, speech and vision are the primary modalities by which
humans collect information about the world, but the linking of
visual and natural language domains is a relatively new pursuit
in computer vision, and it is di�cult to test performance in a safe
environment. To couple human visual understanding and machine
perception, we present an explanatory system for creating a library
of possible context-speci�c actions associated with 3D objects in
immersive virtual worlds. We also contribute a novel scene de-
scription dataset, generated natively in virtual reality containing
speech, image, gaze, and acceleration data. We discuss the develop-
ment of a hybrid machine learning algorithm linking vision data
with environmental a�ordances in natural language. Our�ndings
demonstrate that it is possible to develop a model which can gener-
ate interpretable verbal descriptions of possible actions associated
with recognized 3D objects within immersive VR environments.
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1 INTRODUCTION AND PREVIOUS WORK
As machines start replacing tasks that were once entrusted to
humans, there is an immediate need for these systems to be ac-
countable. It is important to consider computational perceptual
mechanisms, which replaces human perception, that are guiding
machine vision. These perceptual mechanisms are opaque, and not
well-understood by human experts. A�rst step to ensuring these
machines perform in our best interest is to impose constraints of
reasonableness. Reasonableness is a qualitative explanation of an
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appropriate state in a particular context. For example, certain ob-
jects are reasonable to be located in an o�ce, like a co�ee maker
or a table. However, it would be unreasonable for these objects to
be located in the middle of a hiking reserve. Making perception
mechanisms to produce explainable outputs reduces the risk of
unexpected behaviors and allow machines to cooperate better with
humans in real world contexts.

Virtual reality presents an e�cient way of generating rich datasets
for training machine vision systems [5]. Using this technology, a
wide range of data including RGB, depth, surface normals and ob-
ject classes can be generated with high precision. In the context of
simulating human explanations of visual reasoning, this technology
enables collecting qualitative descriptions in alignment with this
rich contextual information.

An explanatory system provides a meaningful description of
why and how an algorithm or mechanism works. The explana-
tory methods used in our model are greatly in�uenced by work on
knowledge representation [2] and analogical chaining [1]. Explana-
tory systems have also been applied to multi-agent domains [3]
and story understanding [6].

We developed a model which can simulate human explanations
of visual scenes from a VR environment. The explanations are au-
tomatically generated from verbal descriptions of possible actions
associated with recognized 3D objects within an immersive VR
environment. To our best knowledge, this is the�rst application an
explanatory system to understand and validate qualitative descrip-
tions of a VR environment.

2 METHODS
We collected verbal descriptions from 20 subjects in four di�erent
virtual environments. Subjects freely explored the environments
for 15 minutes while verbally describing their perceptions. They
were instructed to describe the environment and the objects around
them regarding their use, and spatial and material qualities. The
�nal dataset consists of time stamped camera images, camera trans-
formations, verbal descriptions as well as 3D structural information
of virtual environments.

We generate interpretable, reasonable verbal descriptions using
context bound verbal descriptions and spatial information from
VR environments. After pre-processing the data, the resulting text
samples are evaluated for reasonableness, by applying explanatory
methods to evaluate the plausibility of the perception. The key
contribution here is determining the reasonableness of a perception-
derived scene description with the careful use of dependencies and
dependency analysis.

The explanatory reasonableness system has its own knowledge
base: a set of behaviors that are considered to be reasonable. For
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monitoring machine perception, ConceptNet 5 [4] is used as a
knowledge base of reasonableness. ConceptNet 5 was chosen be-
cause it has a breadth of commonsense statements that can be
searched by concept and relation. Monitors search through this
knowledge base for premises and generate explanations of incon-
sistencies. The premises are used as evidence for explaining incon-
sistent (or consistent) information.

3 PRELIMINARY RESULTS

(a) Table scene. (b) Co! ee machine scene.

Figure 1: Sample images from the VR environment.

We input the descriptions of a VR environment, such as those
shown in Figure1, to an explanatory system to evaluate the reason-
ableness of user descriptions. Take the observed perception of Ò[I
see] the table has a few books on it, and the table itself is whiteÓ
which was displayed in a VR environment to a user in Figure1a.
This is clearly reasonable since books are typically located on tables
and tables are typically white. objects found at the sidewalk of a
street that do not move. The explanatory reasonableness system
can explain this reasonable perception.
input: ! The table has a few books on it, and the table
itself is white. !

This perception is REASONABLE.

REASONING:
Books are typically found at the same
location as a table. So it is reasonable
for books to be located on a table.

Furthermore, tables are typically made of
materials that can be colored white. So it is
reasonable for a table to be white.

The explanatory system can also infer contexts from a perception,
as seen in Figure 1b.
input: ! The coffee machine has a large coffee cup
graphic on it, with a small cookie on the saucer. !

This perception is REASONABLE.

REASONING:
Coffee machines are typically found
at the same location as coffee cups,
cookies, and saucers.

So, given the context that we are observing
a coffee machine environment, this perception
is reasonable.

The explanatory system can also explain inconsistent informa-
tion. Consider the perception of ÒA�re hydrant crossing the streetÓ.
input: ! A fire hydrant crossing the street !

This perception is UNREASONABLE.

REASONING:
A fire hydrant is an object typically
found near the corner of two streets.

Fire hydrants cannot cross a street
because fire hydrants are objects that
do not move on their own.

Although this perception is not linked with a scene description,
ongoing work focuses on generating and explaining inconsistent
perceptions.

4 CONCLUSION AND FUTURE WORK
Collecting and processing data corpora large enough to enable
progress has been a major challenge of this project. The collec-
tion of VR voice, visual, and gaze data necessary to obtain reliable
descriptions is expensive and time-consuming. We hope to use
leverage future human intelligence task marketplaces (e.g.: Ama-
zon Mechanical Turk) to collect future datasets once large-N VR
data collection services are available at scale.

A major motivation for this work is to enable applications to
support more intuitive user interfaces through voice interaction
within 3D environments, and to apply vast bodies of embodied and
semantic knowledge to enrich user interaction within VR environ-
ments. This technology would allow for applications such as expert
knowledge annotation of 3D environments, complex verbal data
querying and object manipulation in virtual spaces, and computer-
generated, dynamic 3D object a�ordances and functionality during
simulations.

This paper proposes a novel approach to evaluation metrics for
better understanding machine perception beyond the results of the
output layer. The resulting impact to the domain of reasonable-
ness monitoring will enable future work in related areas such as
relevance monitoring.
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