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Abstract

The application of blockchain technology is growing rapidly, which has aroused great attention in the academic and industrial
fields. Based on blockchain 2.0, Ethereum is a mainstream smart contract development and operation platform. The trading
process of Ethereum users is facing a serious threat of financial fraud. In particular, the Ponzi scheme is a classic form of fraud.
Relevant works have investigated the issue of Ponzi schemes smart contract detection on Ethereum based on machine learning
approaches. Nevertheless, the detection approaches still fall short in dealing with the big data-space Ponzi scheme smart contract
detection application based on the class-imbalanced training data. We propose PSD-OL, a Ponzi schemes detection approach based
on oversampling-based Long Short-Term Memory (LSTM) for smart contracts in this paper. PSD-OL takes the contract account
features and the contract code features together into consideration. Oversampling technique is utilized to fill the class-imbalanced
Ponzi scheme smart contracts’ sample feature data. An LSTM model is trained by learning from the feature data for future Ponzi
scheme detection. Experimental results conducted on the well-known XBlock dataset demonstrate the effectiveness of the proposed
method.
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1. Introduction

Bitcoin, as the first electronic cryptocurrency, makes anony-
mous payments on the Internet possible, therefore makes the
transfer of value easier [1]. As the underlying technique of
bitcoin, blockchain has become a research hotspot at present,
and the application scenarios are increasing rapidly [2, 3]. In
particular, blockchain is a point-to-point distributed accounting
technology, which is essentially an internet shared database. It
records all the value transfer processes of bitcoin transaction-
s based on a cryptography algorithm [4, 5]. Therefore, bit-
coin has been operating steadily without any central institutions
managing it.

To facilitate the bitcoin-based transactions, the smart con-
tract is proposed. Specifically, the smart contract establishes a
computer protocol between untrusted participants [6]. Once the
written preconditions are met, the contract runs automatically
and can not be terminated [7, 8, 9, 10]. In particular, Ethereum
provides a suitable platform for smart contracts and opens the
era of blockchain 2.0 [11], which has successfully attracted the
attention of a large number of investors [12].

Due to the features of intermediary, good traceability and
tamper-resistance, blockchain technology has a profound po-
tential for change in finance, science and technology [5, 13].
With the popularization of decentralized applications (DAPP),
the number of blockchain smart contracts has been increasing,

and the number of digital assets involved in the contracts has
increased exponentially [14].

Because of the complexity of this new technology and the
lack of supervision, the growing popularity of blockchain trad-
ing contracts has attracted a considerable amount of frauds.
According to the latest data from blockchain analysis group
Chainalysis1, the hidden encryption fraud in blockchain trans-
actions caused 4.3 billion dollars in losses in 2019, which is
only based on the reported encryption fraud.

Most frauds are related to Ponzi scheme. If Ponzi scheme is
not taken into account, the losses caused by encryption fraud
account for only 0.46% of all cryptocurrency activities. Ponzi
scheme is named after the inventor. It is a classic fraud situ-
ation in the traditional financial investment field [15, 16]. In
short, Ponzi scheme promises high returns to investors but us-
es the money of new investors to pay interest and short-term
high returns to former investors [17]. After it is introduced
into blockchain, a new form of smart Ponzi scheme based on
blockchain has been created, and it brings huge losses to in-
vestors [15]. However, as the preferred platform for most
blockchain fraud crimes, Ethereum still lacks effective super-
vision mechanism.

Plustoken is a cryptocurrency Ponzi scheme disguised as a
high-yield investment scheme. The return mechanism of Plus-

1https://www.chainalysis.com/

Preprint submitted to Knowledge-based Systems July 23, 2021



token is illustrated in Fig. 1. In its propaganda, in addition to
keeping users from losing money and making sure they can reap
the benefits of digital currency appreciation, users can also get
8% to 30% of their principal as their monthly profits only if they
agree to turn on smart dog for quantitative trading. To increase
the sense of security, the investors can withdraw their coins at
any time. However, the designers of the project cleverly set a
rule, that investors will have to deduct 5% commission when
they withdraw their coins in 28 days but only 1% after 28 days.
Such a high fee difference makes greedy users usually with-
draw their money later to save 4% of the fee. At the same time,
the development of the lower line can also get a high commis-
sion. Users directly develop a lower line will be rewarded 100%
commission, from the second generation to the 10th generation
each reward 10% commission.

Jack

2nd to 10th1st

100%

10%

Smart dog

Monthly profit: 8% to 30% of the principal

Figure 1: “Return Mechanism” of Plustoken.

Suppose that a user, say Jack, who is attracted by the high
yield of digital money, is ready to invest in that. He buys some
bitcoins and wants to store. Jack has some choices, he can s-
tore his money in an exchange for convenience, a wallet called
Imtoken for safe, or Plustoken for higher returns. Putting mon-
ey on an exchange means sharing control of the cryptocurrency
with the exchange. Exchange control of cryptocurrency puts in-
vestors foreign exchange accounts at risk. Anything that affects
the transaction (e.g., hacking, network problems, etc.) threatens
the safety of investors funds. After giving up putting money on
the exchange, Jack has to choose between two blockchain wal-
lets, i.e., Plustoken and Imtoken. Considering that some people
have already benefited from the Plustoken, Plustoken succeed-
s in getting his attention and becomes his first choice. Unlike
other wallets, Jack only needs to turn on the smart dog, and
he can get much more profits. Smart dog can automatically i-
dentify the trading volume and price difference of each trading
platform, buy a digital currency at a low price on one trading
platform, and sell it at a high price on another to earn money.
Jack naturally deposits the money into Plustoken, falling vic-
tim to this Ponzi scheme. Perhaps he would also encourage his
friends to invest in it. Whatever the risk appetite of investors,
most investors will be tempted by the high returns promised by
the Ponzi scheme when they know little about blockchain and
Ponzi scheme [18, 19]. Therefore, in order to ensure the healthy
development of blockchain technology, it is very urgent to de-
tect the Ponzi scheme on it. In particular, to reduce the risk of
fraud for investors, we need to detect Ponzi scheme in the early
stage in real-time.

However, due to the anonymity of the blockchain, it is diffi-
cult to detect Ponzi schemes on the blockchain. First, we need
enough validated samples. The source code reflects the logic
of a smart contract, but source code is difficult to understand
and needs to be processed and explained. This makes it diffi-
cult to collect samples. Second, there are a large number of s-
mart contracts on Ethereum, which makes the manual checking
method inefficient and time-consuming. Moreover, the source
codes of most smart contracts on Ethereum may be hidden, only
a small portion of the smart contracts on Ethereum has source
codes. As illustrated in Fig. 2, the creator and the logic of the
smart contract are hidden. We can not know how many Ponzi
schemes there are on Ethereum, the features of Ponzi schemes
in the source code, and how much of the influence they have.
So we need an approach which is not based on source code
to detect Ponzi schemes. This poses the following novel chal-
lenges for Ponzi schemes detection on Ethereum. (1) We need
enough samples that have been verified whether they are Ponz-
i schemes to train the detection model. (2) Valid features that
can be extracted without source code are also necessary, as the
source code can be hidden. (3) We must establish a good model
in performance to ensure the accuracy of detection. (4) Manual
intervened checking has the property of detection delay. The
number of smart contracts in Ethereum is increasing rapidly,
making it difficult to automatically detect a Ponzi scheme in
real-time when it occurs.
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Too many contracts!
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Figure 2: A demonstrating example of smart contracts Ponzi schemes detection.

Because there is a certain mutual conversion relationship a-
mong smart contract source code, contract bytecode and human
readable operation code (opcode), in the case that there is no
way to get all the smart contract source codes, so we can choose
to analyze and predict the function of the code effectively by
parsing bytecode. First, we can get the bytecodes. Second, we
extract the opcodes from the data obtained by using the corre-
sponding relationship of bytecode and opcode provided by the
Ethereum yellow paper. Related research can be roughly di-
vided into two categories, one is from the perspective of user
accounts. These works check transaction account information
to detect malicious account. The other is from the perspective
of smart contracts, using opcode features of smart contracts to
detect Ponzi schemes. Until the study [20] combined code fea-
tures with account features, detected Ponzi scheme based on

2



machine learning and data mining. Currently, the best detection
models are XGBoost and random forest. But as the technology
evolves, there is still room for improvement in the detection ac-
curacy of Ponzi scheme smart contracts. In addition, Ethereum
has a large amount of contract information, the number of s-
mart contracts on it accumulates quickly. In fact, the number
of Ponzi scheme smart contracts is very small, compared to the
total contracts; resulting in a class-imbalanced learning issue.
It is still a challenging issue to effectively find the limited num-
ber of Ponzi scheme smart contracts under the big data-space
Ethereum smart contracts. Data science approaches are needed
for Ponzi schemes detection for Ethereum’s smart contracts.

To deal with this above challenge, we propose a Ponzi
Scheme detection method via oversampling-based Long Short-
Term Memory for smart contracts (or PSD-OL) in this paper.
To build an effective model for detection, we first collect e-
nough smart contracts with labels, and then find valid features
which can be extracted conveniently. The account features
are combined with the contract code features to detect Ponz-
i scheme on Ethereum. The dataset is constructed based on
the extracted account features and opcode frequency. To deal
with the limitation of small number of Ponzi scheme smart con-
tracts samples data, we over-sample the data to extract the valid
feature data for detection. Long Short-Term Memory (LSTM)
is then used to train the detection model for detecting Ponzi
scheme smart contracts under the large-scale Ethereum’s smart
contracts. The contributions of this paper are summarized as
follows.

• We present account features and opcode features for de-
tecting Ponzi schemes on Ethereum.

• We propose PSD-OL, a data science-based approach by
combining oversampling with LSTM to address the chal-
lenge of class-imbalanced large-scale smart contracts real-
time detection issue.

• Experiments are carried out to compare the proposed
method with four representative methods, and the result-
s verify the effectiveness of the proposed method.

The remainder of the paper is organized as follows. We sum-
marize the related works done on fraud detection and LSTM in
Section 2. We give a brief introduction of the Ethereum plat-
form and some key basic concepts in Section 3. A detailed de-
scription of the proposed PSD-OL approach is presented in Sec-
tion 4. Experimental studies and the results analysis are shown
in Section 5. Finally, we conclude the paper by laying out some
important future directions in Section 6.

2. Related work

In this section, we review some relevant existing works that
significantly inspired our PSD-OL approach including fraud de-
tection and long short-term memory network.

2.1. Fraud Detection

Blockchain has sparked a global investment boom, but its
technical barriers make it harder for investors to detect forms
of fraud such as Ponzi schemes. According to statistics [15],
from September 2, 2013 to September 9, 2014, the amount of
money involved in bitcoin related fraud cases was as high as 7
million. In 2013, T. Moore et al. [21] identified that bitcoin-
based frauds involved more than 4 million dollars which dis-
guised as high yield investment plans. In 2017, M. Bartoletti et
al. [15] analyzed the commonness of Ponzi scheme smart con-
tracts from three aspects: descriptive information, source code
and transaction record, and conducted an empirical study on the
identification of Ponzi fraud on the blockchain for the first time
in their report, the samples were distinguished by manual iden-
tification, and the related contracts were analyzed at different
research levels in detail. In 2018, K. Toyoda et al. [22] used ma-
chine learning to demonstrate that over 80 percent of high yield
accounts can be identified and classified based on the frequency
of bitcoin transactions, which can guide the screening of mali-
cious accounts which may have frauds. M. Vasek et al. [16]
divided the scams in bitcoin into four types: Ponzi schemes,
mining schemes, wallet schemes and fraudulent transactions.
After that, W. Chen et al. [20] used machine learning to ex-
tract features from Eehereum smart contract opcodes based on
analysis results by M. Bartoletti. Smart contract on Ethereum
is distinguished from the normal contract by the classification
model, and the method is proved to be more accurate than the
manual comparison. Later, W. Chen et al. [23] used the method
of random forest (RF) to detect Ponzi scheme smart contracts
with higher accuracy than other machine learning methods.

2.2. Long Short-Term Memory

The Long-short Term Memory Network (LSTM) [24], which
is a popular neural Network model, has successfully solved the
defects of the original recurrent neural Network. It has been
successfully applied in many fields, such as speech recogni-
tion [25, 26], picture description [27], fraud detection [28], etc.
When the recurrent neural network (RNN) processes the long-
distance data, it often has the problem of gradient explosion and
gradient disappearance, which makes the RNN model can not
remember the previous information. So the prediction accuracy
is reduced.

To sum up, there are a lot of research achievements about
blockchain, Ponzi scheme and LSTM. However, there has been
little exploration of fraud on the blockchain. As for the cur-
rent Ponzi scheme smart contracts detection methods, the per-
formance of the better is XGBoost and Random Forest. Con-
sidering the related research has just begun, detection method-
s and accuracy still have room for further exploration. More
importantly, the number of smart contracts to be detected on
Ethereum is growing, but the number of Ponzi scheme smart
contracts is very small, compared to the total contracts. This
results in a class-imbalanced learning issue. We need an ef-
fective approach to process the data to obtain sufficient sam-
ples of the Ponzi scheme smart contracts for learning model
training. Meanwhile, the increasing number of contracts also
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challenges the ability of models to process large-scale data. In
summarize, data science methodologies are essentially needed
for Ponzi scheme smart contracts detection applications.

In this paper, we propose PSD-OL approach, which is a
Ponzi scheme detection method based on oversampling-based
Long Short-Term Memory. Account features and code features
are extracted from contract call information and contract codes,
and the two features are combined to detect Ponzi scheme s-
mart contracts on Ethereum. At the same time, we consider the
class-imbalanced training data, and solve it through the means
of oversampling. The processed data is then built into the train-
ing data set. The training data set is used to train the LSTM
model to detect Ponzi scheme smart contracts with time regu-
lates. After training the model, the test set is used as input to
get the recognition result to investigate the effectiveness of the
model. The result is compared with the contract label value,
and the detection accuracy of PSD-OL method is verified after
that.

3. Preliminaries

This section briefly introduces some basic concepts involved
in the research, including Ethereum, smart contract, Ponz-
i scheme, and imbalanced data classification. First, we intro-
duce Ethereum and smart contract. Then we analyze the devel-
opment and common features of smart Ponzi scheme to intro-
duce the harm of Ponzi scheme. Finally the class-imbalanced
data processing approaches are introduced, which significantly
influenced our PSD-OL approach.

3.1. Ethereum and smart contracts

Ethereum is a distributed platform based on the open source
blockchain technique [29, 30]. At the end of 2013, B. Vitalik
introduced smart contract to blockchain in his Ethereum white
paper, expanding the use of blockchain outside the monetary
realm. The second generation of blockchain was born. As the
representative of the second generation blockchain platform,
Ethereum provides a very complete framework for the devel-
opment of smart contracts [31]. In addition, there are enough
API interfaces on it to make sure that users can develop all kind-
s of blockchain applications [32, 33, 34]. Ethereum is now the
mainstream platform of smart contract development and oper-
ation. It allows users to run programs in a trusted environment
with the blockchain. Ethereum has built an Ethereum Virtual
Machine (EVM), which allows code to be validated and exe-
cuted on the blockchain, ensuring that code runs the same way
on the machine of everyone. The code is included in the smart
contracts.

N. Szabo defined the smart contract as “a set of commitments
defined in digital form, including agreements in which the par-
ties to a contract can execute those commitments” [35]. He
argued that complex transactions can be accomplished by using
computational codes instead of machines. But in the absence
of trusted environments, digital systems and technology, smart
contracts were not widely used at that time. Until the rise of
blockchain technology makes the further development of smart

contracts. The blockchain has the advantages of decentraliza-
tion and immutability–making the smart contract solve the trust
problem perfectly [36]. Smart contract is a computer protocol
between distrustful participants that is automatically enforced
on the blockchain when the default conditions are met. The
execution of a smart contract can not be terminated and is not
dependent on any trusted authority [37].

The smart contract can be applied in various fields [10, 38,
39]. This principle has also been applied to the financial sector.
French insurance company AXA is using the public Ethereum
blockchain to offer automated flight delay compensation to air
travelers. They use the public Ethereum blockchain to record
insurance product purchases and trigger automatic payments by
using smart contracts on the blockchain. Ethereum smart con-
tracts also connect to a global air traffic database to constantly
monitor the flight data. When a flight is delayed by more than
two hours, the compensation mechanism will be automatically
implemented and sent directly to the policyholders credit card
account, which is independent of AXAs decision. After the e-
mergence of blockchain, the developers conceive of embedding
smart contracts into blockchain to avoid malicious tampering
of contract conditions [40]. The smart contract is the tradi-
tional contract after digitization, which runs on the blockchain
database. To summarize, smart contract specifies a clause in its
program code, including its trigger condition, and execute it as
soon as the condition is met.

Smart contracts are usually written in a high-level language.
Solidity is a contract-oriented high-level language, which is im-
portant on the Ethereum Virtual Machine (EVM) platform [41].
To deploy Ethereum smart contract, the source code of smart
contract needs to be converted into EVM bytecode through vir-
tual machine. An EVM bytecode consists of a series of bytes,
each corresponds to an operation. There is a mnemonic form
for each operation, the mnemonic form of an EVM bytecode
is called opcode. The Ethereum yellow paper contains a com-
plete list of bytecode and opcode. The dis-assembler is used
to get opcode of contracts from bytecode, opcodes consist of
a series of opcodes and operands. The conversion relationship
among source code, bytecode, and opcode for a smart contrac-
t (ID:0xe82719202e5965cf5d9b6673b7503a3b92de20be) is
shown in Fig 3.

Source code Bytdcode Opcode

    Compile Disassemble 

Figure 3: Smart contract code transformation.

3.2. Ponzi Scheme
Ponzi scheme is a typical form of deception, named after the

originator of a large-scale scheme nearly 100 years ago. Ponz-
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i scheme is investment activity that involves fraud. Instead of
generating profits through any legitimate business or financial
transaction, the Ponzi scheme distributes a portion of the mon-
ey invested by subsequent investors directly to the former in-
vestors, to create the illusion of continued returns and attract
more follow-up investors to ensure continued investment [42].
The essence of the Ponzi scheme is to give back to the previ-
ous round of investors the amount invested by subsequent in-
vestors as a return on their investment activities. In the pro-
cess, many participants, especially those who involved later in
a Ponzi scheme, typically invest far more than they gain.

Smart contract seems to be an attractive tool for Ponz-
i schemes as it is automatically enforced and cannot be ter-
minated on blockchain. More importantly, the promoters stay
anonymous [17]. Because the writing of a smart contract in-
volves many aspects, such as privacy and law, it is very difficult
to detect the whole process of smart contract trading. Any new
technology is vulnerable to fraud. Compared to the traditional
software, smart contracts in the financial security is more diffi-
cult to control as the promoters stay anonymous.

Nowadays, many Ponzi schemes disguise themselves under
the veil of smart contracts. We refer these Ponzi schemes as the
corresponding smart Ponzi schemes. Since participants’ confi-
dence in getting consistent return is the key factor in successful
operation of a Ponzi scheme, so the Ponzi scheme has to attrac-
t a steady stream of participants. In summarize, smart Ponzi
scheme has the following features.

• Incredible returns. It is where most people lose their abili-
ty to think calmly.

• Membership class system. Advanced investors can get
follow-up investors part of the income according to the en-
try sooner or later class.

• False project description, such as completely decentral-
ized, 100 percent safe transparent and other exaggerated
descriptions.

3.3. Imbalanced Data Classification

In the Ponzi scheme detection system, the number of legal
cases (positive samples) will be far greater than the number of
fraud cases (negative samples). In a classifier model, the clas-
sifier will have a high classification accuracy as long as all the
samples are recognized as legal cases. In contrast, for the limit-
ed number of fraud cases in the whole smart contrasts, the high
accuracy of the classifier in the Ponzi scheme detection system
does not make sense [43]. Ponzi scheme detection is essentially
an imbalanced classification problem. In practice, most anoma-
ly detection will encounter imbalanced training data set issue
due to the number of abnormal data will be far less than that
of normal data. At present, the related methods of imbalanced
classification are mainly studied from data level and algorithm
level. The data level processing is to re-sampling the data, in-
cluding under-sampling and oversampling [44]. The main idea
is to reduce the impact of data imbalance on classifier by ad-
justing the imbalanced proportion of data.

In particular, the oversampling method improves the classi-
fication performance by adding the number of samples of mi-
nority class [45]. Simple random oversampling method is to
make a simple copy on samples of minority class, but it does
not add extra information of samples of minority class. It is
easy to lead to overfitting. In contrast, the Synthetic Minori-
ty Oversampling Technique (SMOTE) is an improved method
based on the random oversampling method [46], which avoids
the above problem. In this paper, SMOTE algorithm is used to
process the data to deal with the impact of data imbalance issue.

4. PSD-OL Approach

In this section, we present PSD-OL approach, including the
overview of PSD-OL approach, the data acquisition, the feature
extraction, the data preparation based on oversampling and the
LSTM model training.

4.1. Overview of the Approach

As illustrated in Fig 4, we first give the overall framework of
PSD-OL approach. The opcode and account features of smart
contract are extracted as the relevant features. A dataset is built
based on the feature data. The dataset is preprocessed before
it is used. The data are oversampled to extract the valid fea-
ture data, and then normalized using MinMaxScaler function.
After that, the dataset is divided into training set and test set.
The training set accounts for 70% and the test set for 30%, re-
spectively. The training set is then used to train the Long Short-
Term Memory (LSTM) model for Ponzi scheme smart contract
detection. We take 83 features of the smart contracts to be test-
ed as the input of the LSTM model. A dense layer is added to
convert the dimensions of output ht of the LSTM model. The
sigmoid activation function is used to calculate the predicted
value of a smart contract, which is used to judge whether the
smart contract is a Ponzi scheme contract. After the training of
the model, the test set is used to validate the effectiveness of the
model. The effectiveness of Ponzi scheme detection of LSTM
model can be obtained by measuring their performance metrics
such as precision and recall. If the model is validated by the test
set, it can then be used for Ponzi schemes detection for smart
constraints.

4.2. Data Acquisition

In the consideration of smart contract account features, this
paper analyzes the transaction records between the contrac-
t caller and the contract. We extract the account features and
apply them to model calculation. When we consider the smart
contract code features, smart contract source codes are nec-
essary, but they may be hidden. In fact, implementing smart
contracts on Ethereum requires only bytecode, so we choose to
parse bytecode for efficient analysis. There is a certain mutual
conversion relationship among contract source code, contrac-
t bytecode and human-readable opcodes. If we want to obtain
the code features of the contract, we must first obtain the byte-
code of the smart contract, and then develop a translator tool to
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Figure 4: The framework of PSD-OL approach.

extract the opcode from the acquired bytecodes data based on
Ethereum yellow paper.

As shown in Table 1, when a transaction occurs between con-
tract and participant, a call record is generated. Each transac-
tion block number, participant, direction, Ether amount, time
stamp can be extracted from the contract call record.

The block number (BNum) in the Ethereum record is
used to mark the position of the contract information on the
Blockchain. TimeStamp (Time) is used to mark the time when
the contract occurred. Transaction Hash (TxHash) is the trans-
action number that can be used to search the successful transac-
tion information on the blockchain website. By FromIsContract
and ToIsContract, 1 represents the contract, 0 represents the in-
vestor. A transaction from an investor to the contract is called
an investment transaction. A transaction from the contract to an
investor is a payment transaction. Contract amount value is the
amount involved in a contract expressed in scientific notation.
Only when the value of Error is None, the transaction will run
smoothly, while the rest indicates that the transaction did not
succeed. The most common error is “Out Of Gas”.

4.3. Feature Extraction
To establish a detection model, the feature of the acquired

data is extracted. We will extract code features and account
features, respectively, to guarantee the effectiveness of the de-
tection model.

4.3.1. Code Features
The contract opcode contains the logic part of the contract

source code to a large extent. It can reflect the contract logic
from the EVM point of view. Almost all the triggers in the
contract are represented in the opcode. An Ethereum smart
contract can only be enforced if the default conditions are met.
Thus, Ponzi scheme smart contract often embed mechanisms
which allow the frauds to go smoothly into the source code, and
the underlying problems of the contracts are also characterized
in the opcodes. To effectively distinguish the Ponzi scheme
smart contract and the normal smart contract in real-time, this
paper analyzes the types and frequency of the contract opcodes,

extracts the features of the contract codes. We statistics the
frequency of the appearance of different opcodes in the smart
contract as the code features. At last, we collect 76 code
features for each smart contract. As shown in Fig. 5, we
analyze the difference of opcodes between Ponzi scheme smart
contracts and normal smart contracts. In particular, the normal
contract ID is 0x1caf0d0384aca96b9d4c43afa5400c1e08c22d4
and the Ponzi scheme smart contract ID is
0x3f4dd010f9a9b9d95f1f53837d7d7e9f3fac8.

As can be seen in Fig. 5, there is a great difference between
the Ponzi scheme smart contract opcodes and the normal s-
mart contract opcodes without considering the data processing
opcodes that occur most frequently, such as PUSH and DUP.
The main difference is that Ponzi scheme smart contracts con-
tain more treaty functions (e.g., JUMP, JUMPI, JUMPDEST,
etc.) and call functions (e.g., CALL, CALLVALUE, CALL-
DATALOAD, etc.) than normal contracts. The above analy-
sis indicates that opcode features may be feasible in detecting
Ponzi scheme smart contracts.

Figure 5: The Opcode word cloud of Ponzi (right) and non-Ponzi scheme (left)
contracts.

4.3.2. Account Features
Comparing with the normal smart contracts, there are some

differences in the trading behavior of the Ponzi scheme smart
contracts on Ethereum. In particular, there are some obvious
features in the process of the circulation of Ether (the corre-
sponding coin of Ethereum) in its contract transaction. Accord-
ing to the results of manual inspection, we summarize the fol-
lowing basic features.
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Table 1: Contract invocation information

BNum Time Txhash From To Fisc Tisc Value Error

50107 144 · · · 0x · · · 0x109 · · · 0x881 · · · 1 0 1E+18 NONE
50249 144 · · · 0x · · · 0x109 · · · 0x109 · · · 0 1 1E+20 OUT OF GAS

• The Rate of return for a small number of contract partic-
ipants is very high, and basically all returns are concen-
trated in one or two participants. Most of the participants
have high returns in Ponzi scheme smart contracts are the
founders themselves.

• The balance of many Ponzi scheme smart contracts has
been kept very low, generally taking the operation of the
rapid distribution of the investment obtained.

The contract and the transactions between its participants are
shown in Fig. 6. Ponzi scheme smart contracts have their par-
ticularity in the direction of the flow of Ether, the amount of
transactions, the balance of contracts, etc.. By visualizing the
changes in the balance of contract participants in the Rubixi, the
prominent features of a Ponzi scheme smart contract can be ob-
tained. In particular, the x axis is the time stamp of the change
in the balance of Ethereum smart contract participants, shows
the time stamp of the call record (i.e., the number of seconds
from the start of the contract to the call); the participant serial
number is on the y axis. The value on the y axis represents the
time in which the contract participants first entered into the con-
tract. The radius of the dot is the amount of the balance. A se-
ries of dots at each level represent the change in a participant’s
balance. As illustrated in Fig. 6, early investors will execute the
payment transactions (the participant receives Ether from the
contract) and later investors will execute the investment trans-
actions (the participant sends Ether to the contract) during the
whole transaction process of the smart contract.

Time Stamp
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Payment (Participant receives
Ether from the contract)

Investment (Participant

sends Ether to the contract)
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investors receive
more counts of
payment!

Figure 6: The Ether flow graph of Rubixi.

Fig. 6 presents the transactions involved by each participan-
t along the timeline, as well as the changes in the balance of
the participants. Each time the corresponding amount of Ether
is represented by the two-point radius and color change of the
participants. Contracts and transactions between participants
are placed on a horizontal line in the order of the transaction

time stamps. Participants are ranked according to the time s-
tamp of their first transaction with the contract. Therefore, a
participant with the serial number 1 is usually the creator of the
contract. Usually, in normal economic activity, an investment
transaction should be followed by a payment transaction, but
this is not the case in contracts involving Ponzi scheme. In Ru-
bixi, a Ponzi scheme smart contract, changes in the balance of
participants in the contract indicate that early participants re-
ceived more payments, and that the bulk of the payments were
concentrated in the hands of one or two participants. More than
200 transactions were selected from the contracts, while pay-
ment transactions were largely focused on interacting with the
top 10 participants. Most of the payments in Ponzi scheme con-
tract calls are concentrated on the previous zigzags and on the
investors who invested earlier, while the payments in normal
contracts are more random.

To sum up, Ponzi scheme smart contracts have the following
salient features in contract invocations: (1) Relatively low bal-
ance levels. (2) Payment transactions tend to focus on earlier
participants. (3) Some participants have more payment transac-
tions than investment transactions.

Based on these observations and features, we extracted the
following seven key features from the contract account.

• Balance rate (R Bal): balance as a percentage of total in-
vestments.

• Investment number (NI): the number of investments.

• Payment munber (NP): the number of payments.

• Payment time (R PT ): suppose there are n participants in
a Ponzi scheme, i represents the serial number of the in-
vestor, ei represents the earning obtained by the ith par-
ticipant, and E represents the total earning obtained by all
investors. Then

R PT =

n∑
i=1

(ei ×
i
n )

E
(1)

It is used primarily to indicate the order in which the in-
vestor receives a high return. The earlier the investor re-
ceives a return, the closer the value is to 0. The later the
investor receives a return, the closer the value is to 1. For
Ponzi scheme smart contracts, this value is usually very
small. It is because investors who make big gains are of-
ten concentrated in the early stage to attract follow-up in-
vestors.

• Difference index (D ind): this index is used to measure
the difference in the number of payments and investments
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made by participants. Suppose that the smart contract has
p participants, mi and ni are used to represent the number
of investment and payment transactions of the ith partici-
pant, respectively. In order to calculate the difference in-
dex, we first calculate Vi (= ni − mi) to get the difference
in the number of investment and payment transactions of
participants. Then,

D−ind = f (x) =

{
0, p < 3
s, p ≥ 3 (2)

where s is the skewness of {V1,V2, ...Vp}. For Ponz-
i scheme smart contracts, the value of D ind is generally
negative because many participants have investments but
receive little.

• R MAXtimes (R MT ): rate of the maximum times of pay-
ments to participants.

• R MAXnum (R MN): rate of the maximum numbers of
payments to participants.

Tables 2 and 3 show the average, median, and standard devi-
ation statistics of the extracted features, compare the statistics
of Ponzi scheme smart contracts with those of normal contract-
s. The difference of account features between the two types
of contracts is obtained, and we also analyze the value of the
extracted features in the detection of Ponzi scheme smart con-
tracts.

As can be seen from Tables 2 and 3, there is a significant s-
tatistical difference in the seven account features between the
Ponzi scheme smart contracts and normal smart contracts, par-
ticularly in terms of the first five features. For example, the
average and Median of R Bal of normal contract is actually
higher than that of Ponzi scheme smart contract. This shows
that the balance of the Ponzi scheme smart contracts has been
maintained at a relatively low level, a lower standard deviation
also indicates that there are more contracts with lower balances
in Ponzi scheme smart contracts.

In addition, when we consider R MT and R MN, although
both remain high in mean and median, the higher standard de-
viation of the normal contract indicates that this phenomenon
is more common in Ponzi scheme smart contracts. Since the
Ponzi scheme smart contract generally has a specific largest
beneficiary, such as the founder, R MT and R MN will main-
tain a relatively high level.

4.4. Data Preparation based on Oversampling

We construct a dataset D based on extracted account features
and contract code features. Suppose that there are N smart con-
tracts in the dataset {(xi, yi)|i = 1, 2, ...,N}. xi is the extracted
features corresponding to the ith smart contract, and yi is the
classification label. When yi = 0, the contract is a Non-Ponzi
scheme smart contract; when yi = 1, the contract is a Ponz-
i scheme smart contract. The normal sample set of majority
class is Dn and the fraud sample set of minority class is D f .

To solve the problem of sample imbalance problem in Ponzi
scheme detection, we utilize SMOTE algorithm to oversample

the minority class fraud sample set D f . Specifically, we select
a random sample xi from D f . The Euclidean distance is used
to calculate the distance of xi to all samples in D f to get five
samples within the same class nearest to it. Then we choose a
sample xa from the five samples, and generate a random number
between 0 and 1. Finally, synthesize a new sample according to
the following formula.

xnew = xi + rand(0, 1) × (xa − xi) (3)

Repeat the above steps until the sample is balanced to get a new
sample set X.

In addition, the diversity of feature selection results in a large
difference in the size and distribution range of each selected
feature. Model parameters may be dominated by features with
large or small distribution range. To solve this problem, features
need to be normalized and transformed into a rating, so as to
eliminate each value’s dimension and unify the tendency. We
utilize the min-max normalization to map the feature values into
the range of [0, 1] [47, 48]. The zoom method is as follows.

qik =
fik − fi min

fi max − fi min
(4)

where fik is the feature value of the kth smart contract among
the selected ith feature, fi min and fi max represent the minimum
and maximum values of the selected feature, respectively.

4.5. LSTM
To deal with the big data computing challenge of large-scale

Ponzi scheme smart contracts detection application and guar-
antee the effectiveness of the detection results, LSTM is used
in this paper to learn from the samples’ features with the time
evolution. The trained LSTM model will be used for detecting
Ponzi scheme for smart contracts. Specifically, LSTM is a spe-
cial kind of Recurrent Neural Network (RNN), which is mainly
used to solve the problem of gradient vanishing and gradient
explosion in long sequence training. Compared with the tradi-
tional recurrent neural network (or RNN), the LSTM model is
still based on current input xt and output of the previous time
stamp ht−1 to calculate current output ht, but it is more carefully
designed for the internal structure. Long term memory is main-
tained through specialized gate units, i.e., the forget gate Ft, the
input gate It, the output gate Ot, and memory unit ct. The forget
gate controls how much information in the previous memory u-
nit is forgotten, and the input gate controls how much the new
state of the current computation is updated into the memory u-
nit, the extent to which output gate controls the current output
depends on the current memory unit. The structure of the LST-
M is shown in figure 7. Where [] means that the two vectors
are connected, × represents the corresponding multiplication of
each element in the matrix, σ is a sigmoid function. In the for-
mulas below, ct is a cell state, w is a weight coefficient, b is a
bias, ht is the output of the network. LSTM acts like a conveyor
belt, carrying information from one neuron to the next.

In this paper, we take the processed smart contract code fea-
tures and account features as input to the LSTM model. In the
LSTM block, given the output of the previous time stamp is
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Table 2: Ponzi scheme smart contract account features statistics

R Bal NI NP R PT D ind R MT R MN

Mean 0.19 66.63 37.78 0.46 -1.20 0.56 0.24
Medium 0.00 12.00 8.00 0.43 0.00 0.58 0.11

Rd 0.35 287.17 90.52 0.31 10.12 0.34 0.31

Table 3: Normal smart contract account features statistics

R Bal NI NP R PT D ind R MT R MN

Mean 0.22 3843.85 2630.85 0.47 -3198.11 0.65 0.51
Medium 0.00 6.00 3.00 0.48 0.00 0.90 0.50

Rd 0.38 55269.91 48796.21 0.49 105064.84 0.40 0.45
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Figure 7: Structure of LSTM.

ht−1, the reconstructed xt is taken as the input of the current
time stamp, the state of the current time stamp is computed by

∼
ct = tanh(Wc[ht−1, xt] + bc) (5)

The LSTM uses two gates to control the contents of unit state
ct, one is forget gate, which determines how much of the unit
state of the last moment, ct−1 is retained to the current moment
ct. The other is input gate, it determines how much of the input
to the current time network xt is saved to the unit state ct. Then
the input gate and the forget gate at the current time stamp are
computed by

It = σ(Wi[ht−1, xt] + bi) (6)

and
Ft = σ(W f [ht−1, xt] + b f ) (7)

where σ(·) is the activation function that controls the flow of
information. The state of the current time stamp is updated by

ct = It ×
∼
ct +Ft × ct−1 (8)

In this way, we combine the current memory of the LSTM
with the long-term memory ct−1 to form a new unit state ct.
Because of the control of the forget gate, it can save information
from a long time ago, and because of the control of the input

gate, it can avoid the current irrelevant content into memory.
Next, we look at output gate, which control the effect of long-
term memory on current output. The output gate is governed by

Ot = σ(Wo[ht−1, xt] + bo) (9)

The final output of the LSTM is determined by both the out-
put gate and the unit state ct. Finally, the output of the current
time stamp is computed as follows.

ht = Ot × tanh(ct) (10)

After that, a dense layer is added to convert the dimensions of
output ht of the LSTM model. The activation function sigmoid
is used to calculate the predicted value of smart contract, which
is used to judge whether the smart contract is a Ponzi scheme
contract. The output is compared with the label yi of the smart
contract, and the performance of the model in the training set
is measured by the loss function binary crossentropy. After
learning and judging all the data in the training set, the loss
value is fed back to the Adam Optimizer to optimize and update
the weights in each hidden layer for a new round of training.
This makes the model have more accurate classification ability
to the training set. Finally, the smart contract is detected on the
test set to obtain the detection accuracy of the model for Ponzi
scheme smart contracts.

5. Experiments

In this section, a set of experiments are conducted to evalu-
ate PSD-OL approach. To assess the effectiveness of the pro-
posed approach for Ponzi scheme detection, experiments were
performed on a validated dataset. We first present the experi-
mental settings and evaluation metrics. Then, we introduce the
experiments done using the proposed method for Ponzi scheme
smart contracts detection and compared the performance with
the representative methods.

5.1. Dataset

In terms of dataset selection, this paper selects a validated
sample set of 3019 contracts from previous studies [20], which
can be obtained from the open dataset XBlock. The dataset
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includes 168 Ponzi scheme smart contracts and 2851 normal
smart contracts.

According to the address of the contract, this paper crawls
the bytecode and transcation information of the corresponding
contract on etherscan.io. Data of contract information and con-
tract call information on the Ethereum blockchain are filtered
out from the data blocks of the corresponding time period. In
addition, to obtain the code features, we disassemble the byte-
code into opcodes, and then calculate the ratio of each opcode
to the total number of opcodes. Meanwhile, by analyzing the
transaction records between the contract caller and the contract,
we extract the account features which represent the character-
istics of smart Ponzi schemes Ether flow. We combine account
features and code features to detect Ponzi fraud in smart con-
tracts in this paper, which means that we select 83 features (7
account features and 76 code features) for each smart contract
to build the data set.

5.2. Evaluation metrics

To evaluate the performance of the model accurately, and to
facilitate performance comparisons with other methods for de-
tecting Ponzi scheme smart contracts, we propose three metric-
s, i.e., precision, recall, and F-score. The specific definitions of
these 3 metrics are presented as follows.

Precision =
true positive

true positive + f alse positive
(11)

Recall =
true positive

true positive + f alse negative
(12)

F − score = 2 ×
Precision×Recall
Precision + Recall

(13)

5.3. Approaches under comparison

The existing Ponzi scheme detection works are mainly based
on traditional machine learning methods such as eXtreme Gra-
dient Boosting (XGBoost), random forests(RF), etc.. Logistic
Regression(LR) and Wasserstein distance(WD) are also repre-
sentative solutions to the problem of data classification. There-
fore, in order to evaluate the effectiveness of the proposed ap-
proach, we not only used the PSD-OL method to detect Ponzi
scheme smart contracts, but also implemented the following 4
different approaches for comparison purpose.

• XGBoost method is one of the most popular machine
learning algorithms, which has proved to be an excellen-
t method to solve this type of classification problem in
the past research [20, 49]. We regard the fraud detection
problem as the two-classification problem between normal
samples and fraud samples, and use XGBoost method to
detect Ponzi scheme smart contracts.

• Random Forest (RF) is a typical classification algorith-
m proposed by Leo Breiman in 2001, which uses boot-
strap resampling technique to generate a new training deci-
sion tree by repeatedly sampling samples from the original
training sample set [50, 23]. Then according to the above

steps, decision trees are generated to form a random for-
est. The classification results of the new data depend on
the score formed by the voting of the classification tree.
In essence, it is an improvement decision tree algorithm,
which merges several decision trees together, and the es-
tablishment of each tree depends on the independent sam-
ples.

• Wasserstein distance (WD) is commonly known as earth
mover’s distance (EMD) (and also referred to as the “trans-
portation metric”), which is used to indicate the degree of
similarity between two distributions [51, 52]. In this paper,
we calculate the distance between the sample to be detect-
ed and the Ponzi scheme sample, and determine whether it
is a Ponzi scheme by setting a threshold.

• Logistic Regression (LR) can be used as a classification
model in machine learning, and it is a typical classification
algorithm [53]. Due to the simplicity and efficiency of the
algorithm, it is widely used in practice. We can think of
the classification task as estimating the probability of the
occurrence of an event as p, and use the probability of the
occurrence of an event to achieve the classification. It fits
the data into a logistic function and compares its value to
a set threshold to determine its category.

5.4. Impact of parameter Epochs

We investigated the impact of the parameter to the detection
performance. It is difficult to select the optimal value for each
combination of variables due to the large number and the wide
range of variables. On the premise that other variables are de-
termined, change the value of some variables in order to find
a relatively optimal parameter combination. By LSTM, one e-
poch means that every sample in the training set is trained one
time. It is not enough to transfer the data set once in the neural
network, and we need to transfer the complete data set several
times in the same neural network. As the epoch increases, the
model changes from under fitting to over fitting, so we need to
set a proper epoch.

In this experiment, binary crossentropy is chosen as the
measure of the loss function, we set Batch size = 128,
hidden layers =32. Then we set the epoch’s initial value to
a large number as 500 and note the actual epoch value when
the training process convergences. We observe the accuracy of
the impact of actual epoch value changes. The training loss
and testing loss as the actual epoch value changes are shown in
Fig. 8. The training accuracy and testing accuracy are shown in
Fig. 9.

From the two figures above, we can see that, initially, as the
actual epoch grows, the training accuracy and the testing accu-
racy increase. By the time the actual epoch reaches 400, the
accuracy rate starts to stabilize. The training losses keep get-
ting smaller, but the testing losses stay stable after the actual
epoch’s value reaches 400. After that, we end up setting the
epoch’s initial value to 400.
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Figure 8: Training Loss and Testing Loss.

Figure 9: Training Accuracy and Testing Accuracy.

5.5. Impact of parameter Batch size

Batch size is related to the gradient descent direction of the
LSTM model in each learning process. A small Batch size will
make the model difficult to converge, the learning time will be
too long. On the other hand, a too large Batch size requires high
memory, and will make the number of rounds of convergence
relatively longer. Therefore, the selection of batch-size needs
to make a consideration between training time and the number
of training rounds needed for convergence.

In this experiment, we set epoch = 400, hidden layers
=32, the number of Batch size is gradually increased within
{1, 32, 64, 128, 256, 512}. Figs. 10 and 11 show the time it takes
for the model to complete its training and the training accuracy.
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Figure 10: Training time on different number of batch size.
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Figure 11: Training accuracy on different number of batch size.

We can see that, as batch size increases, accuracy and
the computation overhead declines. When the number of
Batch size is over 32, the change of the time it costs is not
very obvious. But when the number is over 128, the accura-
cy declines obviously. By weighing the time needed to train
the model and the training accuracy, we ended up setting the
bitch-size to 128.

5.6. Impact of the scale of training set
We also consider the effect of the size of the test data set

on model training. If The data set partition is good, it may
speedup the model training time, or it will greatly affect the
deployment of the model application. In this experiment, we
change the ratio of the training set and the test set in this paper
to study the effect of data set size on the model, while epoch =

400, hidden layers =32, batch size=128. Fig. 12 presents the
impact of the scale of training set.
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Figure 12: Accuracy on different ratio of test set.

We can see that, as the ratio of the test set increases, accuracy
of the model declines. When the ratio of test set reaches 0.25
and 0.3, the accuracy is highest. As the test set size gets larger,
the training set size gets smaller. The small size of training
set will directly affect the classification performance, because
almost all classification experiments prove that a large enough
training set can bring higher classification accuracy.

5.7. Impact of the number of neurons
When the number of neurons is too small, a small number

of neurons need to represent a large number of features, which
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will lead to under fitting. In contrast, using too many neurons
can also cause performance declines. When the neural network
has too many nodes, the information contained in the training
set is not enough to train all the neurons in the hidden layer,
so it will lead to over fitting. Even if the training data contains
enough information, too many neurons in the hidden layer will
increase the training time, so it is difficult to achieve the desired
effect. Obviously, the selection of a suitable number of hidden
layer neurons is very important.

To investigate the effect of the number of neurons in each
layer on the efficiency of PSD-OL, in this experiment, we set
epoch = 400, hidden layers =32, the number of neurons is
gradually increased within {8, 16, 32, 64, 128}. Fig. 13 shows
the training accuracy under different number of neurons. When
the number of neurons in each layer is relatively small, the train-
ing accuracy increases with the increase of the number of neu-
rons, and the increase slows down when the number of neurons
reaches 32. So we ended up with 32 neurons per layer.
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Figure 13: Training accuracy affected by different number of neurons.

5.8. Performance Comparison

This experiment aims at comparing the effectiveness of dif-
ferent approaches. In the PSD-OL approach proposed in this
paper, the data set is divided into training set and test set in
the ratio of 7:3. In addition, we set LSTM model parameter e-
poch= 400, Batch size = 128, and the number of neurons=32.
We trained the models of different approaches by the training
set. After the training, the recognition accuracy of differen-
t approaches for smart contract detection is tested on the test
set. The effectiveness of the above methods for detecting Ponzi
scheme smart contracts is measured by using precision, recall,
and F-score. The experimental results are shown in Table 4.

As can be seen from Table 4, first, compared with other clas-
sification models, the proposed method (PSD-OL) significantly
improves the performance of all indicators. In particular, the
F-score increased to 0.96, which indicates that PSD-OL is an
ideal method for smart Ponzi scheme detection. On the other
hand, a higher recall rate will greatly improve efficiency, be-
cause it will successfully detect many real Ponzi scheme smart
contracts. After the expansion of the dataset, facing the chal-
lenge of big-data space Ponzi scheme detection, the neural net-
work we introduced does have better performance.

Table 4: Performance comparison of different methods.

Algorithm Precision Recall F-score

WD 0.33 0.21 0.25
LR 0.83 0.82 0.82
RF 0.95 0.64 0.76

XGBoost 0.92 0.70 0.79
PSD-OL 0.97 0.96 0.96

The model uses SMOTE algorithm to oversample the data.
In order to reflect the importance of oversampling technology,
we have also drawn the confusion matrix when the technology
is used or not, respectively. By analyzing the confusion matrix
in Figs. 14 and 15, the accuracy of the model’s classification
of minority samples is improved after sampling. When the da-
ta distribution is very unbalanced, the model will identify all
the smart contracts to be detected as Non Ponzi scheme smart
contract, forming invalid recognition. As can be seen from the
results, oversampling technology solves this problem and the
model can accurately detect Ponzi scheme. It is reason why the
efficiency of model detection can be greatly improved.

Figure 14: Model confusion matrix with oversampling.

6. Conclusion and Future Work

With the development of blockchain technology, all kinds of
trading activities based on blockchain become more and more
frequent. Ponzi scheme smart contracts, which imply fraud, is
a great hidden risk in the trading process of blockchain-based
Ethereum platform. In this study, we propose PSD-OL, which
combines account features with contract code features of smart
contracts to detect Ponzi Scheme on Ethereum. In PSD-OL, we
integrate the SOMTE algorithm and LSTM to construct the de-
tection model and deal with the big data analytics research chal-
lenge. The experimental results conducted on well-known open
dataset XBlock show that PSD-OL has high accuracy, improves
precision, recall and F-score. It has certain application value in
the detection of Ponzi scheme smart contracts on Ethereum.
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Figure 15: Model confusion matrix without oversampling.

With the development of detection technique, creators of
Ponzi scheme may also constantly change their fraud methods.
In the future, we plan to integrate concept drift to investigate
the change of fraud features. Based on the sampling technique,
we will extract the drifting fraud information for model training
from the stream data of up-to-date samples which have different
features. Moreover, we will try more deep learning methods to
see if there are any benefits for Ponzi scheme smart contracts
detection.

Acknowledgments

This work was partially supported by the Humanity and
Social Science Youth Fund of Ministry of Education of Chi-
na (No.18YJCZH170), Six talent peaks project in Jiang-
su Province in 2019 (No. RJFW-029), Innovative train-
ing program for College Students in Jiangsu Province (No.
202110298077Y). L. Wang is the corresponding author.

References

[1] S. Nakamoto, Bitcoin: A peer-to-peer electronic cash system (2008).
[2] E. Portmann, Rezension ”blockchain: Blueprint for a new economy”, H-

MD Prax. Wirtsch. 55 (6) (2018) 1362–1364.
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