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Abstract—Location Based Social Networks (LBSN) have emerged with the purpose of allowing users to share their visited locations with their friends. Foursquare, for instance, is a popular LBSN where users endorse and share tips about visited locations. In order to improve the experience of LBSN users, simple recommender services, typically based on geographical proximity, are usually provided. The state-of-the-art location recommenders in LBSN are based on linear combinations of collaborative filtering, geo and social-aware recommenders, which implies fine tuning and running three (or more) separate algorithms for each recommendation request. In this paper, we present a new location recommender that integrates collaborative filtering and geographic information into one single diffusion-based recommendation model. The idea is to learn a personalized ranking of locations for a target user considering the locations visited by similar users, the distances between visited and non visited locations and the regions he prefers to visit. We conduct experiments on real data from two different LBSN, namely, Gowalla and Foursquare, and show that our approach outperforms the state-of-art in most of the cities evaluated.
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I. INTRODUCTION

Location-based Social Networks (LBSN) or Geosocial Networks are online social networks in which geographic services and capabilities are used to let users check-in and then broadcast their locations. Prominent examples of LBSN are Foursquare1 and Facebook places2 whose main goal is to help people meet up with friends and discover interesting places. Thanks to the affordable prices of GPS enabled smartphones and other mobile devices, these services are now widely spread and poised for continued growth. Being released in 2009, Foursquare, for example, reached over 50 million users and 6 billion check-ins worldwide in 2014.3 When the space of choices available (which places to visit?) gets too large, the problem known as information overload emerges.

Recommender systems appear as a natural solution to this problem offering effective techniques for helping users to filter out and discover relevant information in large data sets. Foursquare uses the current location of users to recommend nearby locations based on existing categories. For example, users might want to know which restaurants he can visit nearby his current location. Although this certainly helps users to reduce the space of choices available, it does not take into account their personal preferences. Users might be interested, for example, in nearby restaurants within a certain price range or that offer live music. In fact, the state-of-the-art works on location or points-of-interest (POI) recommendations propose a combination of collaborative filtering (for capturing personal POIs preferences of users) and some recommender that captures the preferences of users for geographic regions (aka geographic-aware recommender). In many cases, a social-aware recommender is also included in the ensemble [3, 17, 18]. Although these algorithms have presented promising results, they require fine tuning and execution of two or more specialized algorithms for each recommendation request. Moreover, the personal preferences of users for POIs and geographic regions are modeled separately, while there is a clear correlation between them, e.g., the preference of a user for a region may reinforce the preferences of this user for the POIs in that region and vice-versa.

In this work, we propose to model the preferences of users for locations, the distances between visited and non visited locations, and the preferences of users for geographic regions in a weighted graph. We then use a random walk algorithm for capturing, in a transparent way, the interplay between these three kinds of user preferences. We conduct experiments on real data from two different LBSN, namely, Gowalla and Foursquare, and show that our approach outperforms the state-of-art in most of the cities evaluated. Our contributions are as follows:

- We propose a new model for check-in data that is able to capture, at the same structure, the distances between locations and the preferences of users for POIs and geographic regions.
We propose to exploit the interplay between these three kinds of data through a diffusion model, i.e., a random walk algorithm.

- We evaluate our approach on two large-scale data sets and show that our approach outperforms the state-of-the-art algorithms in most of the cities evaluated.

The rest of the paper is organized as follows. In Section II we formalize the problem approached by this paper. In Section III we present the related work and position this paper among them. In section IV we recall the basic concepts of the random walk technique. In Section V we describe our approach in detail. In Section VI we present the evaluation protocol used and discuss the outcome of the experiments. Finally, Section VII concludes the paper and discusses the outlook.

II. PROBLEM SETTING

The recommendation scenario that we investigate in this paper is as follows: a user specifies the city of interest and the recommender engine suggests locations (or POIs) within the selected city that are likely to be relevant to the user. It is important to remark that the city of interest might be either the user’s hometown or a city where the user is traveling. The only requirement is that the user must have at least one check-in in the city of interest.

Thus, let $U$ be the set of users, $L$ the set of locations and $C$ the set of cities. In this paper we only consider implicit feedback data, i.e., the set $S \subseteq U \times L \times C$ of ternary relations between users and geotagged venues. The task is then to find a scoring function

$$\hat{s} : U \times L \times C \rightarrow \mathbb{R}$$

that assigns a preference score for locations within a certain city, given a target user. Thus, for a given user $u \in U$, the topN recommendations can be computed by

$$\text{topN}(u, c) := \arg\max_{l \in L_c \setminus L_u} \hat{s}(u, l, c)$$

where $n$ denotes the number of locations to be recommended, $L_c$ the set of locations within city $c$ and $L_u$ denotes the set of locations checked-in by user $u$. For convenience, we also define $U_l$ as the set of users that checked-in at $l$.

III. RELATED WORK

Several research works have exploited check-in data of LBSN as a useful source of information for understanding human mobility patterns [5, 4, 12, 16]. Although these works are not directly related to recommender systems, the insights they provide can be used to devise novel and effective location-aware recommendations. For example, two important insights coming from some of these works are: (i) the distribution of distances between pairs of visited locations by a user resembles a powerlaw, i.e., the majority of locations that a given user has checked-in at are close to each other; and (ii) users tend to concentrate their check-ins around a few regions, e.g., their homes and/or workplaces.

This topic of research is closely related to context-aware recommendations, in which the context of interest is the geographic position of items and/or users. The geographic context is very challenging by itself [13], but other contexts were also investigated by the literature, like the timestamp [6] and the category of checked-in locations (e.g., "food", "museum", "stadium", etc.) [1, 11]. Although these contexts are indeed important and worth investigating, in this work we focus on the the geographic context given that this is the core feature of LBSN.

Most of the existing research work on location recommendation proposes some sort of combination between collaborative filtering and some recommender that exploits the geographic preferences of users. Cheng et al. [3] combined, through a simple multiplication, a probabilistic factor model for collaborative filtering with a Multi-center Gaussian Model for modelling the geographic preferences of the users. Ye et al. [17] in turn, fused, through a simple linear combination, neighborhood-based collaborative filtering with a power law based model for modelling the geographic preferences of users. We present more details about these two recommenders in Section VI-B. Instead of using different recommendation algorithms in an ensemble as the aforementioned works do, we define a single recommendation algorithm that takes into account both collaborative filtering and the geographic preferences of users in a transparent fashion.

More recently, location recommenders based on probabilistic topic models have appeared [7, 10, 18]. Differently from us, the works of [7, 10] do not use data from LBSN, but from services like Yelp, Twitter and Flickr. Although there are geotagged data in these services, they do not convey the same information that check-in data does. For example, the fact that a given geotagged photo was shared in Flickr does not imply that the user who uploaded the photo wanted to share the location where the photo was shot. Differently from these two works, [18] used data from LBSN and EBSN (Event Based Social Networks) to evaluate their recommendation model. Their approach proves to outperform the method of Ye et al. [17] in several scenarios, except in the scenario we investigate in this paper, i.e., recommending for a user who has some check-ins in the city he is located and is looking for recommendations within that city. Hence, we will compare our approach with the approaches of [17] and [3].

Random walk-based recommendation models have proved to be very effective in domains other than location recommendation [8, 2, 9]. We complement these works introducing a new information diffusion model that captures, at the same time, collaborative filtering, the distance between POIs and the geographic preferences of users.
IV. Random Walk on Graphs

Before we introduce our diffusion-based recommendation model in the next section, we briefly recall the basic principles of information propagation on graphs using random walk. A popular implementation of random walk is the PageRank algorithm, which exploits the hyperlink structure of web pages under the assumption that a web page is important if there are many pages linking to it, and if those pages are important themselves [14].

A graph is defined as a tuple \( G = (V, E) \) where \( V \) is a set of vertices (or nodes) and \( E \) a set of edges \( E \subseteq V \times V \). An edge \( e_{u,v} \in E \) means that there is a link between \( u \in V \) and \( v \in V \). A graph can be weighted in order to denote that some edges are more important than others. Thus, let \( w : E \to \mathbb{R} \) be the function that assigns weights to edges in \( G \).

The idea behind random walk algorithms is that there is a "walker" visiting vertices randomly in the graph. At each iteration, the "walker" will jump from one node to another according to the weights of the edges leaving the current node. The larger the weight of an edge, the larger the probability of the "walker" passing through that edge.

As the number of iterations increases, the "walker" will visit some nodes more often than others. The idea is that the nodes that were visited more frequently should be ranked higher because they are more important.

We can also represent a graph \( G \) as an adjacency matrix \( A \in \mathbb{R}^{V \times V} \) where the value at entry \( A_{i,j} \) corresponds to \( w(e_{i,j}) \). If we model the weights of each edge \( e_{i,j} \in E \) as the probability of the "walker" jumping from the node \( i \) to node \( j \) in the next iteration, then we can compute the probabilities of the user being at any node given a number of iterations \( t \). As the number of iterations grows, these probabilities will converge to a steady state. So, let \( \vec{x} \) be a vector with \( |V| \) dimensions. At each iteration, this vector will be updated with a probability distribution of the nodes.

Since the probability distribution of \( \vec{x} \) will eventually converge, it doesn’t really matter in which node the walker starts. So, at iteration \( t = 0 \) we randomly choose any vertex \( v \in V \) and assign the value 1 to it, i.e., \( x_0[v] = 1 \) and 0 for all the other nodes \( u \in \{V \setminus \{v\}\} \). Now, at each subsequent iteration we update the values of \( \vec{x} \) as described in Equation 3 where \( \vec{p} \) is a vector (typically filled with a uniform probability distribution) that can be used for asserting preferences for specific nodes and the teleport factor \( 0 < \lambda < 1 \) is used for determining the strength of the influence of \( \vec{p} \). In practice, the teleport factor refers to the probability of the "walker" jumping to any other node in the graph, even the nodes that are not linked to the current node. The teleport factor is important to increase the probability of visiting vertices that have only a few or no incoming edges. The process stops when there is no significant change between \( \vec{x}_t \) and \( \vec{x}_{t+1} \).

\[
\vec{x}_{t+1} = \lambda A^T \vec{x}_t + (1 - \lambda)\vec{p} \tag{3}
\]

Other versions of this algorithm also uses the concept of restart. While the teleport allows the "walker" to jump uniformly to any node, the restart factor will bias the jump towards the starting node. As we will see in Section V-A, we modeled each user as a node. Since the goal of the recommender is to generate personalized recommendations for a given target user, the node of such user should be considered more important than the other nodes. So, if we set the target user node as the starting node and increase the influence of the restart factor, we guarantee that the "walker" will visit this node more often. Thus, the steady state achieved by the random walk will be biased towards the target user personal preferences.

V. A Diffusion Model for Location Recommendations

Inspired by the findings of related works, we designed a location recommender that takes the following assumptions into account:

1) Users that visited similar locations in the past tend to visit the similar locations in the future [17].
2) Users tend to visit locations close to the locations they have already visited in the past [4, 12, 13].
3) Users tend to concentrate their check-ins around a few regions of interest [5, 3].

In subsection V-A we present a graph representation for check-in data. Next, in subsections V-B, V-C and V-D we describe, step by step, how we can approach each one of these three assumptions using a graph-based diffusion model. Finally, in subsection V-E these three assumptions will be integrated into a single recommendation model.

A. Modelling Check-in Data on a Graph

We structure the implicit feedback data of LBSN as a graph where nodes are comprised of users and locations, assuming that these users and locations belong to some given city. There is an edge between a node \( u \in U \) and a node \( l \in L \) if user \( u \) has checked-in at \( l \). If we define a Boolean function \( \text{checkedIn}(u,l) \) to denote whether the user \( u \) checked-in at location \( l \), we can formally define graph \( G \) as follows: \( G = (V, E) \) where \( V = U \cup L \) and \( E = \{(u,l) : u \in U, l \in L, \text{checkedIn}(u,l) = \text{true}\} \cup \{(l,u) : u \in U, l \in L, \text{checkedIn}(u,l) = \text{true}\} \).

Figure 1 depicts an example of this graph where \( U = \{u_1, u_2, u_3\} \) and \( L = \{l_1, l_2, l_3, l_4, l_5\} \). Since one of the main goals of recommender systems is to help users finding new items (in our case locations) we will not consider the locations that the target user \( u_1 \in U \) has already checked-in at. The locations \( l_1 \) and \( l_3 \) are colored in red in Figure 1 to denote that these locations have been already check-in by
the target user. Thus, the only recommendable locations for user $u_1$ are $l_2, l_4$ and $l_5$.

If we weigh each outgoing edge, for any node in $V$, with the same probability and perform a random walk over this weighted graph restricting the final probabilities to the nodes of type location, we would end up with a ranking that corresponds to the most popular locations, i.e., the locations that were checked-in more often by distinct users. More formally, let $\text{outDegree}(u) = \{|\{v \in V : (u, v) \in E\}\}$ be the out degree of a given node $u \in V$ of the graph, then the weights of the graph take the form of Equation 4.

$$w(u, v) = \frac{1}{\text{outDegree}(u)} \quad (4)$$

Notice that the popularity-based recommender does not provide personalized recommendations so we will not consider it in our model. In the following subsection we will describe how to achieve personalization by means of collaborative filtering.

**B. Diffusion-based Collaborative Filtering**

The collaborative filtering assumption is that users who shared the same interests in the past tend to share the same interests in the future. The user-based collaborative filtering (based on K-nearest neighbors) is a classic recommender that, despite its simplicity, has proven to attain high accuracy in LBSN [17].

To implement this algorithm we need to define a measure that captures the similarity between a pair of users. We have chosen to use the well known cosine similarity measure which have been successfully used in many domains including LBSN [17]. First, we define, for each user $u \in U$, a vector $\vec{u}$ whose components are equal to 1 if the user checked-in at the corresponding location and 0 otherwise. The cosine similarity between any two users $u, v \in U$ is then defined as follows:

$$\text{sim}^{cf}(u, v) = \frac{\vec{u} \cdot \vec{v}}{|\vec{u}| |\vec{v}|} \quad (5)$$

Now, for finding the $k$-nearest neighbors of a given target user $u \in U$ we only need to compute the similarity between $u$ and every other user and sort these users in descending order of similarity down to $k$.

Let $N_u$ be the set of $k$-nearest neighbors of target user $u$ and

$$L_{N_u} = \bigcup_{v \in N_u} L_v$$

be the set of all locations visited by all neighbors of $u$. Now, a user-based collaborative filtering graph can be defined as $G_{cf} = (V_{cf}, E_{cf})$ where $V_{cf} = \{u\} \cup N_u \cup L_{N_u}$, $E_{cf} = \{(u, v) : v \in N_u \} \cup \{(v, l) : v \in N_u, l \in L_{N_u}\} \cup \{(l, v) : l \in L_{N_u}, v \in N_u\}$ and the edge weights are defined as:

$$w^{cf}(p, q) = \begin{cases} \frac{\text{sim}^{cf}(p, q)}{\sum_{v \in N_u} \text{sim}^{cf}(p, v)}, & \text{if } p = u \text{ and } q \in N_u \\ \frac{1}{\text{outDegree}(p)}, & \text{if } p \in N_u \text{ and } q \in L_{N_u} \\ 0, & \text{otherwise} \end{cases}$$

Notice that the values of the weights of the edges are normalized so that the sum of the weights of the outgoing edges of each node is not greater than 1. Figure 2 depicts how the graph of Figure 1 becomes a collaborative filtering graph assuming that $u_2 \in U$ and $u_3 \in U$ are the target user neighbors. In this example, the weights of each outgoing edge of $u_2$ would be 0.25 and the weights of the incoming edges of $u_2$ from $l_1, l_2, l_3$ and $l_4$ would be 1, 1, 0.5 and 0.5 respectively. Notice that if we apply a random walk on this graph, location $l_4$ would be ranked higher than $l_2$ and $l_5$ because $l_4$ can be reached through $u_2$ and $u_3$ whereas $l_2$ can only be reached through $u_2$ and $l_5$ can only be reached through $u_3$.

**C. Diffusion-based Pairwise Distances**

It is not a surprise that the check-ins of the users are not uniformly distributed over the map. It generally demands time and money to visit locations which are far from users homes. Thus, people tend to visit locations that are close to the locations they already visited in the past [4, 12].

We capture this assumption in the graph $G_{dist}$, where edges between locations are created and weighted with the distances (in kilometers) between them. As a similarity measure between two locations $l$ and $l'$, we use the one defined in Equation 6, where $\text{dist}(l, l')$ computes the geographical distance between locations $l$ and $l'$.

$$\text{sim}^{dist}(l, l') = \min(1, \frac{1}{\text{dist}(l, l')}) \quad (6)$$
We use the function $\min$, instead of $1/\dist(l, l')$, in order to have a similarity measure in the range $[0, 1]$. If we used only the inverse of the distance as the similarity between these locations, we would have a similarity equal to 2 if the distance between the locations was equal to 0.5 kilometers, for example.

Now we can formally define $G_{\text{dist}}$ as follows: $G_{\text{dist}} = (V_{\text{dist}}, E_{\text{dist}})$ with $V_{\text{dist}} = L$, $E_{\text{dist}} = L \times L$ with the edge weights defined in Equation 7. Notice that the weights of the edges are simply the similarity measure defined in Equation 6 normalized.

$$w_{\text{dist}}(p, q) = \frac{\text{sim}_{\text{dist}}(p, q)}{\sum_{l \in V_{\text{dist}}(p)} \text{sim}_{\text{dist}}(p, l)} \quad (7)$$

Figure 3 depicts the locations presented in the previous figures but now with links between them. If we now perform a random walk on this graph assuming that all the locations are geographically disposed as presented in Figure 3 and that $\dist(l_1, l_2) = \dist(l_2, l_3) = \dist(l_3, l_4) = \dist(l_4, l_5)$, we would rank $l_2$ and $l_4$ on the top (both having the same ranking score) followed by $l_5$.

D. Diffusion-based Regions of Interest

Users tend to check-in locations in a few well defined regions [5, 3]. For example, two typical regions where users tend to concentrate their check-ins are the regions around their homes and work.

In order to model this assumption we first need to infer the regions of interest for users since this is not given in the check-in data set. For that, we employed the same approach as [5], where the world is discretized into a grid so that each cell becomes a region. In our case, we considered 20 by 20km cells. Although in [5] it was used 25 by 25km cells, we achieved better results decreasing the size of the cell to 20km.

Let $R$ be the set of regions, $L_r$ the set of locations within region $r \in R$, and $L_{u,r}$ the set of checked-in locations user $u$ has done at region $r$. Now, for a given target user $u \in U$ we define a graph for modelling user preferences for regions as $G_{\text{reg}} = (V_{\text{reg}}, E_{\text{reg}})$ where $V_{\text{reg}} = \{u\} \cup R \cup L$, $E_{\text{reg}} = \{(u, r) : r \in R\} \cup \{(r, l) : r \in R, l \in L_r\}$ and the edge weights are defined as follows:

$$w_{\text{reg}}(p, q) = \begin{cases} \frac{\text{dist}(p, q)}{|L_{u,r}|}, & \text{if } p = u \text{ and } q \in R \\ \frac{1}{|L_{u,r}|}, & \text{if } p \in R \text{ and } q \in L_p \\ 0, & \text{otherwise} \end{cases}$$

For each target user we consider only his regions of interest, disregarding the regions of interest of other users. Figure 4 depicts the graph of Figure 1 with the regions of interest of the target user included. In this example, the target user has equal preferences for regions $r_1$ and $r_2$ with one check-in at each region, although there is only one possible location to be recommended in region $r_1$, which is $l_2$, whereas there are two locations to be recommended in $r_2$. When we apply random walk on this graph, both regions will be visited with the same approximate frequency by the random “walker”, although he will have less options within $r_1$ than $r_2$. Thus, $l_2$ will probably be more visited than $l_4$ and $l_5$. For this reason, $l_2$ would be ranked higher than $l_4$ and $l_5$ in this model.

E. Putting Everything Together

In this subsection we are going to show how to combine the three models presented in the previous subsections into one unified diffusion model. For a given target user $u \in U$, let $G_{\text{unif}} = (V_{\text{unif}}, E_{\text{unif}})$ where $V_{\text{unif}} = V_{\text{unif}} \cup V_{\text{dist}} \cup V_{\text{reg}}$, $E_{\text{unif}} = E_{\text{unif}} \cup E_{\text{dist}} \cup E_{\text{reg}}$ with edge weights defined as:

$$w_{\text{unif}}(p, q) = \begin{cases} \alpha_{\text{unif}}(p, q), & \text{if } p = u \text{ and } q \in N_u \\ \beta_{\text{unif}}(p, q), & \text{if } p \in N_u \text{ and } q \in L_{N_u} \\ \gamma_{\text{unif}}(p, q), & \text{if } p \in L_{N_u} \text{ and } q \in N_u \\ \delta_{\text{unif}}(p, q), & \text{if } (p, q) \subseteq L_{N_u} \cup L_u \\ \theta_{\text{unif}}(p, q), & \text{if } p = u \text{ and } q \in L \\ 0, & \text{otherwise} \end{cases}$$

It is important to remark that the values of the hyperparameters $\alpha, \beta, \gamma, \delta$ and $\theta$ cannot be greater than 1. Moreover, since $\alpha$ and $\theta$ weight edges leaving the target user, $\alpha + \theta$ must not be greater than 1. Similarly, $\gamma$ and $\delta$ weigh edges leaving locations, thus $\gamma + \delta$ must not be greater than 1 either.

Differently from the works of [3, 17], we are not generating two or more ranking scores for being combined, but we are rather using one single model that generates one single ranking taking all the assumptions presented in the beginning of this section into account.
VI. Evaluation

In this section we describe the experimental protocol, data sets, compared recommenders and results achieved. We consider the recommendation scenario where we know exactly the city where the user is currently located. This is a realistic scenario with practical applications since the information of the current city of a user is easy to access in GPS enabled devices, like smartphones and tablets. Moreover, it is more likely that users will visit locations within the city he is currently located than traveling to visit a location in other (sometimes distant) cities.

A. Data Preparation

We conducted experiments on data from Foursquare\(^4\) and Gowalla\(^5\), two LBSN data sets that were extensively used in the related works [4, 5]. As is usual in the recommender systems literature, we focused on the dense part of the data, i.e., we are not considering the check-ins of the users that have visited less than 10 locations as well as the locations that were visited by less than 10 users.

Before running the recommendation algorithms, we partitioned the original data sets into cities and selected the top-5 cities in number of check-ins. We ended up with three cities from Foursquare (New York, Los Angeles and Chicago) and two from Gowalla (Austin and Stockholm). The characteristics of each city, after filtering the locations that were visited by less than 10 users, are summarized in Table I.

B. Compared Algorithms

We compared our approach against the two state-of-art location recommender models described at [3] and [17]. Both approaches use a combination of collaborative filtering, a geographic-aware recommender that models the geographic preferences of users and a social-aware recommender. In this work, we will user only the collaborative filtering and the geographic-aware components of each approach. There are two main reasons that lead us to ignore the social-aware component. The first one is that the information of friendship relations was not collected in the foursquare dataset we used in this work. The second reason is that according to Ye et al. [17] the social relation influence the check-ins mostly when the users travel to distant cities, which is not the scenario we are exploring in this work. We briefly recall these two approaches below.

Based on the idea that there are some regions that the user might be more interested than others, Cheng et al. [3] proposed an approach for combining the preferences of users for regions with his preferences for check-in locations. For that, first the locations checked-in by users are clustered at the region) and the probability of the location given a region. For collaborative filtering, it was used probabilistic matrix factorization [15] taking into account the frequency of check-ins of users. It is worth to remark that the combination of these two models was done by a simple multiplication. We will refer to this approach as FFMFMGM: Fused Matrix Factorization framework with the Multi-center Gaussian Model. The hyperparameter values of the geographic model of FFMFMGM we used in our experiments were \(d = 15\), \(\alpha = 0.2\), \(\theta = 0.02\), as defined in [3]. The hyperparameters values of the matrix factorization model of FFMFMGM we used in our experiments were \(\alpha = 20\), \(\beta = 0.2\), \(\lambda = 0.001\) and \(k = 10\).

Ye et al. [17] showed that the distances between pairs of check-in locations of a user follow a power law distribution. After applying a logarithm transformation to this data, the authors propose to learn the parameters of a power law distribution using simple linear regression. The relevance of a new location is then a product over the probabilities

| City       | # Check-ins | \(|L|\) | \(|U|\) | Sparsity | LBSN  |
|------------|-------------|-------|-------|----------|-------|
| New York   | 184,967     | 12,000| 6,004 | 59.49%   | Foursquare |
| Austin     | 127,923     | 6,385 | 4,000 | 59.40%   | Gowalla |
| Stockholm  | 70,787      | 9,200 | 5,040 | 59.79%   | Gowalla |
| Los Angeles| 64,493      | 6,147 | 4,244 | 59.19%   | Foursquare |
| Chicago    | 61,000      | 6,208 | 1,050 | 69.94%   | Foursquare |

Table I: Data Set Statistics

---

\(4\)The data was collected by the authors of [4] from September 2010 to January 2011 and is available under request at: http://infolab.tamu.edu/data/

\(5\)Gowalla was bought by Facebook on 2011 and discontinued on 2012. The data set we used was collected by the authors of [5] from Feb. 2009 to Oct. 2010 and is available at: http://snap.stanford.edu/data/loc-gowalla.html
(coming from the fitted power law distribution) of the distances between the new location and all the locations already checked-in at by the target user. For collaborative filtering the authors used K-nearest neighbors with the cosine as similarity function. These two models were fused by a simple linear combination. In our experiments, we set the weight of the geographic recommender to 0.05 and the weight of the user K-nearest neighbors recommender to 0.95, cross-validation tuning. Similarly to the original paper will refer to this model as UG to denote that it combines users (U) preferences and with geographic (G) influences.

C. Evaluation Metrics and Protocol

We split the data sets into two distinct sets, the training and the testing sets. For each user in each city data set we randomly removed 10% of his checked-in locations for testing and used the remaining 90% for training. This process was repeated 10 times for each city in order to avoid taking conclusions from biased data. We have a hit for a target user each time the recommendation list of this user contains a test location.

As evaluation metrics we used precision@5 and recall@5. Let \( T_u \) be the set of test locations for a given user \( u \in U \) and \( R_u \), the top-5 recommendation list for this same user. Then precision@5 and recall@5 for a given target user \( u \in U \) are defined as follows:

\[
\text{precision@5}(u) = \frac{|T_u \cap R_u|}{|R_u|}, \quad \text{recall@5}(u) = \frac{|T_u \cap R_u|}{|T_u|}
\]

The hyperparameter values we used in our model are: \( k = 80 \) (the number of nearest neighbors), \( \alpha = 0.5, \beta = 0.25, \gamma = 0.9, \delta = 0.1, \theta = 0.25, \lambda = 0.1 \) (teleport factor) and the restart probability = 0.01. These values were defined by cross-validation.

D. Results and Discussion

The results of our experiments are summarized in Figures 6 and 7. These figures depict the average recall@5 and precision@5 for each of the cities described in subsection VI-A averaged over all the 10 random training/testing splits.

Notice that our approach outperforms the compared algorithms in most of the cities evaluated in both precision@5 and recall@5. While DGM and UG achieved similar performance, FMFMG performed very poorly. One of the reasons for this performance is the extreme level of sparsity of the data sets (cf. Table I), making it very difficult for matrix factorization to learn a reasonable model. The related works have shown that in LBSN the geographical data carries, although important, little signal in comparison to collaborative filtering. Thus, if the collaborative filtering component does not work well, the geographic model alone will perform poorly.

<table>
<thead>
<tr>
<th>City</th>
<th>N. York</th>
<th>Austin</th>
<th>Stockholm</th>
<th>Los Angeles</th>
<th>Chicago</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prec@5</td>
<td>0.122</td>
<td>0.130</td>
<td>0.115</td>
<td>0.125</td>
<td>0.130</td>
</tr>
<tr>
<td>Recall@5</td>
<td>0.130</td>
<td>0.122</td>
<td>0.115</td>
<td>0.125</td>
<td>0.130</td>
</tr>
</tbody>
</table>

Table II: Student’s paired t test - UG vs DGM

Although the difference is small in comparison to UG in some cities, the difference is statistically significant. For verifying that we conducted a student’s paired t-test considering each city and each metric. The null hypothesis of the test was: the UG performance is equal or better than the performance of our approach. Thus the alternative hypothesis is: the UG performance is worse than the performance of our approach. The p-values of the t-tests are summarized in Table II. Since we wanted to achieve 95% of confidence on our conclusions, if the p-value is less than 0.05(1 – 95%) we can reject the null hypothesis and conclude that the performance of our approach is better than the performance of the UG approach, otherwise we can conclude that the performance of our approach is better than the performance of the UG approach, otherwise we can conclude that the performance of our approach is better than the performance of the UG approach.

As we can see from Table II, our approach is better than the UG approach for almost all cities in all metrics, with 95% of confidence. The null hypothesis was not rejected in only 3 out of the 10 tests, i.e., the precision@5 and recall@5 at New York and precision@5 at Stockholm. Since the null hypothesis was accepted for these 3 tests, we know that for each of these scenarios the UG performance might be better or equal to the performance of our approach. Then, for these three scenarios we conducted a second student’s paired t-test. Now, the null hypothesis is: the performances of UG and DGM are equal. The p-values of the precision@5 in New York, recall@5 in New York and precision@5 in Stockholm were, respectively, 0.2453, 0.2604 and 0.7177.

Thus, according to these results, we can affirm with 95% of confidence that our approach performs better than UG in check-in data from Los Angeles, Chicago and Austin or presents the same performance in New York. In Stockholm our approach performed better than UG in recall@5 and presented the same performance in precision@5.

VII. Conclusion

In this work, we introduced a novel diffusion-based location recommendation model, which captures in a single model the users personal taste, the geographic distances between visited locations and regions of interests of the users. This is different from related works where the recommendation models are ensembles of two or three specialized recommenders. We evaluated our model using real world data from two popular location-based social networks: Gowalla and Foursquare. Our experiments showed that our approach outperforms the compared state-of-the-art algorithms in most of the cities evaluated. For future work, we pretend to investigate other contexts of LBSN domain, such as the time of check-ins and the categories of locations.
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