Parallel implementation for wavelet dictionary optimization applied to pattern recognition
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Abstract. By means of full wavelet packet decomposition a redundant set of coefficients is obtained. For signal classification it is convenient to find a subset of these coefficients minimizing the error rate of a classifier. A problem arises because of the computational cost of GA solution. This work presents the parallelization of a genetic algorithm by which it is possible to obtain the best subset of coefficients in order to improve results on phoneme recognition. Various strategies have been evaluated in order to improve the classifier initialization and the evolution itself. Classification results for a set of Spanish phonemes show the advantages of the proposed method and the speedup of the implemented parallelization.

1 Introduction

Automatic speech recognition systems need a preprocessing stage to make the key features of the phonemes more evident, allowing to improve classification results [16]. This task is usually accomplished by different signal processing techniques like filter banks, linear prediction and cepstrum analysis [17].

Wavelet transform characteristics make this tool useful for non stationary signal analysis [11]. Multiresolution analysis associated with discrete wavelet transform can be implemented as a filter bank decomposition (or filter bank schemes) [23]. Wavelet packet transform (WPT) [6] is a generalization of the discrete wavelet transform (DWT) decomposition which offers a wider range of possibilities for signal representation. To compute this transform it is necessary to select a particular orthogonal basis among all the available basis (or filter banks). Nevertheless, in signal classification applications there is not evidential benefit on working with orthogonal basis. Without this restriction the result of the full WPT decomposition is a highly redundant set of coefficients, which is convenient to optimize in order to use it on signal classification.

* This work is supported by ANPCyT-UNER, under Project PICT No 11-12700, UNL-CAID 012-72 and CONICET.
The projection of a signal of interest in terms of all the elements available in the family of wavelet packet basis will be named here as full wavelet packet decomposition (FWPD).

Different approaches have been proposed for the optimization wavelet decompositions. In [18], an automatic extraction of high quality features from wavelet coefficients according to signal classification criteria was presented. Another interesting approach is proposed in [8], in which a language-based genetic algorithm is used to design wavelet filters that enhance classification performance. A related work, applied to signal approximation is [4], which describes a method to optimize overcomplete decompositions from several dictionaries relying on evolutionary computation techniques. Other works on wavelet decomposition optimization using evolutionary computation are [3, 10, 21].

We propose a new approach to optimize overcomplete decompositions from several dictionaries, which consists on a parallel algorithm for the genetic FWPD (GA-FWPD) coefficients selection method [24]. In order to measure the goodness of the solutions during the search, the GA uses a learning vector quantization (LVQ) classifier. The scheme of the proposed method is shown in Fig. 1. The methodology, referred to as evolutionary pursuit, relies on evolutionary computation techniques to find a better signal representation.

In the following, a brief description of the properties of the WPT, the GAs and parallel computing is presented. Next, the proposed method for the selection of the FWPD components and its parallelization are introduced. The last sections present the obtained results and the general conclusions.

1.1 Wavelet and wavelet packet transforms

The interest on wavelet bases is that, in contrast with sine and cosine bases, they are simultaneously localized in time and frequency. This feature is particularly interesting in the case of speech signals which present both stationary and transitory behaviors.

Wavelets can be defined, in a simplified manner, as a function of zero mean, unitary norm and centered in the neighborhood of $t = 0$ [12]:

$$
\psi(t) \in L^2(\mathbb{R}); \int_{-\infty}^{\infty} \psi(t) dt = 0; \|\psi(t)\| = 1.
$$

(1)
A family of time-frequency atoms is obtained by scaling and translating a wavelet function:

\[ \psi_{u,s}(t) = \frac{1}{\sqrt{s}} \psi \left( \frac{t - u}{s} \right), \]  

(2)

with \( u, s \in \mathbb{R} \).

In this way the continuous wavelet transform of the signal \( x(t) \) is defined as the inner product with this family of atoms:

\[ W_x (u, s) = \langle x(t), \psi_{u,s}(t) \rangle = \int_{-\infty}^{+\infty} x(t) \psi_{u,s}^* (t) \, dt, \]  

(3)

The discrete dyadic wavelet transform (DWT) of \( x[n] \in \mathbb{R}^N \) is obtained by discretizing translation and scaling parameters in (3) as \( u = m \) and \( s = 2^j \). A fast implementation of DWT based multiresolution analysis exists where the signal is decomposed on details \( d_{j+1}[m] \) and approximation \( c_{j+1}[m] \) coefficients by a filter bank convolution cascade algorithm. In order to maintain the number of samples, both signals are subsampled to half. Next the approximation is decomposed again to give a second level of details and approximation, and the process is repeated for each scale \( j \) [11]:

\[ d_{j+1}[m] = \sum_{n=-\infty}^{\infty} g[n - 2m]d_j[n] = d_j * g[2m], \]  

(4)

\[ c_{j+1}[m] = \sum_{n=-\infty}^{\infty} h[n - 2m]c_j[n] = c_j * \overline{h}[2m], \]  

(5)

where \( g[n] \) and \( h[n] \) are the impulse response of the high-pass and low-pass filters associated with the wavelets and scaling functions, \( g[n] = g[-n] \) and \( \overline{h}[n] = h[-n] \).

The WPT could be considered as an extension of the DWT which provides more flexibility on frequency band selection. Using the same reasoning details (high frequency components) can be decomposed as well as approximations (low frequency components). The resulting set of parameters conforms the full WPT decomposition tree.

Wavelet packet analysis allows to represent information in a more flexible time-frequency plane by selecting different sub-trees from the full decomposition. For the selection of the best tree it is possible to make use of the knowledge about signal characteristics and to obtain an efficient representation in the transform domain. For the case of signal compression the criteria is usually based on “entropy” measures, method named as best orthogonal basis [1]. Another possibility, closer to the considered problem, is to use the local discriminant basis algorithm which provides an appropriate orthogonal basis for signal classification [20]. These criteria are based on the assumption that an orthogonal basis is convenient. Nevertheless, for the case in study there is not evidence on the...
convenience of a no redundant representation. Because of this, a method which explores a wider range of possibilities is required.

1.2 Genetic algorithms

Genetic algorithms [7] provide the flexibility and robustness required to find satisfactory solutions in complex search spaces [5]. This kind of algorithm also present an implicit parallelism and may be paralleled in a number of ways in order to increase the computational speed [22].

Usually a GA consist on three operators: selection, genetic operation and replacement [22]. The population is conformed by a group of individuals whose information is codified in chromosomes, from which the candidates can be selected for the solution of a problem. Each individual performance is represented by a fitness value which is measured calculating the objective function in a decoded form (phenotype). This function simulates the selective pressure of the environment.

A particular group of individuals (parents) is selected from the population to generate the offspring by the defined genetic operations. Present population is then replaced by the offspring, and several strategies exist to achieve this task. The AG cicle is repeated until a desired termination criterion is reached (for example, a predefined number of generations, a desired fitness value, etc). After the evolution process the best individual of the population is, probably, the desired solution for the problem.

The objective function, which measures the fitness of the individuals, was defined in this case as a classifier based on the optimized learning vector quantization (O-LVQ) technique [9]. This classifier uses a set of reference vectors (codebook) which are adapted using a set of training patterns in order to represent the distribution of classes. The codebook is initialized with a random selection of training patterns, with the restriction that a specified number of patterns in the nearest neighbors should belong to the same class of the reference vector.

1.3 Parallel computing and message passing

Parallel computing is the use of multiple computers or processors working altogether on the same task. Each processor works on a section of the problem and can interchange information with the others processors. Among the various existing types of parallel computers, clusters are the most popular ones. A computer cluster is basically a set of loosely coupled computers that work together by means of high speed local area network. The most popular implementation is a cluster with nodes running Linux OS and free software to implement the parallelism. This configuration is referred to as a Beowulf cluster1 and is meant to run custom programs which have been designed to exploit the parallelism.

In order to take advantage of this architecture is very important to have the appropriated programming tools, the message passing is a widely used programming paradigm for local memory computers. There exist several libraries

1 http://www.beowulf.org/overview/index.html
for message passing, but they are all based on process communication by means of messages. The message passing interface (MPI) is the most widely used message passing library and is proposed as a standard by a broadly based committee of vendors, implementors, and users. Its greater advantage is the portability to any kind of computers. This library also allows execution of programs in a transparent way over heterogeneous systems, making any necessary data conversion in automatic way and using the correct communication protocol.

2 Materials and methods

This section explains the pre-processing method and the optimization strategy. The first subsection describes the FWPD implementation and the speech corpus used. In the next section the GA-FWPD method and the parallelization strategy are explained.

2.1 Speech corpus and pre-processing

The speech files used for experimentation is a subset of the Albayzin [13] geographic corpus, named Minigeo. This subset is conformed by 600 sound files, with emissions of twelve different speakers (six men and six women) between fifteen and fifty five years old. This database was phonetically segmented by a Hidden Markov Models based recognition system to obtain the temporal phoneme localization inside each sound file. Also, data is partitioned in three groups, a training data set and a testing set for using during evolution, and a third data set which is used at the end of evolution to validate the classification result.

The sound files were processed using a WPT implementation which was extended from the DWT algorithms of numerical recipes library [14]. Phoneme signals used for the experiments were 256 samples length, this is 32 ms seg segments for 8 kHz sampling frequency. This window size is usual on speech processing and the 256 samples have been centered on the middle point of phonemes.

WPT filters have been used decimating the signal to obtain six decomposition levels, which results on a FWPD tree with 1792 coefficients. In order to reduce the dimensionality of the search space the coefficients inside each frequency band are integrated by groups. This means that each band is subdivided in groups and then, an energy coefficient is defined by calculating the square of the $L^2$ - norm.

<table>
<thead>
<tr>
<th>Level</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>32</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>Groups per band</td>
<td>8</td>
<td>8</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Coefficients per level</td>
<td>16</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>64</td>
<td>208</td>
</tr>
</tbody>
</table>

Table 1. Integration scheme applied to the FWPD tree for a 256 sample signal.
for each group. Table 1 shows the integration scheme used in this work, which has been chosen heuristically and considering the characteristics of the signal.

The resulting values of band integration are then normalized in order to map all the coefficients to numbers between 0 and 1. This means, if \( w_p[k] \) is one of the energy coefficients corresponding to pattern \( p \), then the normalized coefficient will be:

\[
\hat{w}_p[k] = \frac{w_p[k]}{\max_i \{w_i[k]\}} \tag{6}
\]

The corpus files are processed before the evolution starts, so all the FWPD band-integrated and normalized coefficients are saved. Once the coefficients are obtained, they are arranged to conform the train and test files that will be used with the classifier. When a particular individual is evaluated, the classifier uses only the coefficients which are indicated by the respective chromosome.

The implemented binary GA uses roulette wheel selection method and an elitist replacement strategy, which maintains the best individual to the next generation. The genetic operators used in these experiments were classic mutation and one-point crossover.

### 2.2 Parallel GA-FWPD

The fitness function would have to evaluate the signal representation suggested by a given chromosome, providing a measure of the phoneme class separability obtained with it. The proposed fitness function consists of a phoneme classifier and the recognition rate is the fitness value for each evaluated individual. This classifier is based in the LVQ method, and was chosen, mainly, due to its low computational cost [9].

Once the data base is processed, each pattern (representing a phoneme) is composed by the normalized and band-integrated FWPD coefficients. These patterns are labeled and could be used to train and test the O-LVQ based classifier. From all these coefficients, a particular subset is chosen by the chromosome of a given individual before its evaluation.
A simple evolution model with binary chromosomes has been used. Each individual represents a different selection of the FWPD band-integrated coefficients. Each gene in a chromosome represents one of the 208 coefficients, and its value indicates whether that coefficient is used or not to codify the signals (Figure 2). The GA initialization consists on filling the genes randomly, as the codification could be redundant and no restriction is imposed for coefficients combination.

The selection of individuals should be done considering the set of coefficients represented by each chromosome. The selection process should assign more probability to the chromosomes which codify the best signal representations and these will be those that allow better classification results.

This GA needs to evaluate each individual training and testing a phoneme classifier. This implies that, to reach a good solution, it is precise to make many generations which implies a great computational cost. That is to say, for each experiment 500 generations are needed, for each generation is necessary to evaluate 100 individuals, for each individual there are at least 10 LVQ epochs of 2500 training patterns and 500 test patterns. In order to do this in a reasonable time the parallel execution is necessary.

The chosen parallelization follows a master-slave strategy and was implemented using MPICH2 library\(^2\), which is one of the most widely used MPI implementations. The master program is the GA itself, this means that it does the genetic operations and individuals selection during evolution. The slave program makes use of the O-LVQ based classifier routine and does the most costly work, this is, to obtain the fitness value for each individual (Figure 3). This strategy is efficient because the slave nodes do not need to communicate between them, but only with the master node. More over, the communication with the master node consists on the chromosome and the fitness value only.

\(^2\) http://www-unix.mcs.anl.gov/mpi/mpich2/
3 Results and discussion

In previous works, various wavelet families have been tested in order to find which one is the most convenient for signal classification [19]. In this work the tests included the most widely used families, between which we can mention Meyer, Daubechies, Symmlets, Coiflets y Splines [2]. As result, the 4th order Coiflet family was chosen to be used on the following experiments.

The experiments include the phonemes /a/, /e/, /i/, /o/, /u/, /b/, /d/, /p/ and /t/ from the Spanish. The five vowels were included because of their obvious importance in the language, while the last four phonemes are classified as occlusive phonemes [15] and they have been included because of their similar characteristics that make them particularly difficult to distinguish.

For the first experiment a codebook of 117 vectors (13 per phoneme) was used with in the classifier and the initial learning rate for each one of this vectors was set on 0.02 as this value allows stabilization of the codebook vectors. The classifier training was made in 6 epochs with 1449 patterns while 252 patterns were left for testing. For the GA, the population size was set on 100 individuals while crossover and mutation probabilities were set on 0.9 and 0.05 respectively. The best solution was found after 26 generations (from the total of 255) and gave 57.94% of correct classifications as result.

The codebook initialization has a random component and, consequently, the training with a fixed set of parameters does not result allways on the same reference vectors. This means that repeated evaluations for a given individual may not result exactly on the same fitness value. In order to obtain a better estimation of the classification rate, after evolution, the best individual found was evaluated ten times. The training and testing were repeated with a set of test patterns which were not used during the evolution. This data partition consists on 2637 training patterns and 450 test patterns. As result, an average of 53.69% correct classifications with a standard deviation of 2.33%. This result shows that the initialization presents a problem, as the validation average is smaller than the result obtained during evolution. It is also important to consider that this deviation on fitness computation may probably affect the evolution.

In order to analyze the formulated problem, the next experiment consisted on eliminating the randomness of the codebook initialization in the classifier. The stated hypothesis consists in that all individuals are evaluated exactly the same way, the GA will be able to find a better solution. After the first 216 generations (from a total of 500) the GA found the individual which gave a result of 57.78% success. In this case, the same validation procedure with ten different initilizations, gave a resulting average of 56.67% with a standard deviation of 2.90%.

Although an improvement was obtained using the mentioned strategy, it is also possible that the evolution was oriented to optimize the classification based on a fixed O-LVQ initialization. This means, as the codebook initialization is not random, then it is possible that the individuals of the GA are adapted to its sequential order and the found solution is good only when this initialization sequence is used.
In this sense a new strategy was stated, which consists on changing the initialization sequence on each generation, but not for each individual of the same generation. In this case, when the individuals of a given generation are evaluated, the codebook vectors are initialized choosing the train patterns in the same order. In this experiment the best individual found gave the result of 67.78% classification success, while the validation process obtained an average of 53.33% with a standard deviation of 2.80%.

Finally, the same experiment was repeated but using a generational gap of 10 individuals, in addition to the elitist strategy of the GA. Which implies that 10 individuals are selected randomly from the parents of a population and maintained without changes to the next generation. The objective of this strategy was to maintain extra information from all generations, allowing individuals evaluated using different initialization sequences to coexist in the same generation. In this case the best solution gave a result of 64.07% successfull classifications, and the GA converged in 355 generations. Figure 4 shows the fitness value against the number of generations for this last experiment. By means of the validation process, again, a lower success percentage was obtained. The average was 59.16% successfull classifications with a standard deviation of 2.91%. Table 2 shows a confusion matrix obtained as average from validation results. As this matrix shows, the /t/ phoneme is generally (61.51%) classified as /p/. This error turn up because the experimental data was taken from the central part of the samples and the plosive phonemes, like /p/ and /t/, have their most particular attributes on the beginning (the phoneme plosion). A solution could be to distinguish the plosive phonemes using their context. In the /d/ phoneme case, the problem is similar.

In order to contrast results, experiments were made parameterizing the signals with the DWT, considering the same phonetic group and the same classifier parameters. As Table 3 shows, the parameterization found using GA-FWPD method makes possible to obtain better classification results.

Table 2. Confusion matrix obtained after validation for the last experiment.
Fig. 4. Classification success percentage against the generations number.

<table>
<thead>
<tr>
<th>Phoneme</th>
<th>/a/</th>
<th>/e/</th>
<th>/i/</th>
<th>/o/</th>
<th>/u/</th>
<th>/b/</th>
<th>/d/</th>
<th>/p/</th>
<th>/t/</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA-FWPD</td>
<td>84.85</td>
<td>76.06</td>
<td>86.97</td>
<td>42.42</td>
<td>59.39</td>
<td>62.12</td>
<td>10.61</td>
<td>78.18</td>
<td>31.82</td>
<td>59.16</td>
</tr>
<tr>
<td>DWT</td>
<td>69.39</td>
<td>54.54</td>
<td>84.54</td>
<td>54.54</td>
<td>31.51</td>
<td>58.48</td>
<td>59.69</td>
<td>4.85</td>
<td>31.21</td>
<td>49.86</td>
</tr>
</tbody>
</table>

Table 3. Comparison of the results using the GA-FWPD method against DWT parameterization. Success classification percentages for each phoneme.

Note that each experiment gave a very different representation as result, which do not present a common structure and do not allow a simple graphical analysis.

The tests with the parallel algorithm were done in a Beowulf cluster with eleven computers and the tests with the sequential algorithm in a single cluster node. All of them have Pentium IV processors with a clock frequency of 3 GHz.

In the cluster, one computer ran the master program which control the evolution and the others ran a program to calculate the individual fitness value.

The computational cost vary with the amount of used patterns, the number of epochs and the codebook size used for individuals evaluation, in addition to the population size and the number of generations. In order to do a processing time comparison, parameters from the first experiment were taken as an example.

To evaluate 255 generations the required time is 19380 seconds in the cluster case and 191999 seconds in the single node case. Then, the cluster spends 76 seconds for each generation, as long as one processor spends 753 seconds.

Eleven processors were used but the master node load is insignificant in comparison with the slave nodes load, due to this, the measures was taking for 10 processors. Speedup is a measure to know how faster is a parallel algorithm than the corresponding sequential algorithm and is defined as $S_p = T_1/T_p$. In this case it was $S_{10} = 9.94$ and makes evident the parallel algorithm significance.

3 We thanks to CIMEC for the access to the cluster for this experiment.
Other useful measure is the efficiency, defined as \( S_p/p \). Its value express a relation between the real computation time and the lost time because of communication and synchronization. Using the parallel and the sequential implementation for the same experiment, the efficiency was 0.99 over 10 processors. Strictly, the number of used processors was eleven, so the efficiency is at least 0.9.

The used cluster (Figure 3) has disk-less slave nodes which uses the linux net file system (NFS). The communication between master and slaves programs is minimum, but the slaves have to fetch the training data from the master node and this produce a delay. The efficiency of the implemented parallelization is very close to the ideal value, this is possible because the improved NFS management allows slave nodes to keep a copy of the training data in their own memory so the network transfers are carried out only once for each node.

4 Conclusion and future works

This paper presented a technique that allow to choose the relevant components from the FWPD for signal classification. In this way, it is possible to find the “best” representation to feed a speech recognition automatic system, like an alternative from the based on DWT.

The experiments have shown that the used initialization process introduced variance in the results. Some alternatives have been tested to fix this problem and the GA has been able to find acceptable solutions.

The experimental tests show an important time reduction owing to the genetic algorithm parallel implementation. This make possible to use more robust classification methods in the future.

Although, the plosive phonemes were not correctly classified, the method is able to distinguish them as a group. A possible solution to this problem could be to take more, or different, samples from the phoneme signals.

A future work is to procure a general conclusion about structure of the best representation obtained and look for a relation with the characteristics of the used signal. Others future works could be the utilization of the best representation in a Hidden Markov Models based automatic speech recognition system and to incorporate signals with noise in the cross validation tests.
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