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1 Introduction

The project of logistic systems could be defined as “the art of combining the right amount of the right products, delivered to the right place at the right time”. Usually this project is referred to as supply chain problems. Nowadays, the success of a company depends on its efficiency in managing its supply chains.

A supply chain is a network of facilities and distribution options that performs the functions of procurement of materials, transformation of these materials into intermediate and finished products, and the distribution of these finished products to customers. Supply chains exist in both service and manufacturing organisations. Realistic supply chains have multiple end products with shared components, facilities and capacities (Ermis et al., 2004).

Usually, business units along a supply chain operate independently, having their own objectives that are often conflicting with each other. Therefore, an essential condition to the success of a company is the conception of a strategy for coordinating the several business units in a supply chain, leading to an effective management at strategic, tactical and operational levels. The efficiency of a supply chain is influenced by several factors, such as: stock management, production planning, production costs, scheduling and distribution strategies, and customer-specific demand, among others.

Planning and modelling the production, stocking and distribution systems of a supply chain is an important support for decision making in a competitive market. According to Dong (2001), the several approaches for modelling and optimisation of a supply chain can be classified into five classes:

- project of the supply chain
- integer-mixed programming optimisation
- stochastic programming
- heuristic methods
- simulation-based methods.

Modelling a supply chain has the following two purposes: to analyse the dynamics of the supply chain so as to identify strategies that minimise its dynamics; and to validate an accurate model that represents a supply chain.

Conventional numerical optimisation methods in supply chain design can get trapped in local maximum due to hill climbing. Several problems of supply chain optimisation arise from difficulties in applying calculus-based analytical methods to parameter optimisation under constraint conditions. Further, the objective functions needed in these numerical methods must be ‘well-behaved’. In this context, EAs have been used in many problems, dealing with multidimensional and multimodal search. Among the basic characteristics that differentiate EAs from the traditional optimisation methods are:

- search based on a population of points, rather than an isolated point
- use only the information of an objective function (fitness)
- usually employ probabilistic transition rules instead of deterministic ones.

The objective of this work is to compare EAs for the optimisation of a supply chain, based on a case study proposed by Mak and Wong (1995). EAs are general-purpose search methods inspired by the principles of natural evolution of the living beings and genetics. EAs use a population of structures (individuals) which, in turn, represent points in the search space of possible solutions to a given problem. The performance of the following EAs is compared: GA, EP, ES and DE.

2 Supply chain optimisation and related work

Supply chains are systems with four highly interconnected elements: suppliers, manufacturing, distribution network and customers. Each of these elements gives rise to a complex structure whose behaviour affects the performance of the entire system (López et al., 2003). Supply chain management is a critically significant strategy that enterprises depend on in meeting the challenges of today’s highly competitive and dynamic business environments (Rabelo et al., 2004).

In today’s ever-changing markets, maintaining an efficient and flexible supply chain is critical for every enterprise. The ability to manage the complete supply chain, often across several companies and to optimise decisions has been increasingly recognised as a crucial competitive factor.

In order to retain and strengthen their competitiveness in the market, organisations need to coordinate and integrate all their business operations right from raw materials purchase stage to product distribution stage, with sustainability considerations. Sustainability involves the multiple objectives of social, economic, resources and environmental sustainability; some of them are conflicting (Zhou et al., 2000).

Supply chain optimisation area is attracting a great deal of attention from industry and academia, and, in special, chemical and electromechanical industries (Grossmann, 2004; Fu, 2002; Terzi and Cavaleri, 2004). Design and optimisation of supply chain configuration is a problem at the highest level, and at the strategic level. Supply
chain configuration design includes deciding about: facility location, stocking location, production policy (make-to-stock or make-to-order), production capacity (quantity and flexibility), assignment of distribution resources and transportation modes while imposing standards on the operational units for performance excellence. Therefore, the aim of supply chain configuration optimisation is to find the best or the near best alternative configuration with which the supply chain can achieve a high level of performance (Truong and Azadivar, 2003).

Formally, the optimisation of a supply chain is an integer programming problem or a constrained mixed-integer problem. Depending on how it was formulated, it can be a very hard problem for classical optimisation methods. Consequently, several methodologies for optimising a supply chain have been proposed in the literature. These methodologies can be organised into main categories (Fu, 2002):

- stochastic approximation (gradient-based methods) (Kleywegt and Shapiro, 2001)
- meta-models, such as response surface (Fu, 2001), artificial neural networks (Choy et al., 2003) and fuzzy systems (Giannoccaro et al., 2003)
- random search-based methods (Vergara et al., 2002).

Among the many methods proposed in the recent literature, it can be cited: branch-and-bound (Dakin, 1965), cut-plane (Miller, 1999), approximation methods (Li, 1992), tabu search (Glover and Laguna, 1997), scatter search (Lourenço, 2001) and simulated annealing (Baydar, 2002). Regarding EAs, GAs have been the most popular for supply chain optimisation problems. See, for instance, Disney et al. (2000), Zhou et al. (2002), Lee et al. (2002), Vergara et al. (2002), Jeong et al. (2002), Ding et al. (2003), Smirnov et al. (2004) and Torabi et al. (2005).

3 Methodology

3.1 Scope of the problem

The supply chain analysed in this work was based on the model proposed by Mak and Wong (1995). A simplified block diagram of this supply chain is presented in Figure 1.

The diagram of Figure 1 consists of three different sectors serially arranged, and includes suppliers, a manufacturer and retailers. Suppliers deliver raw materials to manufacturers, who, in turn, produce goods. Both raw materials and final products are stored in manufacturer’s warehouses. Products are further transported to retailers in different regions. The mathematical model that describes such system can be conceived in a simplified manner, for the purpose of comparing the heuristic optimisation algorithms. The model is evaluated by an objective function to be minimised subject to a set of constraints. The objective function shown in equation (1) comprises costs of storage, manufacturing, transportation and shortage of products:

\[
eval(x) = C_{\text{storage}} + C_{\text{manufact}} + C_{\text{transport}} + C_{\text{shortage}}
\]

such that

\[
C_{\text{storage}} = \sum_{r=1}^{R} \sum_{p=1}^{P} \sum_{i=1}^{I_i} H^s_r \cdot K_{rpi} + \sum_{r=1}^{R} \sum_{p=1}^{P} \sum_{i=1}^{I_i} H^p_r \cdot P_{rpi} + \sum_{m=1}^{M} \sum_{i=1}^{I_i} H^m_m \cdot I_{mi}
\]

\[
C_{\text{manufact}} = \sum_{r=1}^{R} \sum_{p=1}^{P} C_p \left[ J_{p,r+1} + \sum_{r=1}^{R} Z_{rpi} - J_{p,i} \right]
\]

\[
C_{\text{transport}} = \sum_{r=1}^{R} \sum_{p=1}^{P} \sum_{i=1}^{I_i} C^d_r \cdot Z_{rpi} + \sum_{m=1}^{M} \sum_{i=1}^{I_i} C^m_m \left[ I_{mi} + \sum_{p=1}^{P} \theta_{np} \left[ J_{p,i+1} + \sum_{r=1}^{R} Z_{rpi} - J_{p,i} \right] - I_{mi} \right]
\]

\[
C_{\text{shortage}} = \sum_{r=1}^{R} \sum_{p=1}^{P} \sum_{i=1}^{I_i} C^s_r \left[ D_{rpi} - (K_{rpi} + Z_{rpi} - K_{rpi+1}) \right]
\]

subject to the following constraints:

\[
K_{rpi} + Z_{rpi} - K_{rpi+1} \geq 0
\]

\[
K_{rpi} + Z_{rpi} - K_{rpi+1} \leq D_{rpi}
\]

\[
J_{p,r+1} + \sum_{r=1}^{R} Z_{rpi} - J_{p,i} \geq 0
\]

\[
\sum_{p=1}^{P} B_p \left[ J_{p,r+1} + \sum_{r=1}^{R} Z_{rpi} - J_{p,i} \right] \leq \beta_i
\]

\[
\sum_{p=1}^{P} W^p_r Z_{rpi} \leq \omega_r
\]

\[
I_{mi} + \sum_{p=1}^{P} \theta_{np} \left[ J_{p,i+1} + \sum_{r=1}^{R} Z_{rpi} - J_{p,i} \right] - I_{mi} \geq 0
\]

\[
\sum_{m=1}^{M} W^M_m \left[ I_{mi} + \sum_{p=1}^{P} \theta_{np} \left[ J_{p,i+1} + \sum_{r=1}^{R} Z_{rpi} - J_{p,i} \right] - I_{mi} \right] \leq \alpha^M
\]

where

\[B_p: \text{ Process time necessary to manufacture each unity of the } p\text{th product}\]

\[\beta_i: \text{ Total capable time for manufacturing at the } r\text{th period}\]
The approach adopted for this case study was formulated like an integer programming problem, in which the decision variables that compose vector $x$, to be optimised by the EAs, are:

- $C^d_p$: Cost of delivering one unity of the $p$th product from the manufacturer to the $r$th retailer
- $C^m_m$: Cost of delivering one unity of the $m$th raw material from the supplier to the manufacturer
- $C^s_p$: Cost of manufacturing each unity of the $p$th product
- $C^s_p$: Cost of shortage of each unity of the $p$th product from the manufacturer to the $r$th retailer
- $D_{rip}$: Demand of the $p$th product from the manufacturer to the $r$th retailer in the $t$th period
- $H^m_m$: Storage cost for each unity of the $m$th raw material kept in the inlet stock of the manufacturer
- $H^p_p$: Storage cost for each unity of the $p$th product kept in the outlet stock of the manufacturer
- $H^r_r$: Storage cost for each unity of the $p$th product kept in the $r$th retailer
- $I_{mri}$: Amount of the $m$th raw material stored kept in the inlet stock of the manufacturer, at the beginning of the $t$th period
- $J_{pt}$: Amount of the $p$th product stored in the manufacturing sector, at the beginning of the $t$th period
- $K_{rpt}$: Amount of the $p$th product stored in the $r$th retailer, at the beginning of the $t$th period
- $W^m_m$: Weight of each unity of the $m$th raw material
- $W^p_p$: Weight of each unity of the $p$th product
- $\omega^r_r$: Load limit for transporting materials from supplier to manufacturer at the $t$th period
- $\omega^p_p$: Load limit for transporting products from manufacturer to retailers at the $t$th period
- $Z^m_m$: Amount of the $m$th raw material necessary to produce each unity of the $p$th product
- $\theta^m_m$: Amount of the $m$th raw material to be kept in the inlet stock of the manufacturer, at the beginning of the $t$th period

The objective function (equation (1)) minimises the sum of the costs relative to storage, manufacture, transport, and product shortage. Equations (2)–(5) define the composition of the costs relative to storage ($C_{storage}$), manufacture ($C_{manufact}$), transport ($C_{transport}$) and product shortage ($C_{shortage}$), respectively. Equations (6) and (8) impose that both sales and production must be positive. In the same way, in equation (11) imposes that the amount of raw material sent from suppliers to manufacturer must be also positive. Equation (7) limits sales up to the demand of the product, for each period and retailer. Equation (9) limits the production capacity to a given value. Equations (10) and (12) limit, respectively, the total weight of the transported products and raw materials.

$$ I_{mri} (m = 1, 2, \ldots, M; \ t = 1, 2, \ldots, T) $$
$$ J_{pt} (p = 1, 2, \ldots, P; \ t = 1, 2, \ldots, T) $$
$$ K_{rpt} (r = 1, 2, \ldots, R; \ p = 1, 2, \ldots, P; \ t = 1, 2, \ldots, T) $$
$$ Z_{rpt} (r = 1, 2, \ldots, R; \ p = 1, 2, \ldots, P; \ t = 1, 2, \ldots, T) $$

where $I_{mri}, J_{pt}, K_{rpt}, Z_{rpt} \geq 0$.

### 3.2 Constraint handling

When applying EAs to the optimisation of a supply chain, a key issue is how constraints related to the problem are handled by algorithm. During the last decades, several methods have been proposed for constraint handling in EAs, and they can be grouped into four categories: methods that preserve solutions feasibility, penalty-based methods, methods that clearly distinguish between feasible and unfeasible solutions and hybrid methods.

When EAs are used for constrained optimisation problems, it is usual to handle constraints using the concept of penalty functions (that penalise unfeasible solutions). That is, it is tried to solve an unconstrained problem in the search space $\mathcal{S}$ using a modified fitness function such as:

$$ \text{eval}(x) = \begin{cases} f(x), & \text{if } x \in F \\ f(x) + \text{penalty}(x), & \text{otherwise} \end{cases} \quad (13) $$

where penalty$(x)$ is zero if no constraint is violated, and it is positive otherwise. Usually, the penalty function is based on a distance measure to the nearest solution in the feasible region $F$ or on the effort to repair the solution. Therefore, equation (14) shows how the fitness function is primarily defined as a maximisation problem.

$$ \text{fitness} = \frac{1}{1 + \text{eval}(x)} \quad (14) $$

where $x$ is the set of decision variables to the supply chain problem, that is, $I_{mri}, J_{pt}, K_{rpt}, Z_{rpt}$.

The methodology proposed for constraint handling is divided in two steps. The first step aims at finding solutions for the decision variables that lie within user-defined upper ($\text{lim}_{\text{upper}}$) and lower ($\text{lim}_{\text{lower}}$) bounds, that is, $x \in [\text{lim}_{\text{lower}}, \text{lim}_{\text{upper}}]$. Whenever a lower bound or an upper bound restriction is not satisfied, a repair rule is applied, according to equations (15) and (16), respectively:

$$ x_i = x_i + w \cdot \text{rand}[0, 1] \cdot [(\text{lim}_{\text{upper}}(x_i)) - \text{lim}_{\text{lower}}(x_i)] \quad (15) $$
$$ x_i = x_i - w \cdot \text{rand}[0, 1] \cdot [(\text{lim}_{\text{upper}}(x_i)) - \text{lim}_{\text{lower}}(x_i)] \quad (16) $$

where $w \in [0, 1]$ is a user-defined parameter and $\text{rand}[0, 1]$ is an uniformly distributed random value between 0 and 1.

In the second step decision variables are considered inequalities ($g_i(x) \leq 0$). In this work we maximise the fitness function defined in equation (14), and thus equation (13) is rewritten as:

$$ \text{fitness} = \frac{1}{1 + \text{eval}(x)} \quad (14) $$
where \( q \) is a positive constant (arbitrarily set to 500,000) and \( r \) is the number of constraints \( g_i(x) \) that were not satisfied.

## 4 Evolutionary Algorithms (EAs)

EAs are general-purpose methods for optimisation, belonging to a class of meta-heuristics inspired by the evolution of living beings and genetics. EAs usually do not require deep mathematical knowledge of the problem but do not guarantee the optimal solution in a finite time. However, they are useful for large scale optimisation problems, dealing efficiently with huge and irregular search spaces. EAs use a population of structures (individuals), where each one is a candidate solution for the optimisation problem. Since they are population-based methods, they do a parallel search of the space of possible solutions, and are less susceptible to local minima. Therefore, EAs are suited for solving a broad range of complex problems, characterised by discontinuity, non-linearity and multivariability. The usefulness of a given solution is obtained from the environment by means of a fitness function. The population of solutions evolves throughout generations, based on probabilistic transitions and using cooperation and auto-adaptation of individuals.

There are many variants of EAs, but the main differences rely on: how individuals are represented, the genetic operators that modify individuals (especially mutation and crossover), and the selection procedure. Most current approaches of EAs descend from principles of four main methodologies: GA, EP, ES and DE.

### 4.1 Genetic Algorithm (GA)

GAs were invented by Holland (1975) and they are the most widely used EA. A GA is a stochastic method for optimisation that employs a population of individuals (candidate solutions) that evolve throughout generations. Individuals undergo a selection procedure that embodies the principle of the survival of the fittest. Selected individuals (ancestors) generate descendents by means of the application of genetic operators, usually crossover and mutation. The basic GA includes the following steps (Goldberg, 1989):

1. Create the initial population with \( N_{\text{ind}} \) individuals. Each individual is encoded as a vector \( x_i \in \{0, 1\}^n \) (canonical representation) or \( x_i \in \mathbb{R}^n \) (real representation). Vectors are randomly initiated, according to a uniform distribution.
2. Evaluate each solution \( x_i \), \( i = 1, \ldots, N_{\text{ind}} \) according to its utility to the problem in hand, using a fitness function.
3. Select the most fitted individuals using a selection strategy.
4. Apply crossover and/or mutation to the selected pool of individuals so as to generate a new population.
5. Repeat steps (ii)–(iv) until a stopping criterion is met.

Crossover is responsible for exchanging genetic material between individuals, creating new ones. It accomplishes a local search in the surroundings of the ancestors’ positions in the search space. Mutation randomly changes particular positions of an individual, and it is aimed at recovering lost genetic material and globally exploring the search space.

The main control parameters of a GA are: population size, structure and length of an individual, crossover and mutation probabilities and selection procedure. In general, there is no recipe to set those parameters for a given problem, and then they are set empirically.

### 4.2 Evolution Strategies (ES)

ESs were first developed to solve engineering optimisation problems. Rechenberg (1973) and Schwefel (1975) proposed the original ES. It uses a mutation operator that produces a single descendent from a given ancestor, therefore, denominated ES – \((1 + 1)\). This ES was progressively generalised to ES – \((\mu + \lambda)\), that is, several ancestors \((\mu > 1)\) and descendents \((\lambda > 1)\) every generation. According to the selection mechanism, ESs can be either ‘plus strategy’ – ES – \((\mu + \lambda)\), or ‘comma strategy’ – ES – \((\mu, \lambda)\). In the first strategy, \(\mu\) ancestors generate \(\lambda\) descendents and then both ancestors and descendents compete together for survival. In the second strategy, \(\lambda\) descendents compete to survive and ancestors are fully substituted every generation.

Individuals are directly represented by real-valued vectors \((x_i, \sigma_i)\), \(x_i, \sigma_i \in \mathbb{R}^n\). As usual, the initial population is randomly created, but both parameters and corresponding standard deviations are kept within user-defined ranges. Mutation operates over each element \(x_i\) by adding random numbers with normal distribution, zero mean and variance \(\sigma_i^2\), denoted \(N(0, \sigma_i^2)\). A new solution vector \((x'_i, \sigma'_i)\) is then created by using an updating rule with lognormal distribution, such that (Bäck, 1996):

\[
x'_i(t) = x_i(t) + \sigma_i N(0, 1), \quad i = 1, \ldots, N_{\text{ind}}
\]

\[
\sigma'_i(t) = \sigma_i(t) \cdot \exp[\tau \cdot N(0, 1) + \tau \cdot N(0, 1)], \quad i = 1, \ldots, N_{\text{ind}}
\]

where \(N_{\text{ind}}\) is the number of individuals of the population; \(N(0, 1)\) is the Gaussian distribution for each component \(i\). Mutation of \(\sigma_i\) is based on a global search factor \(\tau \cdot N(0, 1)\) and a local search factor \(\tau N(0, 1)\). In the case of global search, only one value \(N(0, 1)\) is generated and used by all \(\sigma'_i\) of the current generation. In the case of local search, \(N'_i(0, 1)\), a new value is generated for every individual,
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with normal distribution, zero mean and variance \( \sigma_n^2 \). These factors are defined by the following equations:

\[
\tau = \frac{1}{\sqrt{2\sqrt{np}}} \tag{20}
\]

\[
\tau' = \frac{1}{\sqrt{2 \times np}} \tag{21}
\]

where \( np \) is the number of dimensions of the function to be optimised. Crossover operator, when used, is similar to those used in GAs with floating point representation.

4.3 Evolutionary Programming (EP)

Fogel and colleagues develop EP in the 1960s (Fogel et al., 1966), focusing the evolution of finite state machines. Similar to the other EAs presented previously, EP also uses the same evolutionary concepts. EP is closer to ES than to GA, since it simulates evolution, emphasising more the phenotypical (comportmental) relationship between populations than the genotypical (ancestors and descendents) relationship. Selection in EP is typically probabilistic. Mutation in EP uses the Gaussian distribution, while in ES it has lognormal distribution. Individuals in EP are represented in the same way as in ES: real-valued vectors (\( x_i, \sigma_i \)), where \( x_i, \sigma_i \in \mathbb{R}^n \), and \( i = 1, \ldots, N_{ind} \). Optimisation using EP is accomplished by the following steps (Fogel, 1994):

i. Create the initial population with \( N_{ind} \) individuals using uniformly distributed random numbers within previously defined ranges.

ii. Compute the fitness for each individual.

iii. Generate a single descendant (\( x'_i, \sigma'_i \)), from each ancestor \( (x_i, \sigma_i) \), according to the following equations:

\[
x'_i(t) = x_i(t) + \sigma'_i N(0, 1), \quad i = 1, \ldots, N_{ind} \tag{22}
\]

\[
\sigma'_{ii}(t) = \sigma_{ii}(t) + \alpha \sigma_{ii} N(0, 1), \quad i = 1, \ldots, N_{ind} \tag{23}
\]

where \( \alpha \) is a scale factor, \( x_i(t), x'_i(t), \sigma_i(t), \sigma'_i(t) \) denote the \( i \)th component of vectors \( x_i, x'_i, \sigma_i, \sigma'_i \), respectively. Term \( N(0, 1) \) is a Gaussian distribution with zero mean and standard deviation 1.

iv. Evaluate each descendant \( x'_i \) using a fitness function.

v. Compare all solutions \( x_i \) and \( x'_i \). For each solution to be selected, \( k \) opponents are selected at random, and the best of the tournament wins. The individuals of the solution vectors \( x_i \) and \( x'_i \) that have won many times in the tournaments are finally selected to be ancestors in the next generation.

vi. Apply mutation to ancestors so as to generate a new population of descendents.

vii. Repeat Steps (ii)–(vi) until a stopping criterion is met.

4.4 Differential Evolution (DE)

Storn and Price (1995) first introduced the DE algorithm few years ago. The DE was successfully applied by Storn (1997) to the optimisation of some well-known non-linear, non-differentiable and non-convex functions. DE is an approach for the treatment of real-valued optimisation problems. DE combines simple arithmetic operators with the classical operators of crossover, mutation and selection to evolve a randomly generated starting population to a final solution.

DE is similar to a \((\mu, \lambda)\) ES, but in DE the mutation is not done via some separately defined probability density function. Also, DE uses of a population-derived noise to adapt the mutation rate of the evolution process. DE is simple to implement and offers a reasonable speed of operation.

The different variants of DE are classified using the following notation: DE/\( \alpha/\beta/\delta \), where \( \alpha \) indicates the method for selecting the parent chromosome that will form the base of the mutated vector, \( \beta \) indicates the number of difference vectors used to perturb the base chromosome, and \( \delta \) indicates the crossover mechanism used to create the child population. A bin acronym indicates that crossover is controlled by a series of independent binomial experiments. In this work, the variant of DE called DE/rand/1/bin is adopted.

DE, at each time step, mutates vectors by adding weighted, random vector differentials to them. If the cost of the trial vector is better than that of the target, the target vector is replaced by trial vector in the next generation. The variant implemented in this paper was the DE/rand/1/bin and it is given by the following steps (Storn, 1997):

i. Initialise a population of \( N_{ind} \) individuals (solution vectors) with random values generated according to a uniform probability distribution in the \( n \) dimensional problem space.

ii. For each individual, evaluate its fitness value.

iii. Mutate individuals in according to equation:

\[
z_i(t + 1) = x_{\omega i}(t) + f_{\omega i} [x_{\omega i}(t) - x_{\omega i}(t)]
\]

where \( z_i(t) = [z_{i1}(t), z_{i2}(t), \ldots, z_{in}(t)] \) stands for the position of the \( i \)th individual of a mutant vector; \( r_1, r_2 \) and \( r_3 \) are mutually different integers and also different from the running index, \( i \), randomly
Following the mutation operation, crossover is applied in the population. For each mutant vector, \(z_i(t+1)\), an index \(rnbr(i)\) \(\in\{1, 2, \ldots, N_{ind}\}\) is randomly chosen, and a trial vector, \(u_i(t+1) = [u_{i_1}(t+1), u_{i_2}(t+1), \ldots, u_{i_n}(t+1)]\), is generated with

\[
u_{i_j}(t+1) = \begin{cases} \frac{z_{i_j}(t+1)}{1 - CR} & \text{if } (\text{rand}(j) \leq CR) \text{ or } (j = \text{rand}(i)), \\ x_{i_j}(t) & \text{if } (\text{rand}(j) > CR) \text{ or } (j \neq \text{rand}(i)). \end{cases}
\]

(25)

To decide whether or not the trial vector \(u_i(t+1)\) should be a member of the next generation’s population, it is compared to its corresponding target vector \(x_i(t)\). Thus, if \(F_c\) denotes the objective function under minimisation, then

\[
x_i(t+1) = \begin{cases} u_{i_j}(t+1) & \text{if } F_c(u_i(t+1)) < F_c(x_i(t)), \\ x_{i_j}(t) & \text{otherwise.} \end{cases}
\]

(26)

Loop to Step (ii) until a stopping criterion is met, usually a maximum number of iterations (generations).

In the above equations, \(i = 1, 2, \ldots, N_{ind}\) is the individual’s index of population; \(j = 1, 2, \ldots, n\) is the position in \(n\) dimensional individual; \(t\) is the time (generation); \(x_{i_j}(t) = [x_{i_1}(t), x_{i_2}(t), \ldots, x_{i_n}(t)]^T\) stands for the position of the \(j\)th individual of population of \(N\) real-valued \(n\)-dimensional vectors; \(\text{rand}(i)\) is the \(i\)th evaluation of a uniform random number generation with \([0, 1]\); \(CR\) is a crossover rate in the range \([0, 1]\); and \(F_c\) is the evaluation of cost function. Usually, the performance of a DE algorithm depends on three variables: the population size \(N\), the mutation factor \(f_m\), and the crossover rate \(CR\).

## 5 Results

The optimisation was based on the following assumptions: all stocks (raw materials and products) are initially empty and there are \(M = 3\) raw materials, \(P = 2\) products, \(R = 3\) retailers and \(T = 3\) periods. The same parameters of this simplified supply chain problem referred by Mak and Wong (1995) were optimised in this work, as follows:

- products demands \(D_{p,j}\) at each period are forecasted as:
  \[D_{111} = 80; \quad D_{112} = 60; \quad D_{113} = 70;\]
  \[D_{121} = 50; \quad D_{122} = 50; \quad D_{123} = 55;\]
  \[D_{211} = 60; \quad D_{212} = 75; \quad D_{213} = 65;\]
  \[D_{221} = 45; \quad D_{222} = 65; \quad D_{223} = 85;\]
  \[D_{311} = 80; \quad D_{312} = 70; \quad D_{313} = 90;\]
  \[D_{321} = 50; \quad D_{322} = 70; \quad D_{323} = 40;\]
- machine processing time, \(B_p\):
  \((B_1, B_2) = (1, 1)\)
- allotted time for manufacturing, \(B_t\):
  \((B_1, B_2, B_3) = (800, 800, 800)\)
- transportation cost from manufacturer to retailers, \(C_{m,R}\):
  \((C_{11}^M, C_{12}^M, C_{21}^M, C_{22}^M, C_{31}^M, C_{32}^M) = (1, 1, 4, 4, 2, 2)\)
- transportation cost from supplier to manufacturer, \(C_{m,S}\):
  \((C_{11}^M, C_{12}^M, C_{21}^M, C_{22}^M, C_{31}^M, C_{32}^M) = (0.3, 0.3, 0.2)\)
- manufacture cost, \(C_p\):
  \((C_{11}^P, C_{12}^P) = (20, 15)\)
- shortage cost, \(C_s\):
  \((C_{11}^S, C_{12}^S, C_{21}^S, C_{22}^S, C_{31}^S, C_{32}^S) = (1000, 500, 1800, 1000, 1000, 1000)\)
- storage cost in the inlet stock, \(H_{m,s}\):
  \((H_{11}^M, H_{21}^M, H_{31}^M) = (5, 8, 6)\)
- storage cost in the outlet stock, \(H_{p,s}\):
  \((H_{11}^P, H_{21}^P) = (4, 3)\)
- storage cost of products in the retailers, \(H_{R,p}\):
  \((H_{11}^R, H_{12}^R, H_{21}^R, H_{22}^R, H_{31}^R, H_{32}^R) = (8, 4, 12, 8, 8, 8)\)
- raw material weight, \(W_{m}\):
  \((W_{11}^M, W_{21}^M, W_{31}^M) = (3, 2, 2)\)
- product weight, \(W_{p}\):
  \((W_{11}^P, W_{21}^P) = (7, 13)\)
- load limit from supplier to manufacturer, \(\alpha_{m}\):
  \((\alpha_{11}^M, \alpha_{12}^M, \alpha_{21}^M) = (5000, 5000, 5000)\)
- load limit from manufacturer to retailers, \(\alpha_{m}\):
  \((\alpha_{11}^P, \alpha_{12}^P, \alpha_{21}^P) = (3000, 3000, 3000)\)
- amount of raw material used in products, \(\theta_{m,p}\):
  \((\theta_{11}, \theta_{12}, \theta_{21}, \theta_{22}, \theta_{31}, \theta_{32}) = (1, 3, 2, 1, 1, 2)\).

For each of the previously described EA, a total of 50 experiments were done, using the parameters before mentioned and different initial random seeds. For all EAs, individuals are composed by the decision variables \(I_{m}, J_{p,t}, K_{p,t}, Z_{p,t}\), which are rounded to the nearest integer, when computing the function eval()\(x\). Variables were allowed to span within the following ranges: \(0 \leq I_{m} \leq 20, 0 \leq J_{p,t} \leq 20, 0 \leq K_{p,t} \leq 30\) and \(0 \leq Z_{p,t} \leq 120\).

It is assumed that the four EAs were run under the same set up. A total of 150,000 fitness evaluations (30 individuals; 5,000 generations) was done by each EA,
every run. Other particular parameters used in the standard EAs were fixed empirically as follows:

- **GA**: representation of individuals by binary strings, roulette wheel selection with elitism, and crossover and mutation probabilities: 0.80 and 0.10, respectively
- **ES**: representation of individuals by real vectors, ES-($\mu + \lambda$) with five ancestors that generate 25 descendents
- **EP**: representation of individuals by real vectors, selection by tournament, $\alpha = 0.01$
- **DE**: DE/rand/1/bin with $CR = 0.8$ and $f_m = 0.4$

Table 1 summarises results obtained by the EAs implemented in this work, and those available in the literature, for the optimisation of the supply chain.

Table 1 shows that the best results were obtained using DE. GA, followed by ES and EP presented interesting results, but they still have to be improved. An important remark is that all EAs implemented in this work used the penalty-based method for constraint handling. In contrast, Mak and Wong (1995) used a method that preserves feasibility of solutions by simply discarding unfeasible solutions generated during its GA evolution, at the expense of an extra computational overhead in the generation of populations.

Table 1 Results for the optimisation of the supply chain using different optimisation methods

<table>
<thead>
<tr>
<th>eval(x)</th>
<th>Best</th>
<th>Worst</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA (Mak and Wong, 1995)</td>
<td>115,495.00</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Branch and bound (Mak and Wong, 1995)</td>
<td>113,584.00</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>GA</td>
<td>117,154.70</td>
<td>128,012.60</td>
<td>123,024.70</td>
<td>4,913.03</td>
</tr>
<tr>
<td>ES</td>
<td>118,203.90</td>
<td>139,224.70</td>
<td>121,271.60</td>
<td>6,021.14</td>
</tr>
<tr>
<td>EP</td>
<td>118,482.70</td>
<td>161,287.90</td>
<td>123,203.70</td>
<td>7,012.52</td>
</tr>
<tr>
<td>DE</td>
<td>98,368.90</td>
<td>106,092.90</td>
<td>102,861.70</td>
<td>3,381.05</td>
</tr>
</tbody>
</table>

All algorithms were implemented using Matlab 5.2. In particular, DE needed 858.87 seconds, in average, to run in a PC-compatible with AMD Athlon 1.0 GHz processor and 128 MB RAM. The best solution found, with eval($x$) = 98368.90, corresponded to the following values for the decision variables: all $I_{ar}$ and $J_{pt}$ equal to 0, except:

$I_{11} = I_{21} = I_{31} = 5; J_{11} = J_{21} = 5$

(the remaining all $I_{ar}$ and $J_{pt}$ were 0)

$K_{111} = 5; K_{112} = 4; K_{113} = 2; K_{121} = 5; K_{122} = 0; K_{123} = 0; K_{211} = 5; K_{212} = 3; K_{213} = 4; K_{221} = 5; K_{222} = 21; K_{223} = 1; K_{311} = 5; K_{312} = 2; K_{313} = 0; K_{321} = 5; K_{322} = 0; K_{323} = 5; Z_{111} = 79; Z_{112} = 58; Z_{113} = 68; Z_{121} = 9; Z_{122} = 2; Z_{123} = 0; Z_{211} = 58; Z_{212} = 76; Z_{213} = 61; Z_{221} = 61; Z_{222} = 45; Z_{223} = 78; Z_{311} = 77; Z_{312} = 68; Z_{313} = 89; Z_{321} = 45; Z_{322} = 75; Z_{323} = 35.$

6 Conclusions and future work

This paper presented a comparative study of EAs for the optimisation of a supply chain. The supply chain was modelled as a mixed-integer programming problem, encompassing the optimisation of costs related to stocking, manufacturing, transportation and shortage. The simplified supply chain had with three raw materials, two products, three retailers and three planning periods.

In this paper, the results obtained by four EAs are presented. According to the data used in this work, it is important to notice that storage costs are very relevant. This is an attempt to reconcile two conflicting objectives: forecasted demand and low operational costs.

In general, EAs are relatively simple, easy to implement and easy to use. In our experiments, the best result was obtained using DE optimisation. In this solution, not all forecasted demands are attended, such as that of product 2 to the retailer 1, in the three periods considered. Even so, DE obtained a better solution than those published in previous work. It is important to note that no serious attempt was done to optimise the running parameters of the EAs used. It is fair to expect that another set of parameters (for any of the EA) could lead to better results than those reported in our experiments. The search for optimised parameters of the EAs (especially for the DE algorithm) is left for future work.

A deeper analysis of results revealed that EAs have focused on the parameters that led to small costs and, in general, priority was given to meet the demand for product 1 to retailers 1 and 2, and products 1 and 2 to retailers 3 (see the best result found). This result confirms that it is not always necessary to meet all demands of the market. As a consequence, it is often the case that companies obtain poor results after satisfying large customer demand.

Notice that the storage cost of raw material in the manufacturer is larger than the storage cost of final products. This fact has small impact on the results, but this situation is noticeably different from the real world where the opposite is usually found.

Finally, as a result of the anticipated knowledge of customer demand, in some situations optimisation based on EAs can forecast the delivery of products. That is, more products than necessary were delivered in the current
period, and the surplus were set aside for the next one. Again, storage costs are minimal when compared to the shortage costs.

The EAs are capable of optimising integer, discrete and continuous variables and capable of handling nonlinear objective functions in the investigation of other optimisation problems in decision support systems, transportation and logistics environment, such as integrated production and distribution planning in supply chain, warehousing, and transportation.

Future work will include the hybridisation of the EAs, by using a local search technique, such as branch-and-bound or 2-opt. Hybrid approaches, combining of the efficient global search of EAs and the effectiveness of deterministic local search, has proved to be useful for hard combinatorial problems (see, for instance, Lopes and Coelho, 2005). Possibly, it will give good results for real-world problems of supply chain optimisation.
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