Using support vector machines for long-term discharge prediction
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Abstract Accurate time- and site-specific forecasts of streamflow and reservoir inflow are important in effective hydropower reservoir management and scheduling. Traditionally, autoregressive moving-average (ARMA) models have been used in modelling water resource time series as a standard representation of stochastic time series. Recently, artificial neural network (ANN) approaches have been proven to be efficient when applied to hydrological prediction. In this paper, the support vector machine (SVM) is presented as a promising method for hydrological prediction. Over-fitting and local optimal solution are unlikely to occur with SVM, which implements the structural risk minimization principle rather than the empirical risk minimization principle. In order to identify appropriate parameters of the SVM prediction model, a shuffled complex evolution algorithm is performed through exponential transformation. The SVM prediction model is tested using the long-term observations of discharges of monthly river flow discharges in the Manwan Hydropower Scheme. Through the comparison of its performance with those of the ARMA and ANN models, it is demonstrated that SVM is a very potential candidate for the prediction of long-term discharges.
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INTRODUCTION

Long-term discharge prediction results can be widely used in such areas as environmental protection, flood prevention, drought protection, reservoir control and water resources distribution. This may have significant economic value in decision control of reservoirs and hydropower stations. In the past few decades, a wide range of hydrological models has been proposed for this purpose. Conventionally, factor analysis and hydrological analysis methods, such as the historical evolution method, time series analysis, multiple linear regression method and so forth, are used to forecast the long-term discharges. Nowadays, time series analysis and the multiple linear regression
method are the two most commonly used methods. Time series analysis is based on the
decomposition of various factors into trend and cycle. Since the 1970s, autoregressive
moving-average models (Box & Jenkins, 1976) have also been widely used. Since the
1990s, artificial neural networks (ANN) (ASCE Task Committee, 2000a,b), which are
based on the architecture of the brain and nervous system, were gradually used in
hydrological prediction (cf. Dawson & Wilby, 1998; See & Openshaw, 2000; Hu et
al., 2001, 2005; Campolo et al., 2003; Cigizoglu, 2003; Wilby et al., 2003; Giustolisi
& Laucelli, 2005; Sy, 2006). In this paper, an attempt is made to examine any possible
improvement in forecasting accuracy by employing the support vector machine (SVM)
model (Vapnik et al., 1997).

The support vector machine implements the structural risk minimization principle
(SRM) rather than the empirical risk minimization principle implemented by most
traditional ANN models. The most important concept of SRM is minimizing an upper
bound to the generalization error instead of minimizing the training error. Based on
this principle, the SVM achieves an optimum network structure. In addition, SVM is
equivalent to solving a linear constrained quadratic programming problem so that the
solution of the SVM is always unique and globally optimal. Originally, SVMs have
been successfully applied to pattern recognition problems (Burges, 1998; Hsu et al.,
2003). However, along with the introduction of Vapnik’s ε insensitive loss function,
SVMs have been extended to solve nonlinear regression estimation (Gunn, 1998; Smola
& Schölkopf, 2004) and time series forecasting (Thissen et al., 2003). It is useful to note
that the SVM is finding its way into the water sector (Liong & Sivapragasm, 2002; Bray
& Han, 2004; Asefa et al., 2004) and a combination of SVM and evolutionary algorithm
called EC-SVM has also been attempted recently (Yu et al., 2004). In the latter study,
a shuffled complex evolution (SCE-UA) algorithm (Duan et al., 1992, 1993, 1994)
was used to search phase space parameters (the time delay embedding dimension) and
three SVM parameters. The authors utilized the decomposition method to model two
daily runoff time series of the Tryggevælde catchment and the Mississippi River in the
phase space compared with the conventional approach and the recently introduced
inverse approach. In this paper, a SVM combined with the SCE-UA algorithm is
applied to the raw monthly river flow series in Manwan Hydropower Scheme in
comparison with the ARMA and ANN models. And the SCE-UA algorithm is only
performed to identify the SVM parameters through some exponential transformation.

SUPPORT VECTOR MACHINES FOR REGRESSION (SVR)

Assume that the training data set is given as:
\[
\{(x_1, y_1), (x_2, y_2), ..., (x_n, y_n)\} \subset \mathbb{R}^n \times \mathbb{R}
\]  

The following function is estimated in SVM for linear regression (SVR):
\[
f(x) = \langle w, x \rangle + b, \quad w, x \in \mathbb{R}^n, \quad b \in \mathbb{R}
\]  

by minimizing the so-called regularized risk functional (Vapnik, 1998):
\[
\frac{1}{2} \|w\|^2 + C \cdot R_{emp}[f]
\]  

\[\text{(3)}\]
The first term $\frac{1}{2}\|w\|^2$ is called the regularized term. Minimizing $\frac{1}{2}\|w\|^2$ will make a function as flat as possible, thus playing the role of controlling the function capacity. The second term $R_{\text{emp}}[f]$ is the empirical error measured by the loss function, and $C$ is called the regularization constant which determines tolerated deviations from the loss function. Here, the $\varepsilon$-insensitive loss function is used:

$$L_i(y_i, f(x_i)) = \max\{0, |y_i - f(x_i)| - \varepsilon\}$$

(4)

This defines an $\varepsilon$ tube (Fig. 1), so that if the predicted value is within the tube the loss is zero, while if the predicted point is outside the tube, the loss is the magnitude of the difference between the predicted value and the radius $\varepsilon$ of the tube. Assume that there is a function $f$ that approximates training data $X$ with precision $\varepsilon$. In this case, it is assumed that the problem is feasible. In the case of infeasibility, one can introduce slack variables $\xi_i, \xi_i^*$ to cope with infeasible constraints of the optimization problem.

Then the above problem can be formalized as:

$$\begin{align*}
\min & \quad \frac{1}{2}\|w\|^2 + C \sum_{i=1}^{l} (\xi_i + \xi_i^*) \\
\text{subject to} & \quad \begin{cases}
    y_i - <w,x_i> - b \leq \varepsilon + \xi_i \\
    <w,x_i> + b - y_i \leq \varepsilon + \xi_i^* \\
    \xi_i, \xi_i^* \geq 0
    \end{cases}
\end{align*}$$

(5)

(6)

The key idea is to construct a Lagrange function (also called Lagrangian) from the objective function and the corresponding constraints, by introducing a dual set of variables. It can be shown that this function has a saddle point with respect to the primal and dual variables at the solution:

$$L = \frac{1}{2}\|w\|^2 + C \sum_{i=1}^{l} (\xi_i + \xi_i^*) - \sum_{i=1}^{l} (\eta_i \xi_i + \eta_i^* \xi_i^*) - \sum_{i=1}^{l} \alpha_i (\varepsilon + \xi_i - y_i + <w,x_i> + b)$$

$$- \sum_{i=1}^{l} \alpha_i^* (\varepsilon + \xi_i^* - y_i + <w,x_i> + b)$$

(7)
Here \( L \) is the Lagrangian and \( \eta_i, \eta_i^*, \alpha_i, \alpha_i^* \) are Lagrange multipliers. Hence the dual variables in equation (7) have to satisfy the positive constraints:

\[
\eta_i, \eta_i^*, \alpha_i, \alpha_i^* \geq 0
\]  

(8)

The above problem can be converted into a dual problem where the task is to optimize the Lagrange multipliers, \( \alpha_i \) and \( \alpha_i^* \). The dual problem contains a quadratic objective function of \( \alpha_i \) and \( \alpha_i^* \) with one linear constraint:

\[
\max W(\alpha_i, \alpha_i^*) = -\frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} (\alpha_i - \alpha_i^*)(\alpha_j - \alpha_j^*) - \varepsilon \sum_{i=1}^{l} (\alpha_i - \alpha_i^*) + \sum_{i=1}^{l} y_i (\alpha_i - \alpha_i^*)
\]  

(9)

subject to:

\[
\sum_{i=0}^{l} (\alpha_i - \alpha_i^*) = 0 \text{ and } \alpha_i, \alpha_i^* \in [0, C]
\]  

(10)

By some manipulations with Lagrange multiplier and dual optimization, one obtains:

\[
w = \sum_{i=1}^{l} (\alpha_i - \alpha_i^*) x_i
\]  

(11)

thus

\[
f(x) = \sum_{i=1}^{l} (\alpha_i - \alpha_i^*) < x_i, x > + b
\]  

(12)

The above approach describes how linear regression can be performed. However, in cases where nonlinear functions should be optimized, this approach has to be extended. This is performed by replacing \( x_i \) with a mapping into the feature space, \( \varphi(x_i) \), which linearizes the relationship between \( x_i \) and \( y_i \). In the feature space, the original approach can be adopted in finding the regression solution. When using a mapping function, the solution of equation (12) becomes:

\[
f(x) = \sum_{i=1}^{l} (\alpha_i - \alpha_i^*) K(x_i, x) + b
\]  

(13)

with

\[
K(x_i, x) = \langle \varphi(x_i), \varphi(x) \rangle
\]  

(14)

In equation (13), \( K \) is the kernel function, which can simplify the mapping. By using the kernel function, the data can be mapped implicitly into a feature space (i.e. without full knowledge of \( \varphi \)) which is hence very efficient. The commonly used kernel functions are listed in Table 1. The data points associated with them have approximation errors equal to or larger than \( \varepsilon \) and are referred to as support vectors. Generally, the larger the \( \varepsilon \), the fewer the number of support vectors and thus the sparser the representation of the solution. However, a larger \( \varepsilon \) can also depreciate the approximation accuracy placed on the training points. In this sense, \( \varepsilon \) is a trade-off between the sparseness of the representation and closeness to the data (Cao & Tay, 2003).

In contrast to the Lagrange multipliers, the choice of a kernel and its specific parameters, \( \varepsilon \) and \( C \), does not follow from the optimization problem and has to be tuned by the user.
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Table 1 The commonly used kernel functions.

<table>
<thead>
<tr>
<th>Kernels</th>
<th>Functions</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>(&lt;x,x_i&gt;)</td>
<td></td>
</tr>
<tr>
<td>Polynomial</td>
<td>((&lt;x,x_i&gt;+1)^d)</td>
<td>(d)</td>
</tr>
<tr>
<td>Radial basis function</td>
<td>(\exp\left(-\frac{|x-x_i|^2}{2\sigma^2}\right))</td>
<td>(\sigma)</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>(\tanh(b\ &lt;x,x_i&gt;+c))</td>
<td>(b, c)</td>
</tr>
</tbody>
</table>

STUDY AREA AND DATA USED

The Manwan Hydropower Scheme in the Lancang River is chosen as the study site. The Lancang River is a large river in Asia, which originates from the Qinghai-Tibet Plateau, penetrates Yunnan from the northwest to the south and passes through Laos, Burma, Thailand, Cambodia and Vietnam, prior to ultimately entering into the South China Sea. The river is about 4500 km long and has a drainage area of 744 000 km². The Manwan Hydropower Scheme is located in the middle reaches of the Lancang River and at the borders of Yunxian and Jingdong counties. The catchment area at the Manwan Dam site is 114 500 km², the length above Manwan is 1579 km, and the mean elevation is 4000 m. The average yearly runoff is 1230 m³ s⁻¹ at the dam site. Rainfall provides most of the runoff, whilst snowmelt accounts for the remaining 10%. Nearly 70% of the annual rainfall occurs from June to September. Locations of the Lancang River and the Manwan Hydropower Scheme are shown in Fig. 2.
Figure 3 shows the monthly flow data from January 1974 to December 2003. The data set from January 1974 to December 1998 is used for training, whilst that from January 1999 to December 2003 is used for validation. It is very important to scale features before applying SVM and ANN to prediction (Sarle, 1997). The main advantage is to avoid attributes in greater numeric ranges dominating those in smaller numeric ranges. Another advantage is to avoid numerical difficulties during the calculation. Large attribute values might cause numerical problems because kernel values usually depend on the inner products of feature vectors, such as the linear kernel and the polynomial kernel. It is recommended to linearly scale each attribute to the range \((-1, +1)\) or \((0, 1)\). In the modelling process, the data sets of river flow were scaled to the range between 0 and 1 as follows:

\[
q_i' = \frac{q_i - q_{\min}}{q_{\max} - q_{\min}}
\]  

where \(q_i'\) is the scaled value, \(q_i\) is the original flow value and \(q_{\min}, q_{\max}\) are, respectively, the minimum and maximum of flow series.

APPLICATION OF SVM TO FLOW PREDICTION

Prediction model and input numbering

The objective of the prediction model is to generalize a relationship of the following form:

\[ Y = f(X^n) \]  

where \(X^n\) is an \(n\)-dimensional input vector consisting of variables \(x_1, \ldots, x_i, \ldots, x_n\), and \(Y\) is the output variable. In flow modelling, values of \(x_i\) may be flow values with different time lags and the value of \(Y\) is generally the flow in the next period. Generally, the number of antecedent values included in the vector \(X^n\) is not known in advance. Determining the number of runoff values involves finding the lags of runoff...
that have significant influence on the predicted flow. Sudheer et al. (2002) suggested a statistical procedure for identifying the appropriate input vector for a model. An autocorrelation function (ACF) and partial autocorrelation function (PACF) would suggest the influencing antecedent discharge patterns in the flow at a given time. The ACF and PACF are generally used in diagnosing the order of the autoregressive process and can be employed in prediction modelling too. The ACF exhibits the peak at lag12, as shown in Fig. 4(a). Twelve antecedent flow values have the most information to predict future flow (Box & Jenkins, 1976). In this paper, 12 antecedent flow values are considered based on autocorrelation coefficient analysis.

**Performance criteria**

The criterion used to select the most appropriate model is to maximize the goodness of fit. In this paper, the model performance is examined by means of the following indices:

- The coefficient of correlation ($CORR$) given by:

$$CORR = \frac{1}{n} \sum_{i=1}^{n} (Q_o(i) - \bar{Q}_o)(Q_f(i) - \bar{Q}_f)$$

$$= \frac{1}{n} \sum_{i=1}^{n} (Q_o(i) - \bar{Q}_o) \cdot \frac{1}{n} \sum_{i=1}^{n} (Q_f(i) - \bar{Q}_f)$$

(17)

where $Q_o(i)$ and $Q_f(i)$ are, respectively, the observed and forecast discharge and $\bar{Q}_o$, $\bar{Q}_f$ denote their means, and $n$ is the number data points considered.

- The root mean square error ($RMSE$):

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Q_f(i) - Q_o(i))^2}$$

(18)

**Model development and testing**

There are two main steps for developing a SVM: (a) the selection of the kernel function, and (b) the identification of the specific parameters of the kernel function, i.e. $C$ and $\varepsilon$. 
Most of the previous studies selected RBF as the kernel model for regression. The RBF kernel maps samples nonlinearly into a higher dimensional space and, unlike the linear kernel, can handle the case when the relationship between class labels and attributes is nonlinear. Furthermore, the linear kernel is a special case of RBF. Keerthi & Lin (2001) showed that the linear kernel with a penalty parameter \( C \) had the same performance as the RBF kernel with some parameters \((C, \sigma)\). In addition, the sigmoid kernel behaves like RBF for certain parameters (Lin & Lin, 2003). Another factor influencing the model selection is the number of hyperparameters. The polynomial kernel has more hyperparameters than the RBF kernel. Hence, the RBF kernel involves fewer numerical difficulties in comparison to polynomial kernels, whose values may go to infinity or zero. Therefore, the RBF kernel is adopted in this study.

There are three parameters in the approach of using RBF kernels: \( C \), \( \varepsilon \) and \( \sigma \). However, the best choices of \( C \), \( \varepsilon \) and \( \sigma \) for the problem are not known \textit{a priori}. Consequently, some kind of model identification (parameter search) should be made. The objective is to identify good parameters \((C, \varepsilon, \sigma)\) in order to predict the unknown data with adequate accuracy. In this study, the parameter search scheme employed is the SCE-UA algorithm (Duan \textit{et al}., 1992, 1993). The SCE-UA belongs to the family of evolution algorithms. The SCE-UA algorithm combines the strengths of the simplex procedure of Nelder & Mead (1965) with: (a) the concept of controlled random search, after Price (1987); (b) competitive evolution, after Holland (1992); and (c) the concept of complex shuffling (Duan \textit{et al}., 1992, 1993). The synthesis of these three concepts makes the SCE-UA algorithm not only effective and robust but also flexible and efficient. More detailed information can be found in Duan \textit{et al}., (1992, 1993) and Nunoo & Mrawira (2004). The SCE-UA technique has been used successfully in the area of surface and subsurface hydrology for the calibration of rainfall–runoff models and identification of parameters of aquifer formation (Duan \textit{et al}., 1994). Moreover, the SCE-UA technique has also been applied successfully to identify parameters of SVM (Yu \textit{et al}., 2004). Hsu \textit{et al}., (2003) pointed out that a series of trial of \( C \) and \( \varepsilon \) in exponential space is a practical method to identify good parameters. In the present search process, the parameters \( C \) and \( \varepsilon \) are searched in the exponential space (Fig. 5). The search space of the parameters in this study is \( C \in (2^{-5}, 2^5) \), \( \varepsilon \in (2^{-13}, 2^{-1}) \) and \( \sigma \in (0, 2) \). For the Manwan Hydropower Scheme, the three parameters are selected as 6.3559, 0.0016 and 1.2980, respectively.
Result of comparison with ARMA and ANN models

The basic components to an ARMA model is autoregression (AR) and moving-average (MA). To obtain a useful ARMA \((p,q)\) model, the two integers \(p\) and \(q\), have to be determined, representing, respectively, the number of autoregressive orders and the number of moving-average orders of the ARMA model. In this paper, the AIC (Akaike information criterion) value of ARMA models, for \(p\) and \(q\) ranging from 1 to 13, is calculated. According to the AIC, the models ARMA(5,6), (6,6), (7,7), (11,9) and (12,10), which have relatively small AIC values, are selected as the candidate models. Table 2 shows the AIC value and the performance of selected ARMA models. The ARMA(11,9) model was chosen as the final ARMA model according to the performance indices (Table 2).

<table>
<thead>
<tr>
<th>((p,q))</th>
<th>AIC</th>
<th>Training:</th>
<th>Validation:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>CORR</td>
</tr>
<tr>
<td>(5,6)</td>
<td>12.160</td>
<td>378.98</td>
<td>0.9055</td>
</tr>
<tr>
<td>(6,6)</td>
<td>12.145</td>
<td>376.07</td>
<td>0.9073</td>
</tr>
<tr>
<td>(7,7)</td>
<td>12.179</td>
<td>375.06</td>
<td>0.9075</td>
</tr>
<tr>
<td>(11,9)</td>
<td>12.210</td>
<td>363.27</td>
<td>0.9133</td>
</tr>
<tr>
<td>(12,10)</td>
<td>12.211</td>
<td>368.97</td>
<td>0.9108</td>
</tr>
</tbody>
</table>

A typical three-layer feedforward back-propagation ANN model (Fig. 6) is constructed using the same input parameters to the SVM for comparison purposes. The neurons of the hidden layer use the tan-sigmoid transfer function, and the linear transfer function for the output layer. A scaled conjugate gradient algorithm (Moller, 1993) is employed for training, and the training epoch is set to 500. The ANN models used for forecasting have 12 inputs and one output, and the number of hidden neurons is optimized through trials. Figure 7 shows the performance of different ANN models with different numbers of hidden neurons from 1 to 10. The ANN model with two hidden neurons, which produces the best performance according to Fig. 7, is selected as the final ANN model.

Fig. 6 The architecture of three-layer feedforward back-propagation ANN.
Fig. 7 (a) The RMSE and (b) the CORR of different neural networks.

Fig. 8 (a) ARMA, (b) ANN, and (c) SVM model scatter plots of observed vs forecast discharges: (left) during the training period, and (right) during the validation period.
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In order to have the same basis of comparison, the same training and verification sets are used for all models. The scatter plots of observed discharges versus forecast discharges of ARMA, ANN and SVM models are shown in Fig. 8. Figure 9 shows the performances of the three prediction models during the training and validation periods. Table 3 shows their performance indices. It is demonstrated that, when employed for flow prediction in Manwan, the SVM exhibits some advantages over ARMA and ANN models. During the validation, the correlation coefficient of the SVM model is 0.9421, which is larger than its counterparts of the ARMA (0.9376) and ANN (0.9276) models. Moreover, the RMSE of the SVM model is 351.81, which is smaller than that of the

Fig. 9 ARMA forecast, ANN forecast, SVM forecast and observed flow (a) during the training period, and (b) during the validation period.

Table 3 Performance indices of ANN and SVM models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training:</th>
<th>Validation:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>CORR</td>
</tr>
<tr>
<td>ARMA</td>
<td>363.27</td>
<td>0.9133</td>
</tr>
<tr>
<td>ANN</td>
<td>353.92</td>
<td>0.9145</td>
</tr>
<tr>
<td>SVM</td>
<td>349.77</td>
<td>0.9196</td>
</tr>
</tbody>
</table>
ARMA (353.06) and ANN (368.49) models. In the training period, the SVM model also outperforms the ARMA and ANN models with larger \textit{CORR} and smaller \textit{RMSE} than the other two.

**CONCLUSION AND DISCUSSIONS**

In this study, a SVM model is employed to predict long-term flow discharges in Manwan, based on historical records. Data from January 1974 to December 1998 and from January 1999 to December 2003 are used for training and validation, respectively, in monthly flow predictions. The results indicate that the SVM model can give good prediction performance. It is found, through comparison of results of appropriate ARMA and ANN models, that the SVM model is able to give more accurate prediction. This demonstrates its distinct capability and advantages in identifying hydrological time series comprising nonlinear characteristics.

Traditionally, ARMA models have been used in modelling time series in water resource management, because such models are accepted as a standard representation of stochastic time series (Box & Jenkins, 1976). However, such models do not attempt to represent the nonlinear dynamics inherent in the hydrological process, and may not always perform well (Tokar & Johnson, 1999). Artificial neural networks are essentially semi-parametric regression estimators and are well suited for prediction. The main advantage of the ANN approach over traditional methods is that it does not require information about the complex nature of the underlying process under consideration to be explicitly described in mathematical form. Whilst ANN models implement the empirical risk minimization principle, the SVM implements the structural risk minimization principle. The solution of the SVM may be globally optimal, while ANN models may tend to fall into a local optimal solution. At the same time, over-fitting is unlikely to occur with the SVM, if the parameters are properly selected. So the SVM seems to be a powerful alternative, which makes it possible to overcome some of the basic weaknesses related to the application of ANNs, while retaining all the strengths of an ANN. The main characteristics of the SVM are as follows:

(a) a global optimal solution is found by the quadratic programming method;
(b) the result is a general solution, which avoids overtraining as it implements the structural risk minimization principle;
(c) according to the Karush-Kuhn-Tucker (KKT) conditions, the solution is sparse and only a limited set of training points contribute to this solution; and
(d) nonlinear solutions can be calculated efficiently due to the usage of kernel function.

A disadvantage of the SVM is that the training time scales may be somewhere between quadratic and cubic with respect to the number of training samples. So a large amount of computation time will be involved when an SVM is applied for solving large-size problems (Cao & Tay, 2003). Actually, efficient training algorithms have been developed, such as sequential minimal optimization (Platt, 1999), the Nyström method (Williams & Seeger, 2001), Cholesky factorization (Fine & Scheinberg, 2001), or methods that decompose the optimization problem (Joachims, 1999). Another drawback is the difficulty in the selection of a kernel function and its specific parameters, $C$
and $\epsilon$. More recently, several other methods have been developed to identify the parameters, such as the stepwise search (Dong et al., 2005), genetic algorithms (Chen et al., 2004), the shuffled complex evolution algorithm (Yu et al., 2004), and the simulated annealing algorithms (Pai & Hong, 2005).
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