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Abstract—In this paper we consider a network that consists region have revealed to be much more difficult that the point-
of two senders and two receivers. We further assume that each to- point case.

sender could act as a relay for other communications. The g ntlv network ing 111, 11 131 h n or
channel connecting these nodes is supposed to be an erasure ecently network coding [1], [10], [13] has been proposed

channel where symbols are received correctly without any error, as a new paradlgm to look at t_he !Ssue of network capacity.
or lost. This setting could be used to analyze the capacity of a 1h€ core notion of network coding is to allow and encourage

realistic Ad-hoc network. From the network layer point of view, mixing of data at intermediate network nodes. Network coding
packets arrive at destination or erased because of error detection defines a new type of collaboration schemes which consists
or collision mitigation mechanisms at MAC layer. This model is of mixing the received information through a coding scheme

realistic for many practical scenarios in the context of wireless . . .
and sensor networks. defined for each node and forwarding the encoded version.

In the previous works, we have derived the capacity (degraded Classical forwarding scheme sends an exact copy of each
and non-degraded) for the single-sender relay channel, as well received packet over another link is a very specific case of
as the broadcast and point to point channels. In this paper, network coding where, coding reduces to copying a packet.
we extend the analysis to a multi-sender scenario and show niiaily network coding has been developed in the context
that the cut-set bound can be reached through a practical L
coding scheme based on MDS codes. The approach is base®f communication graphs where no losses or errors occur
on collaboration between the nodes to transfer optimally the for each transmission. Extending classical network coding to
multiple information sources to the receivers. It can be seen as wireless network where losses can occur at each transmission
a practical implementation of network coding idea. It is further s not straightforward. Moreover, most of network coding
shown that the rate attained here is higher than what can be ochanisms are based on random coding scheme that might
achieved through the classical routing based schemes. e . L .

be difficult to use in a realistic situations. Some new efforts
|. INTRODUCTION have been made in the past couple of year to provide practical

Wireless networks consist of senders, receivers, and metwork coding schemes. For example [2] proposed a dis-
termediate nodes that more or less collaborate to achidtibuted scheme for practical network coding which allows the
a communications. An important problem in the context dftermediate nodes to merge received packets. However, the
wireless network consists of finding the best possible collaprovided mechanism remains random as the network coding
oration scheme between the nodes on the network such thetts by randomly adding arriving packets and hoping with
the transferred information is maximized. Information theorligh probability. The received packets at the receivers create
aims toward finding the set of transfer rate that are ultimatetysufficient number of linearly independent packets to be able
achievable for any given scenario. to retrieve initial data. Another remarkable point is that the

Most of the researches in the domain of ad-hoc networks toposed coding scheme is only described for a single sender-
more generally, wireless networks, have focused on a simpieilti receiver case.
type of collaboration. The nodes exchanges local informationThis paper comes as an extension of the previous works of
to define jointly routes with suitable properties (minimum costhe authors on the area of wireless erasure channels. In [17] the
interference free, etc.). These routes have to be followed bgpacity of a general stationary and ergodic broadcast erasure
packets going from any specific source to any destinatiacthannel is derived that leads to a simple linear capacity bound.
These approaches have led to several routing mechanisthés bound can be achieved optimally through a simple time
such as OLSR (Optimized Link State Routing Protocol) [4] ssharing mechanism called Priority Encoding Technique. In [8]
AODV (Ad hoc On Demand Distance Vector) [15]. Howeverand [7] the capacity of the single relay erasure channel is de-
route definition is not the only collaboration method that ondved under degraded and non degraded hypothesis. A coding
can imagine and some other methods might enable higlsehemes based on a practical MDS code are provided that
throughput. achieves the capacity under general hypothesis of stationarity

Multi-user information theory explores ultimate capacityand ergodicity, and without needs of any side information at
that could not be outpaced by any collaboration scheme. Hotlie receiver. In [9] the results are extended to the case of
ever, derivation of multi-user information theoretic achievableheap relay, where the relay cannot receive simultaneously



from more than one source. This case happen in Ad-hoc Wifi

networks. Some simulations are presented and the achieved Y, = (V. Ya)

throughput using the proposed coding scheme is compared

with AODV results. It is notable that in [16] the capacity 5

bound of the erasure relay channel is derived under perfect side . ¢ é

information hypothesis at the decoder. The side informationis ~* ~ *

provided in the form of the exact erasure pattern aesry

link in the network. The capacity bound is achieved through

a random coding scheme, but it seems that the achievability

is only valid under degraded hypothesis (even if not stated Y, :X, ()

clearly in the paper). S,
The proposed scheme in [7], [9] is a type of network coding

approaches based on the collaboration of intermediate relays

at the network layer to forward useful side information in

the place of forwarding packets copies. Through this collab-

oration side information are diffused in space (similarly to

CDMA were information are diffused in the whole frequency

spectrum). The receiver receives information by combinin

relevant piece of information coming from all direction i

space. The proposed method therefore does not needs

type of routing algorithm. In fact, this is the wireless channel

which finds the best way to route the packets from source to

the destination. The proposed coding scheme could be readilyfhe specific multi-sender relay network that will be studied

implemented on an actual WIFI based wireless network afithis paper is a network composed of two sendéhs gnd

it does not need any change to the physical layer. S2) and two receiversT¥; and Ds) as shown in Fig. 1. The
The previous works have mainly dealt with the probleraenderS;, i = 1,2 sends information to the two receivers

of sending a single information source to a set of receivef, j = 1, 2. Simultaneously each sender might acts as a relay

in the wireless network. The more general case of mulfier the other sender. The Multi-sender relay channel can be

sender multi-receiver situation has been rarely addressed, aecribed with 8 random variables;, ¢ = 1,2 representing

is much more difficult to handle. In this paper, we will analyz¢he symbols sent by the send&i,;, 4, = 1,2 representing

a simple communication scenario where two senders wantsigmbols received from each sender by each receiver and

send different informations to two receivers (see Fig. 1). THé® representing the symbol received by senddrom the

problem dealt here is very similar to the cooperative diversitither sender. The conditional probability density function

idea presented in [18], [19], [12]. Cooperative diversity ig (vij, s 4,7 = 1,2|x; i = 1,2) defines the multi-sender relay

a new form of spatial diversity whereby diversity gains arehannel. This last function gives the probability that when

achieved via the nodes cooperation. Up to our knowledge,sent byS;, i = 1,2, (i1, yi2) are received aD; andy; is

this paper is the first work that tries to benefit from spatigeceived at sender We further defineY; = (Y1,,Ys;, j =

diversity gain at the network level where the protocols stantl,2) as the total information received &;. This description

We consider the sub-case where cooperation is only done atassumes that each receiver is linked to the senders through two

sender side and the receivers do not exchange their receigegarated channels. The separation of the two channels might

information. be achieved by using different physical channel or by using
Similar to the previous works we consider the wireleséme scheduling. We further assume that information send by

channel as seen by the network layer as an erasure refagender might be received by all receivers as well as the other

network. Each sender sends packets that might be receigetder.

by the other nodes or be erased in the network because oThe considered multi-sender relay channel consists of

transmission errors, collisions, or buffer overflows. We alsd separate erasure broadcast channel (as defined in [17])

suppose that the nodes are not able to benefit from any;;Y;?,Yi1,Yi2), ¢ = 1,2 and two erasure relay channels

interference cancellation mechanisms. The interferences éae defined in [8])(X1;Y5 : Xo;Yia,Ya) and (Xo; Y7 -

suppressed by using different physical channels to reduce c&lk; Y11, Y21). The loss probability betwees; and D; is

lisions (from the point of view of IP layer interference seemgefined ag;; and the loss probability between the two sender

as collision). This approach might not suppress completelysupposed to be equal toin the two direction (as shown in

the collisions (because of far sender), however, MAC layé&ig. 1). This last assumption is for clarity sake, however the

CSMA/CA mechanisms mitigate residual collisions. results might be extended straightforwardly to take in account
In this paper, we first derive a cut-set type bound for thgossible asymmetry between the two senders.

capacity of an erasure multi-sender erasure relay channel. Weet's suppose that the total rate of information betwéen

will therefore show that this bound is achievable through and D; to be defined as?;;. As said before we have two

Fig. 1. Multi-sender relay Channel

actical coding scheme. Some comments and conclusion will
(?“presented finally.

Il. THEORETICAL BOUND



broadcast channels in the multi-sender scenario describedlireorem 2 (Shearer Theorem [3])Let X™ be a collection
Fig. 1. The total rat&?;; could be splitted in two components :of n random variables and&Z™ be a collection ofr Boolean
a private information ratd; which is the rate of information random variable, such that for each1 <i <n, E{Z;} =
being sent fromi only to j and a common information ratel — C. If X*(Z") is a sub-collection containing thé’h
R; which is the rate that will be decodable jointly by theandom variableX; if Z; = 1. Then E{H (X"(Z"))} >
two receivers. In this paper we assume as in [11], [17] @H(X™)

degraded message-set to be sent over each broadcast channel,

i.e. one receiver receives the private and common informatigi'€ theorem can be extended to conditional entropy as well.
and the other receives only the common information. Letls can be shown thanks to this theorem that the mutual
therefore suppose that the private information rate sent fjormation over a stationary and ergodic point to point erasure
S; is equal toR? and that the common information rate ihannel with an erasure procegshave a very simple form
Re¢. In other terms, let us suppose that for examplehave 9iven by [17]:

to receive privatg and common information sgntdﬁyand (X" Y"™) =nCH(X) 1)

D, have to receive only the common information. We have -

therefore Ry, = R} + R$ and Ry» = R$. However, it is Where E{Z;} = 1 — C is the average erasure probability
shown in [17] that one cannot do better than time-sharirg the channel. In other word the capacity of a stationary
for broadcast erasure channels. Meaning that there is a tragied ergodic channel is simplg’. The simple form of this

off between the rate of private and common informatiorzquation (1) simplifies greatly the cut-set bound derived in
Larger private information rate means lower common rate atfteorem 2. We will describe here the more simple case
therefore lower reception rate for the receiver receiving onfif memoryless erasure probability. However, all result can
common information. This means that it is sound to suppobe straightforwardly extended to stationary ergodic erasure
that all information are broadcasted as common informati@hannels. Using this theorem the capacity bound is simplified
and private information to each receivers are sent through tirige:

sharing. Therefore, we will assume that there is only common

information to be broadcasted by the senders to all receivdiiseorem 3 The capacity region bound over a multiple-Input

with rate R}, i being the index of the sender. erasure relay channel is bounded as :
* < _
Theorem 1 (Capacity region bound) Under the hypothesis Ri < (1-p)
R , - R; <(1-p)
that X; and X, being independent the capacity region of : N (2)
multiple-Input relay channel in Fig. 1 is bounded by : Ri + Ri < (L=pu) + (1 =p2)
Ri 4+ R < (1 —p12) + (1 — p22)

R < I(X1;Y5, Y11, Y1)
Ry < I(X2;YP, Yoy, Ya2)
Ry + Ry < I(X1;Y11) + I(X2; Ya1)
R} + R5 < I(X1;Y12) + 1(X2; Yao)

The first two bounds in this theorem, are constraints bounding
the rate available for collaboration between the two senders.
The two last bounds are bounding the amount of information
coming in the receiver. In the next section, we will provide a

Proof. See the proof in appendix. coding scheme achieving the given bound.

In this paper, we consider the special case of degraded
channel in which the messages received at receivers are
degraded version of messages received at each sender. s explained before, because of error detection mechanisms
other term, we assume that all the information received ait the link layer, the transmission channel of wireless net-
receiver have been received by the relay situated over thwerks as seen from higher layers can be modelled by an
senders. This condition happens if the channel between #rasure channel acting over the large input alphabet formed
two senders is a stronger channel than the channel betwbgnlP packets. Specific codes have been designed to deal
senders and receiverg (< minp;;, 4,5 = 1,2). Therefore with erasures in place of errors. It is worth mentioning that
X' —vZ— (Y Y12)andX? — Y — (Y2, V%) define the class of Maximal Distance Separable (MDS) [21] code
Markov chains. Under such a situation the two first bound tiiat leads to sphere packing codes for erasure channels. Let
the capacity bound in theorem 1 are changed to : us suppose a systematie, k) linear code described by an

{ R: < I(X1:Y3) encoding and decoding matrix. Let us suppose that a vector

1. ACHIEVABILITY AND CODING METHOD

Ry < I(X0:Y?) S € X* of information is encoded to a vect@) € X"
2 = “\E5 by S = Q [Iexk|Akx(n-r)]. The vectorS contains as its

where  I(X;;Y5, Y11, Y12) < I(X1;Yy) and first k& symbols the vecto) as well as(n — k) redundant
I(X5; Y, Yoy, Yas) < I(Xo; YY) follow from the properties symbols. If all sub matrices c{ﬂkxk\Ak,x(n_kﬂ are invertible
of the markov chain. the resulting code will be MDS. Reed-Solomon codes are well

The cut-set bound might be simplified thanks to the erasukrown and widely applied members of this class of codes.
nature of channels. The Shearer theorem is very helpful far(n, k) MDS code with rateR = % has the property that
the analysis of erasure channels. any combination of: encoded symbols out of the encoded



symbols enables to retrieve the initiabymbols. In other word of the (1) block of message send ks and received in the
MDS codes can correct at most— k erasures in a block of previous blockj.e. X}, | = [B},; Bf] x G'.
n symbols. SendeiS; can easily decode the blo€kt-1) broadcasted by
Before going further into the description of the coding;, if it has received enough packets over the erasure channel
scheme, we have to describe more carefully the action of epnnectingS; to S,. As it have in memory thé:, values in
MDS code. Let us suppose thata k) MDS codes is defined B?, this happen if2(1—p) > ki, i.e. asymptotically if the rate
over a symbol seft’. For an erasure channel the output setf the MDS code used &, is less(1 — p). The rate of the
of the channel will bey = X U {e} wheree is the erasure MDS code is equal tR®} = % as out of thek, + ko symbols
symbol. The MDS code divide the spag® with (|X'|+1)" used at the encoder inpu of them are redundant (have been
points in |X|" separated cossets containing e@ﬁzo (,",) sent before over the channel). The decoded blBgk, is to
points. The cossets need therefore an index wibg | X'| bits be used in the next transmission block combined with block
to be addressed. Each received packet in a block can be sBgp, constructingX? ,. As the initiation block we can use an
as a part of the index needed for finding the correct cossetkzero bIockBg, j = 1,2 know to everybody in the network.
and lead to a correct decoding. SenderS, encodes its proper information and mixes them
The main idea of the coding schemes comes from thth the information received fron§; using exactly the same
Slepian-Wolf coding[20]. The idea is the collaboration of thenechanism but with a different encoding matfi%¥. With the
senders consists of exchanging enough information such tbame arguments we hav = ’% < (1—p). We will choose
information in each sender become correlated. In this casiee encoding matrixG' and G2 such thafG' G?] defines an
we land in the context of the Slepian-Wolf where are twiDS code,i.e. each sub-matrix ofG* G?] is invertible.
separated correlated sources that have to be transferred to Mow let's see what happen at the receiver side when senders
common receiver. The idea of Slepian-Wolf coding is thafse such a coding schemes. At each receiver we will receive
the senders should send enough side information’s about egohe packets coming from each sender. Asymptotically with
variable such that the two correlated data are decoded at kwgen, in each block of transmission containing, each receiver
receiver. Moreover we see that each packet encoded usipgwill receiven(1—p;)+n(1—ps;) packets. In transmission
an MDS code can be seen as a side information (an indéXpck /, the packets received from the senders are a combina-
that might be reassembled to derive the initial packets. In [8fon of B}, B?, B} ; and B? . Clearly the decoding can not
[7] we applied this idea in relay channel to derive practicdde done using only the information received in bldckrhe
deterministic (non-random) codes. Proposed coding schemélock Markov decoding technique can be applied. The idea
reaches the capacity of erasure relay channels in degradediartd do the decoding after reception bfblocks. Let suppose

non-degraded case. that the encoding matri{G* G?] is rewritten as:
In this paper, we extend the approach to the multi-sender a a
erasure relay channel . In this case, each node has two G G? = { GH G21 ]
12 22

information parts to send, the originating part and relaying
part. The sent codeword is a combination of these two pantghereG;; is ak x n matrix with the MDS property.
Each node must send its originating information while it must After receivingL blocksD; we will receive a sub-sequence
only send the partitioning index of the relaying information(because of erased symbolg)*(Z7/"), where Z2/" is the
For the decoding process, if the nodes receive sufficientlyss process observed over erasure channel going &oto
number of packets from the space they are able to decdle during the2Ln transmissions of. blocks. Yy is vector
information. We will present here a coding scheme based oflength2nL symbols obtained as in Eq. 3. The obtained
MDS code for achieving the bound presented in the theoretid¢abck code of ratek?* = % (as the first blocKB?, BY]
section. is known) is still an MDS code code as every sub-matrix of
the encoding matrix will be invertible. Asymptotically, we will
receive at each receivesL(1 — p1;) + nL(1 — p2;) packets.

We assumeL + 1 block of transmission. We also con-The MDS code can be decodedifl(1 — p1;) + nL(1 —
sider at each sende§;, L blocks of data each contain-p,;) > (ki + k2)(L + 1), in other term if 2:L (R} + R}) <
ing k; information symbols (packetsp® = {si,...,s;.}. (1 —py;)+ (1 —pa;). We can see therefore that the proposed
Let's suppose that at the end of blockwe have been coding scheme achieves the capacity bound under degraded
able to decode atS;, the I block of the message senthypothesis wherl, — oo.

A. Coding scheme description

by So (BY = (57 4s St kystr > Sthgany—1))- We will val-

idate this hypothesis further. Moreover, lets assume that IV. PRACTICAL COMMENTS

the (I + 1)™ block of message sent by, is Bl = The proposed coding scheme is original from several per-
9 . ; . . )

(S%lJrl)-kl’S?lJrl)-lirl""7S(l+1)-k1+k171)' spectives. It provides a practical and simple way of doing

Now let's define an MDS code with an encoding matrislepian-Wolf coding in the context of erasure channels. In
Gli, 1 1y)xn- It gENETates the encoded packets of thé+ 1) place of sending the information independently frén and
block from thek; + ko, given packets consisting of thle, S,, we send an index obtained by mixing information coming
packets of thél+1)" block of message a$; andk, packets from the two senders. By doing this we reduce the amount
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of information to be sent by each sender and we readhe bound is :
e e b s s oo e e e { T Smin(( =)
b . R; < min{(1 — p21), (1 — p22)}
final information.
Up to now we have considered the case where all the s&htScenario 2: time-sharing of single-sender relay
information are common information. Now if one want to Let suppose that the use a time-sharing between the two
send private information he might use a simple time sharimglay channelS;, S2,D;), j = 1,2 and (S2,S1,D;), j =
scheme. Let's suppose that we want to send with a Raje 1,2. Let usa being the proportion of time one uses the relay

from S; to D;. The cut-set bound become equal to : channel. Now the achievable rate is governed by the capacity
region of the degraded erasure relay channel [8]. Using this
Riy+ Rip < (1-p) capacity bound we have :
Ro1 4 Ryo < (1 —p)
Ri1+Ro1 < (1—p11) + (1 —p21) R} <a(l-p)
Ris + Rop < (1 —p12) + (1 —p22)} Ry <(1-a)(1-p)

R} <amin{(1 —p11) + (1 = p21), (1 = p12) + (1 — p22))}
Under this situation it would be possible to design a time{ R} < (1 —a)min{(1 —p11) + (1 — pa1), (1 — p12) + (1 — pa2)}
sharing mechanism based on the proposed coding schem
sending information fron&; to D; a proportion of time equal
o 5 R+7R -
t bound meaning that the previous coding scheme can_be
s€ ' théa bounds given in the first scenario, if the transmission is

applied even in the case that private information is to be send vounded by the channel between the two sendexsf
to the received.

It i thy that the decodi ¢ MDS cod? is small. The comparison between scenario 2 and bounds
IS noteworthy that the decoding process o COCbtained in theorem 3 is also straightforward. Let supposes

has a@(?z) logn complexity. This can be reduced to a Ilnea.[ at. Adding the two last bounds obtained in scenario 2, we
complexity through use of Tornado codes that are aImos;t-MIZ?1 ve

[14]. The main drawback of the method is large decoding
delay at receiver that comes from the fact that we have B + R < min{(1 —p11)+ (1 —p21), (1 —p12) + (1 —p22)}
wait until reception ofL block before decoding. However, . . ) _ )
there is a trade-off between rate efficiency and delay. ThroudRiS means that for time-sharing of single-input erasure relay
the choice ofZ, one can trade-off between the decoding del annel the rate available for collaboration between the two
and rate; large. Leads to larger rates but larger delays an%enders is lower than proposed coding scheme.
wcg-versa_ He obtained _ _ i oth V. CONCLUSION

omparing the obtained capacity region with other ap- . :
proaches for sending information in a multi-sender rele:gwe have presented here a capacity region for the degraded

l?:omparing the bounds obtained in the previous two sce-

o ) : : narios, with the bounds obtained in theorem 3, could be in-
This time sharing mechanism achieves the cut; "~ : .
sEc)ructlve. Clearly the bounds, given in theorem 3 outperforms

network is helpful. We will compare the achieved capacit ulti-sender erasure relay channel. We first derive a version of
with two scenarios. In the first scenario, we are not using t ¢ cut-set bound for the proposed scenario, and we proposed

collaboration between the two senders and we do in paral oding scheme based on MDS code achieving the capacity

a broadcast from sourc8;. In the second scenario, we mighto this channel. The proposed scheme is original from several

use a time-sharing of four simple single sender relay chann% ’rs_pectlves. It p_rovu_je a practical and simple way of doing
two relay channelS, S, D;), j = 1,2 and two other epian-Wolf coding in the context of erasure channels. In

(82,81,D;), j=1,2. place of sending the information _independc_ar_ntly _from sender

T Tan ’ S, andS,, we send an index obtained by mixing information
coming from the two senders.

Moreover, we showed that the capacity region of the pro-

In this case, the achievable rate is governed by the capagtysed coding scheme is larger than the achievability region
region of the erasure broadcast derived in [17]. We still assurokparallel broadcast and time-sharing of single-sender relay
that we are in the context where only common informationypothesis. The capacity region of a non-degraded multi-
is send. As explained before time-sharing might extend tlsender erasure relay channel would be the objective of the
approach to the situation of private and common informatiofarthcoming paper.

A. Scenario 1: parallel broadcast



APPENDIX
Let's W; and W, the messages sent I8 and S,. Let’s

the channel can be modeled by two point to point channel
S1 — Dy and Sy — D (resp.S; — D, and S, — Ds). Under

further assume that they are independent and chosen randotiiy hypothesis the maximum @t} + R; achieve ifS; and

(uniformly) over the sets of integed, = {1,2,..,2"f1} and
Wy = {1,2,..,2"72}, The rateR} can then bound as :

nR} H(WY)

H (W1 |[W2)
T(W Y™, Y, Y5 |Wa) + H(W, Y5, YT}
) Ylg’ WQ)

T(Ws Y5, Y, Y5 | Wa) + ney

S ”
Il
N

—
INS

S send independent codeword over these two independent
channel. This lead to the maximum @fX;, Xo; Y71, Ys1)
being equal tol(X;;Y11) + I(Xs2;Ys) and maximum of
I(X1, Xo; Y12, Ya2) being equal tol (Xi;Y12) + I(X2; Yaz).

In other term, the collaboration between the sender and the
relay reduces to ensuring that the variable sentShy X1,

and S, X, are independent from each other but are still
complementary to enable a maximal rate at receiver. This leads
to the two last terms of the capacity bound of theorem 1

—
S

dim1 H(YZSiaY11i7Y712zi|};2$i_'171}/1i1__1,1}/1i2_1,WQ)
—H (Y5, Y1y, Yios|Y5' 7 Y Yy, W, Wa)
+ne,

< Yy H(YS, Yi, Yigi) — H(Ys), Yig, Yiai
Y L Y Y W, W, X, Xog) + ney

(1]
(2]
(3]

< Z;L:l H (Y3, Y11, Yio:) — H(YS, Yiug, Y1)
X1, Xo;) + ney

S H(Y5, Y1, Yio) — H(Y5, Yiui, Yo
XM) + ne,

S I( X143 Y2, Yiii, Yigi) + ney,

Sy I(Xag3 Vi, Ying, Yigg|Q = 1) + ney,
nl(X19; Y, Y11, Y129|Q) + nep

nI(Xh 1/2:;7)/113 }/12|Q) + neén
< nl(X1; Y5, Y11, Y1) + ney,

where (a) follows from the independenceldf, and W5, (b) 1
) . ; ]
follows from Fano’s inequality, (c) from the chain rule and def[—
inition of mutual information, (d) from the fact that removing12]
conditioning increase the first term and conditioning reduces
the second term, (e) from the fact thet = (Y2, Y114, Y12:) [13]
depends only on the current symh#lh; and X;; [5] by the
memoryless property of the channel, (f) from the fact tHat (14]
is the received vector messageXi; is sent over the channel.
Also based on the definition of relay channel [B]; only [15]
depends on the past received symbols &ind Therefore at [16]
the transmission timé the received vectadr; only depends on
X4, and conditionally is independent froii,; (also note that [17]
X5; send over a channel physically separated fe6my), (g) by
definingX1 é XlQ: Y2S é YQSQ, Y11 é }/11Q and}/lg é Y12Q
as the new random variable whege— X; — (Y2, Y11, Yi2)
for [Q| < min{|X1[,|¥2],|V11],[V12]}, and (h) from the
Markov chain properties.

With the same argument we can show that < [20]
I(X5;Y?, Yoy, Yas) which leads us to the two first terms of[21]
the capacity bound of theorem1.

At the receiver side we use the cut-set bound defined in [5]

and we have :

Cs: R + R3 < I(X1, Xo; Y11, Y21) )

C4 . RT+R; SI(Xl,XQ;Ylg,YQQ)
As said before, the nodes transmit over the physically sep-
arated channel. From the point of view @f; (resp. D2)

(4]
(5]
(6]
(7]
(8]
El
(10]

(18]

(29]
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