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A B S T R A C T   

Laser powder bed fusion (LPBF) is one class of metal additive manufacturing (AM) used to fabricate high-quality 
complex-shape components. This technology has significantly progressed over the last several years allowing the 
fabrication of high-value components for a broad range of applications, normally unmatched by other metal AM 
processes. However, the full adoption of LPBF to serial production is still challenging due to several barriers such 
as repeatability and reliability of final product quality. The main obstacle could be the high sensitivity of LPBF to 
environmental and process disturbances. Additionally, LPBF is governed by many process parameters. These 
factors profoundly affect the process, causing defects formation. To achieve high quality parts, trial and errors are 
conventionally carried out to obtain optimum parameters that result in good quality for a specific application. 
However, in recent years attention to the development of quality assurance platforms in LPBF has been the 
cornerstone of research and development. To this end, researchers have proceeded with three steps: 1) Gaining 
knowledge from the process by installing in-situ sensing equipment and collecting information from the process. 
2) Understanding how the print parameters affect the process, analyzing in-situ datasets and developing defect 
detection algorithms, and 3) Developing real-time closed-loop control systems using the detection algorithms of 
Step 2 to automatically adjust the undesired phenomena in the process by changing the print parameters. 
Although valuable studies were published for the two first steps, the development of real-time controllers has 
remained challenging. Thus, this study aims to critically review the two first steps to provide insights for re-
searchers into moving toward the development of the control system. In this study, in-situ sensing devices 
implemented in LPBF are categorized, explained in detail, and mapped to the literature. Then, a comprehensive 
review is conducted on the latest machine learning (ML) algorithms applied to the in-situ data of LPBF, such as 
supervised learning, unsupervised learning, and reinforcement learning. Additionally, a comprehensive discus-
sion is provided on in-situ sensors and ML methods applied to LPBF. Lastly, this article specifies trends and future 
research outlook on this topic.   

1. Introduction 

The advent of additive manufacturing (AM) technology has played a 
transformational role in industrial application domains. AM is the pro-
cess that involves constructing three-dimensional objects from digital 
three-dimensional (3D) models. During recent decades, significant 
advancement in AM has led to the use of its application in different 
industrial fields such as aerospace, automotive, biomedical, and energy 
[1]. 

AM has seven sub-categories, and one of them is laser powder bed 

fusion (LPBF), in which a laser beam scans a thin layer of material layer 
upon layer to selectively fuse regions of a powder bed based on the 
Computer-aided design (CAD) model or any 3D models [2,3]. 

LPBF process is a popular AM technology because of its versatility in 
choosing different types of materials [4–6]. Also, due to its ability to 
produce high-density and high-quality complex parts, LPBF is widely 
used in manufacturing Companies. 

While the LPBF technique has significantly progressed, many 
fundamental challenges have remained unaddressed, like printing high- 
quality parts at mass production. Extensive research and various ap-
proaches were studied to improve the repeatability of the fabricated 
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parts through material characterization and post-processing; however, 
many issues have not been solved, such as predicting and controlling 
defects inside the products. One of the challenges to fabricate repeatable 
parts is the large number of parameters involved in the process that 
could affect its quality. Some parameters are not controllable, but they 
could also influence the quality of the process, such as gas flow pressure 
and powder uniformity. These parameters can adversely influence the 
quality, resulting in low repeatability. Quality assurance (QA) could be 
one solution to achieve high-quality AM products. The first step in 
moving toward QA is enhancing the knowledge of the process. As a 
result, in-situ sensors are installed to collect valuable datasets during the 
process, such as light intensity signals, melt pool images, acoustic sig-
nals, etc. Thus, real-time monitoring will help shed insight into the 
process and understand deviations in the process through data collected 
by sensors. However, gathering millions of data per layer creates a big 
data set that requires data mining algorithms for preprocessing and 
analyzing them. Thus, sensing, documenting, and analyzing the dataset 
during the real-time process are crucial. On the other hand, the quality 
assurance process must be automatically applied in a minimum amount 
of time. As a result, serial AM productions would be feasible in less time 
and at lower costs. 

In this review article, all types of in-situ sensors with their charac-
teristic either manually installed by researchers on their setups or 
commercially installed by LPBF vendors are categorized, discussed in- 

depth, and mapped to the literature in Section 2. In addition, these 
sensors are categorized into different groups, which is new compared to 
previously published papers. In the next section (Section 3), machine 
learning techniques applied to analyze the in-situ LPBF data will be 
explained in-depth with their hyper-parameters. In Section 4, a 
comprehensive discussion of Sections 2 and 3 is provided. Finally, the 
future research direction of LPBF will be covered in Section 5. 

2. In-situ sensors used in LPBF for collecting real-time 
information 

Various in-situ sensing sensors have been mounted in LPBF printers/ 
machines to collect data from the process, which enhances knowledge 
about the process. In-situ sensors have been categorized into various 
groups based on their application and input/output [1]. The type of in- 
situ sensors and their mounting strategy will be discussed in Sections 2.1 
and 2.2, respectively. In addition, in-situ commercial modules installed 
in LPBF printers/machines will be explained in Section 2.3. 

2.1. Types 

In-situ sensors have been classified into two major groups: radiative 
and non-radiative [1,7]. Fig. 1 represents the sub-categories of each 
group installed in LPBF. 

Nomenclature 

AI Artificial Intelligence 
AM Additive Manufacturing 
ANFIS Adaptive Neuro-Fuzzy Inference System 
ANN Artificial Neural Network 
CAD Computer-Aided Design 
CAE Convolutional Auto Encoder 
CCD Charged-Coupled Device 
CIS Contact Image Sensor 
CMOS Complementary Metal-Oxide-Semiconductor 
CNN Convolutional Neural Networks 
CT Computed Tomography 
CVAE Conditional Variational Autoencoder 
DBN Deep Belief Network 
DCB-MIR Densely Connected Convolutional Block Architecture for 

Multimodal Image Regression 
DCNN Deep Convolutional Neural Network 
DenseNet Densely Connected Convolutional Networks 
DL Deep Learning 
DoG Difference of Gaussian 
DSCNN Dynamic Segmentation Convolutional Neural Networks 
DSLR Digital Single-Lens Reflex 
DT Decision Tree 
DVRT Differential Variable Reluctance Transducer 
EMFs Electric and Magnetic Fields 
FBG Fiber Bragg Grating 
FF Feed-Forward 
FFT Fast Fourier Transformation 
FOV Field of View 
GD Gradient Descent 
GP Gaussian Process 
HoG Histogram of Oriented Gradients 
ICI Inline Coherent Imaging 
IDT Interdigitated Transducers 
IR Infrared 
KNN K-nearest Neighbours 
LPBF Laser Powder-Bed Fusion 

LSTM Long Short-Term Memory 
LWIR Long Wavelength Infrared 
MAPE Mean Absolute Predictive Error 
MB-RL Model-Based Reinforcement Learning 
MDP Markov Decision Process 
MF-RL Model Free Reinforcement Learning 
ML Machine Learning 
MLP Multilayer Perceptron 
MSE Mean Squared Error 
NIR Near-Infrared 
NN Neural Network 
OCT Optical Coherence Tomography 
OT Optical Tomography 
PCA Principal Component Analysis 
PI Proportional–Integral 
PID Proportional–Integral–Derivative 
PSD Power Spectral Density 
QA Quality Assurance 
ResNet Residual Network 
RF Random Forest 
RL Reinforcement Learning 
RMSE Root Mean Square Error 
RNN Recurrent Neural Network 
ROIs Regions of Interest 
SCNN Spectral Convolutional Neural Networks 
SeDANN Sequential Decision Analysis Neural Network 
SIFT Scale-Invariant Feature Transform 
SLM Selective Laser Melting 
SOM Self-Organizing Map 
SRAS Spatially Resolved Acoustic Spectroscopy 
ST-PCA Spatially Weighted Principal Component Analysis 
SVD Singular Value Decomposition 
SVM Support Vector Machine 
SWIR Short-Wave Infrared 
TIFF Tagged Image File Format 
TNN Thresholding Neural Network 
UTS Ultimate Tensile Strength  
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• Radiative sensors sense/record radiative information. The radiative 
sensors can be classified based on their principles and outputs. Ac-
cording to Fig. 1, radiative sensors could be classified into the cam-
era, X-ray imaging, inline coherent imaging (ICI), photodiode, 
pyrometer, the recoater blade sensor, and fringe projection [1].  

• Non-radiative sensors could measure and then convert the physical 
behaviour of the process to an electrical signal. According to Fig. 1, 
non-radiative sensors used in LPBF could be categorized into the 
acoustic sensor, thermocouple, and displacement sensor [1]. 

Fig. 2 illustrates the volume of published papers using in-situ sensors. 
Since several studies have used multiple sensors in their work, all of 
them were considered separately in their category in Fig. 2. For example, 
if one paper highlighted the use of both the acoustic sensor and the 
photodiode, one publication was counted under the photodiode and one 
was considered under the acoustic sensor category in this figure. Ac-
cording to Fig. 2, most studies have used radiative sensors (281 papers), 
followed by non-radiative sensors (38 papers). Among radiative sensors, 
most of the papers are associated with the use of the visible-to-near- 
infrared (NIR) camera (127 papers), followed by the NIR to long- 
wavelength infrared (LWIR) camera (53 papers), X-ray imaging (31 
papers), the photodiode (29 papers), the pyrometer (24 papers), the 
fringe projection (8 papers), the ICI (5 papers), and the scanner sensor (4 
papers). Additionally, Fig. 2 implies that the use of non-radiative sensors 
is limited to the acoustic sensor (29 papers), thermocouple (4 papers), 
and displacement sensor (5 papers). 

In the following sections, the detail of the sensors mentioned above 
will be discussed. 

2.1.1. Radiative sensors  

• Visible to near-infrared (NIR) camera 

The visible to NIR camera is the most popular in-situ sensor to cap-
ture data from the LPBF process. This type of sensor has a wavelength 
range between 400 and 1100 (nm) that has been used to capture images/ 
videos for monitoring different types of defects and the nature of the 
LPBF process, as listed in Table 1, which demonstrates the monitoring 
target of each published paper used visible to NIR camera. 

Table 2 lists the characteristics of visible to NIR cameras used in 
some of the LPBF studies. For the first time, a group from K. U. Leuven 
University showed the feasibility of melt pool monitoring by installing a 
high-speed NIR CMOS camera on an in-house developed machine 
[8,10,23,52,53,115]. In Kruth's study, the CMOS camera was installed to 
capture 8-bit grey value images with 10 kHz frames per second [10]. The 
camera was also equipped with a custom-designed lens to provide a 
zooming function, leading to the elimination of f-Ɵ lens aberration. By 
combining the CMOS sensor and lens, images were captured with a field 
of view of 1280 × 1024 pixels [10,116]. However, 10 kHz frames per 
second means capturing data in every 100 μm × 100 μm with a 1000 
mm/sec scan speed. But for instance, in cases with a melt pool radius of 
150 μm, capturing images in every 100 μm results in inaccurate melt 

Fig. 1. Types of sensors used in LPBF to collect in-situ data.  

Fig. 2. Relative emphasis of in-situ sensors reported in the literature using LPBF.  
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pool information. As a result, Berumen et al. [8] added that the 10 kHz 
frame rate can be feasible by reducing the field of view, which resulted 
in capturing images every 10 μm. Recently, Kwon et al. [107] proposed a 
sophisticated method to capture images and document data. A high- 
speed camera was installed with a 1.3 M resolution on the WIN-
FORSYS system. In the data acquisition system, images were cropped to 
512 × 512 pixels with a frame rate of 2.5 kHz. To avoid delay errors 
between capturing images and saving their locations, the data acquisi-
tion system simultaneously gathered images and the location informa-
tion. Then, locations were converted to the two 8-bit binary numbers (x 
and y- coordinates) and inserted into the upper left corner of corre-
sponding images [107]. 

However, visible-NIR cameras face a fundamental challenge in 
capturing high-quality images in the dynamic melt pool [1]. To address 
the issue, many researchers used optical filters, illumination devices, 
calibration, and post-processing techniques. Niklas et al. [98] used a 
CMOS camera with 25 different Fabry Perot interference filters arranged 
in 5 × 5 mosaics to cover 2047 × 1088 pixels from the entire process. 
Additionally, an 875 nm short-pass filter was used to filter the spectral 
bands in the range of 600 to 875 nm. Jacobsmuhlen et al. [63] and 
Kleszczynski et al. [93] used an SVCam-hr29050, SVS-VISTEK mono-
chrome CCD camera, while they applied different methods to improve 
the quality of captured images. Jacobsmuhlen et al. suggested the image 
calibration technique. Two lenses (tilt and shift) were added to the op-
tical system (CCD camera Monochrome SVCamhr29050) to reduce the 
perspective distortion [63]. In Kleszczynski's method, indirect lighting 
sources were illustrated to capture high-resolution images [93]. Simi-
larly, Gobert et al. [54] and Petrich et al. [55] coupled five illumination 
devices to the Nikon D800E DSLR camera to generate different lighting 
conditions. In total, eight images sequentially were taken from the 
process, which helped to extract features from different views. In addi-
tion, Demir et al. [117] and Vasileska et al. [105] proposed a solution to 
this challenge was placing lenses in the system. Demir et al. [117] used a 
three-lens configuration composed of two positive and a negative, 
whereas Vasileska et al. [105] installed a 120mm focusing lens and 
optical filters to take images in the wavelength of 850–1000 nm. 

Lane et al. [118] and Yeung et al. [114] added a linear translating 
lens (LTZ) to the high-speed Mikrotron EOSens 3CL camera. Lane et al. 
[106,119] upgraded the setup by using three different lenses: 1) linear 
translating lens (LTZ), 2) converging lens pair (CLP), and 3) custom 
imaging lenses (CIL). The laser reflected the light propagated through 
LTZ, CLP, and CIL lenses from an image to a camera. However, Yang 
et al. [99] and Fathizadan et al. [108] only used LTZ and CIL in their 
studies. Additionally, Scime et al. [43,44] and Zhang et al. [47] showed 
the effect of the post-processing technique to extract features from im-
ages. Scime et al. [44] convolved the captured images with six filters 
including Gaussian, Uniform Averaging Disk, difference of Gaussian 
(DoG), Oriented Edge Detectors, Oriented Line Detectors, and Streak 
Detectors. Each filter was used to detect specific features obtained by 
analyzing the convolved images. In another study, Scime et al. [43] 
calculated a scale-invariant feature transform (SIFT) of images captured 
during part fabrication under 36 process parameter combinations to 
create balling and keyhole porosity. 

The visible-NIR camera has also been placed in machines to capture 
video imaging/ video from the process. Furumoto et al. [89] monitored 
the consolidation of metal by a mounted Photron FASTCAM SA5 high- 
speed camera to explore the effect of layer thickness. Caggiano et al. 
[65] used a DLSR camera with an additional zooming lens to capture 
video. In the next step, the video analysis was performed to extract 
images from deposition and scanning time. Then, features are extracted 
from the images through kernel-based convolution and non-linear 
activation. In another study, Colosimo et al. [59] used an Olympus I- 
speed 3 camera (CMOS sensor) with a 320 maximum number of frames 
in a video sequence. Then, videos were cropped out of any defocused 
areas. Zhang et al. [47] also applied the Kalman filter-based tracking 
method to the video images to extract the melt pool centroid location for 
obtaining information related to the melt pool, plume, and spatters. 
Spatter identification using video imaging was additionally discussed 
by, Tan et al. [26], Yin et al. [45], Nassar et al. [29], Bidare et al. 
[30,31], Andani et al. [33,120], Repossini et al. [40], Zheng et al. [49], 
Ly et al. [42], Liu et al. [34], and Yang et al. [39]. Besides spatter, Yang 
et al. [39] used video imaging to detect melt pool geometry, whereas 
Yuan et al. [111,112] and Gaikwad et al. [11] installed it to identify 
single-track features.  

• Short-wave infrared (SWIR) to long-wavelength infrared (LWIR) 
camera 

Infrared (IR) cameras work in the wavelength range of 1100 nm to 
14 μm which are categorized into:  

1) short-wave infrared (1 μm− 3 μm),  
2) mid-wave infrared (3 μm–5 μm), and  
3) long-wavelength infrared (8 μm–14 μm). 

Besides wavelength range, each type of camera has specific/unique 
features such as field of view, frame rate, and spatial resolution. The 
thermal/IR camera is mounted in LPBF systems to record the thermal 
behaviour of the process. Collected thermal images from IR are then 
analyzed to detect different process signatures as listed in Table 3 (e.g., 
spatter and plume [126–128], melt pool geometry [39,129,130], 
delamination [131,132], temperature measurement [133–137], 
dimension accuracy [138–140]). 

Some of the IR cameras used in LPBF with their characteristics are 
summarized in Table 4. Bayle et al. [134] disclosed the use of NIR to 
LWIR camera (FLIR Phoenix RDAS with InSb sensor) to capture images 
from each 6.4 × 13.6 (mm2) area with a spatial resolution of 100 μm/ 
pixel. A 50 mm short-wavelength IR lens was also implemented to in-
crease magnification and improve spatial. Final images were presented 
in the form of grey-scales which presented in black, white and grey 
colors in which the pixels convey light intensity information. Analyzing 
the captured grey-scales images resulted in the detection of ejected 
liquid droplets. The images were also used to disclose the trajectory, 
size, and speed of metal powder particles/droplets. Additionally, Dou-
benskaia et al. [139] expanded Bayle's study by extracting the shape of 
the melt pool from grey-scale images under the influence of different 

Table 1 
Mapping the literature on in-situ visible to the NIR camera installed in LPBF to monitor the process signature.  

Prediction target Publications Prediction target Publications 

Geometry accuracy [8–17] Melt pool temperature [18–22] 
Deformation and distortion [15,23] Spatter and plume [24–49] 
Balling [8,43,44,50,51] Overheating [51–57] 
Delamination [58,59] Recoater blade defects [59,60] 
Porosity [43,54,55,61–88] Surface temperature [89–91] 
Overhang [59,82,92–96] Surface roughness [17,97,98] 
Melt pool dimensions [10,12–15,20,22,39,99–106] Anomaly detection [55,107–110] 
Track width continuity [111,112] Cooling rate [22,113] 
Residual heat effect [114]    

K. Taherkhani et al.                                                                                                                                                                                                                            



Journal of Manufacturing Processes 99 (2023) 848–897

852

Table 2 
The characteristics of visible-NIR cameras manually placed in the LPBF system.  

Reference Camera type Wavelength 
(nm) 

Field of view 
(pixels) 

Frame rate (kHz) Spatial 
Resolution (μm/ 
pixel) 

Lens or filter LPBF machine 

Kleszczynski et al. 
[93] 

CCD camera Monochrome 
SVCamhr29050 Unspecified 6842 × 6000 

Not relevant to 
the application 19 A tilt and shift lens EOS M270 

Kwon et al. [107] High-speed 450–900 Unspecified 2.5 20 – WINFORSYS 

Lane et al. [92] 
[106] 

Mikrotron EOSens 3CL 850 ± 20 120 × 120 Up to 10 8 

Linear Translating lens 
(LTZ) 
An 850 nm band-pass 
filter 

AMMT 

Yeung et al. [114] Mikrotron EOSens 3CL 850 ± 20 120 × 120 Up to 10 8 An 850 nm band-pass 
filter 

AMMT 

Yang et al. 
[99,121] 
Fathizadan et al. 
[108] 
Milaat et al. 
[122] 

Two cameras high resolution 
& high speed 

850 ± 20 128 × 120 100 Unspecified 
LTZ and CIL 
An 850 nm band-pass 
filter 

AMMT 

Mohr et al. [86] DALSA Genie Nano-M4020 855–905 4112 × 3012 Unspecified 50 A 50 mm focus lenses SLM280 HL 

Yeung et al. [96] High-speed CMOS 850 ± 20 120 × 120 100 8 
linear translating z-lens 
An 850 nm band-pass 
filter 

AMMT 

Lane et al. [119] Mikrotron EOSens 3CL 850 ± 20 120 × 120 Up to 10 8 

1) Linear Translating lens 
2) Converging Lens Pair 
3) Custom Imaging 
Lenses 

AMMT 

Fox et al. [102] High-speed CMOS 850 ± 40 256 × 256 30 20 
An 850 nm band-pass 
filter AMMT 

Van Gestel [58] PhotonFocus MV1-D1312- 
240-CL8 CMOS 

400–1000 96 × 96 Up to 2 
48 
26 
17 

A focusing lens In-house 

Rombouts et al. 
[115] 

High-speed CMOS 400–950 Unspecified 0.250 Unspecified An optical filter Concept Laser 
M3 Linear 

Forien et al. [87] MC1362, Mikrotron 780–820 256 × 256 1 17 A 780–820 nm bandpass 
filter 

Aconity3D 

Hooper [22] Photron FASTCAM SA5 750–900 128 × 128 100 20 
A 700–950 nm bandpass 
filter 

Renishaw 
AM250 

Demir et al. [117] 
CCD camera and acA2500- 
14 gm 

400–700 
700–1100 

1288 × 964 0.68 
3.75 
2.2 

Three focus lenses In-house 

Snow et al. [66] Nikon D800E Unspecified 5000 × 5000 
9000 × 4183 

Not relevant to 
the application 

50 
15 

A 28 mm f/2.8 
A 105 mm f/2.8 

3DSystems ProX 
320 

Vasileska et al. 
[105] 

Ximea xiQ USB Vision 850–1000 1280 × 1204 1.2 14 A 120mm focusing lens 
and two optical filters 

In-house 

Yuan et al. 
[111,112] 
Gaikwad et al. 
[11] 

10-bit Mikrotron EOsens 
MC1362 400–720 256 × 256 1 14 – Aconity3D 

Jacobsmuhlen 
et al. [63,94] 

CCD camera Monochrome 
SVCamhr29050 

Unspecified 6000 × 4000 Not relevant to 
the application 

25–35 A tilt and shift lens EOS M 270 

Kruth et al. [10] 
Craeghs et al. 
[23,53] 
Clijsters et al. 
[52] 
Berumen et al. 
[8] 

NIR CMOS 400–1000 1280 × 1024 10 10 A custom-designed lens In-house 

Foster et al. [123] 
Gobert et al. 
[54] 
Petrich et al. 
[55] 

Nikon D800E Unspecified 5000 × 5000 
9000 × 4183 

Not relevant to 
the application 

50 
15 

A 28 mm f/2.8 
A 105 mm f/2.8 

EOS M280 

Barrett et al. [28] FPS1000 470–625 1280 × 720 Unspecified 18–24 An 18 mm lens EOS M290 
Barrett et al. [27] FPS 1000HD Unspecified 1280 × 720 Unspecified 253 An 18 mm lens EOS M290 
Grasso et al. [57] 

Colosimo et al. 
[59] 
Yan et al. [124] 

Olympus I-speed 3 camera Unspecified 1280 × 1024 0.300 150 A SIGMA 105 mm macro 
lens 

RenishawTM 
AM250 

Colosimo et al. 
[72] 

2 Cameras 
High resolution 
High-speed 
(An ISPEED 220) 

Unspecified Unspecified 
>10 to 20 
204 

20 
100 

A 25-mm lens In-house 

Lu et al. [73,74] Nikon D500 DLSR Unspecified ~6000 ×
4000 

Unspecified 10–13 – SLM 500HL 

Scime et al. [43] 
Photron FASTCAM Mini 
AX200 Unspecified 1024 × 1024 6.4 6.2 – EOS M290 

(continued on next page) 
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Table 2 (continued ) 

Reference Camera type Wavelength 
(nm) 

Field of view 
(pixels) 

Frame rate (kHz) Spatial 
Resolution (μm/ 
pixel) 

Lens or filter LPBF machine 

Scime et al. 
[44,110] Unspecified Unspecified 1280 × 1024 Unspecified 290–340 – EOS M290 

Pagani et al. [15] Unspecified Unspecified 1280 × 1024 Unspecified 125 – EOS M290 

Ye et al. [32] FASTCAM Min 700–1000 1024 × 1024 50 Unspecified A 700- 1000 nm band- 
pass filter 

In-house 

Zhang et al. [51] 
Photron Fastcam Mini 
AX200 250–800 1024 × 428 2 11.7 A cutoff filter In-house 

Zhang et al. [41] Unspecified 350–800 
~ 1026 ×
1026 2 11.7 

A 350–800 nm cut-off 
from In-house 

Eschner et al. 
[35,37] 

Two Phantom v1210 Unspecified 512 × 256 60 40 
A noise cancellation filter 
(Gaussian) 

In-house 

Yang et al. [38] Pco.dimax HS4 Unspecified 2000 × 2000 up to 3 11 A narrow band-pass 
interference filter 

Dimetal-100 

Aminzadeh et al. 
[16,64,68] 8.8-megapixel USB digital Unspecified 2160 × 4096 Unspecified 7 High focus lenses In-house 

Abdelrahman et al. 
[83] 
Gaikwad et al. 
[9] 
Imani et al. [84] 

Nikon D800E Unspecified 7360 × 4912 – 

45, 67 
(horizontally) 
47, 88 
(vertically) 

– EOS M280 

Niklas et al. [98] 
Ximea MQO22HG-IM- 
SM5X5-NIR 

600–975 2047 × 1088 0.17 
409 
(horizontally) 
217 (vertically) 

A 25 different Fabry 
Perot interference filters 
875 nm short-pass filter 

In-house 

Yin et al. [46] Phantom® 
CMOS 

810 ± 10 512 × 320 100 
3.92 
(horizontally) 
5.70 (vertically) 

A zoom lens system 
A Thorlabs® narrow 
bandpass filter of 808 nm 

In-house 

Furumoto et al. 
[89] 

Photron FASTCAM SA5 
model 1300 K C2 high-speed 
video 

Unspecified – 10 768–648 – In-house 

Tan et al. [26] Pco.dimax HS4 290–1100 468 × 624 0.3 Unspecified An optical filter DiMetal-100 

Yin et al. [45] CMOS high-speed (Phantom 
v2012) 

810 ± 10 512 × 320 100 
3.92 
(horizontally) 
5.70 (vertically) 

A zoom lens In-house 

Nassar et al. [29] 
Phantom v1212 
monochrome 405 ± 10 512 × 512 37.5 28 

A Nikon 200 mm f/4 lens 
cut-off filter 
405 nm bandpass filter 

ProX-320 

Bidare et al. [30] 
Photron Fastcam Mini 
UX100 monochrome 400–1000 1280 × 616 8 10 

C-mount QiOptiq Optem 
Fusion lens In-house 

Bidare et al. [31] 
Phantom V2512 
monochrome 632 ± 10 768 × 368 40 28 A band-pass filter In-house 

Andani et al. 
[33,120] 

Fastcam 1024 PCI Unspecified 1024 × 1024 
6 
3 

17 – SLM 280HL 

Repossini et al. 
[40] 

Olympus I-speed 3 400–700 1280 × 1024 1 150 Tamron SP 17–50 mm F/ 
2.8 lens 

Renishaw 
AM250 

Liu et al. [34] AOS SPRI-F Unspecified 900 × 700 1 14 An optical filter DiMetal-100 

Zheng et al. [49] 
i-SPEED 71 high-speed 
CMOS 300–1100 106 × 762 20 – – In-house 

Ly et al. [42] Photron SA-X2 400–1000 384 × 264 100 5 
microscope optics 
(Mitutoyo 10×/0.28NA, 
Infinity K2) 

In-house 

Cheng et al. [103] 
MCS640 
LumaSense 670 640 × 480 0.06 

65.9 
(horizontally) 
82.2 (vertically) 

– 
Concept Laser 
M2 

Yang et al. [39] High-speed Photron Unspecified 
1024 × 256 
512 × 128 2–10-24 Unspecified – EOS M270 

Pacher et al. [101] Ximea xiQ USB Vision 350–1000 1280 × 1024 1.2 14 

A 1000 nm short pass 
filter 
A 650 ± 40 nm bandpass 
filter 
A 120mm focusing lens 

In-house 

Mazzoleni et al. 
[19,20] 

Ximea xiQ USB Vision 400–1000 304 × 304 1.2 14 

A 1000 nm short pass 
filter 
A 650 ± 40 nm bandpass 
filter 
A 120mm focusing lens 

In-house 

Vasileska et al. 
[105] 

Ximea xiQ USB Vision 350–1000 1280 × 1024 1.2 14 

A 1000 nm short pass 
filter 
An 850 nm bandpass 
filter 
A 120mm focusing lens 

In-house 

Bertoli et al. [113] Shimadzu HPV-X 808 ± 10 Unspecified 250 Unspecified An 808 band-pass filter In-house 
Mahmoudi et al. 

[109] 
two high-resolution CMOS Unspecified 1300 × 1000 0.250 24 – ProX™ DMP 100 

(continued on next page) 
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parameters such as scanning velocity, laser power, beam diameter, and 
laser influence. 

Krauss et al. [148,158] and Schilp et al. [144] placed an Infratec 
Variocam hr head IR camera working in the wavelength ranges of 8–14 
μm on EOS M270. Also, an uncooled micro-bolometer detector and a 
telephoto lens with a resolution of 640 × 480 pixels were added to the 
optical system to allow for a field of view (FOV) of 18◦ (horizontal) and 
13.5◦ (vertical). The in-situ information was analyzed to monitor tem-
perature gradients and thermal inhomogeneity [144]. 

Thombansen et al. [156] proposed a new approach to increase the 
frame rate of the IR camera image acquisition system. In the first step, 
the images were taken from the area of 150 × 150 (mm2) with 1000 ×
1000 pixels. To this end, 150 images should be captured per second, 
which is not practically feasible. Accordingly, the IR imaging system was 
coupled with the processing laser by which new images were captured 
with the frame rate of 1 kHz. Furthermore, focused detection was dis-
cussed to take images with a temporal resolution of 10 μs, which 
continuously monitored the temperature. 

Moylan et al. [147] explained the use of infrared (IR) thermography 
by converting the emissivity and imaged temperatures to true temper-
atures for the entire build plate, which could validate the high-fidelity 
multi-physics models. Lane et al. [95,137] completed Moylan's study 
by analyzing the high-temperature melt pool region and correlating it to 
the physics of the process. In addition, the NIST image calibration 
function was applied to avoid any aberrations [159]. Similar hardware 
was used in Heigel's research [130,145]. 

Besides, Baumgartl et al. [131] captured video imaging by installing 
the PYROVIEW thermographic camera above the process chamber of the 
SLM 280HL system at an angle of 60◦ to the substrate plate. The IR 
camera captured in-situ images with a spectrum range of 4.8–5.2 μm. Up 
to 50 images were captured per second, and overall, 4,314 RGB colour 
images were taken from the process. Images were then used to extract 
melt pool geometry, delamination, and spatters. 

Thermal video imaging was analyzed to monitor temperature by 
Plotnikov et al. [136], Alldredge et al. [142], Jalalahmadi et al. [154], 

Lough et al. [150], Mohr et al. [86], Williams et al. [71], Foster et al. 
[127], and Bamberg et al. [76], whereas in Yakout's study [132], video 
imaging was used to detect spatter. An ImageIR® 8300 hp., Infratech 
thermal camera was placed to capture video imaging in this study. The 
hardware system includes three components: 1) an InSb detector, 2) an 
F/6 lens set, and 3) an infrared observing window of a germanium 
wafer. The InSb detector was sensitive to the wavelength ranges of 2.0 
μm to 5.7 μm. An F/6 lens set captured thermal images with a minimum 
distance of 300 mm and with a field of view of 58 × 46 mm. Finally, a 
germanium wafer was placed to filter out the spatter. Additionally, 
customized thermal imaging software (IRBIS 3, Infratech) was offered 
for temperature calibration [132].  

• Inline coherent imaging (ICI) 

Inline coherent imaging defines as a category of optical coherence 
tomography (OCT). Fig. 3 demonstrates the schematic of the OCT 
module in which, first, a low-coherence super-luminescent diode (SLD) 
generates the fiber-coupled broadband light. The generated light 
transfers through an isolator to prevent unwanted back reflection, and it 
is then divided by a 50/50 coupler into two parts to pass into the sample 
arm and reference arm.  

(i) The sample arm's light co-axially transfers to the powder bed 
surface and is back-reflected to the spectrometer phase.  

(ii) The reference arm's light transfers to a polarization controller, 
collimator, and dispersion-matching elements for compensating 
the change in polarization and dispersion. Then, it will be co- 
axially back-reflected into the spectrometer phase. 

The back-reflected lights are recombined by the splitter, transmitted 
through the collimator and dispersive elements (TG), and received by 
the spectrometer. Since path differences could result in different in-
terferences, the camera is used to record and send the interferences 
spectrometer to the computer for calculating the intensity map 

Table 2 (continued ) 

Reference Camera type Wavelength 
(nm) 

Field of view 
(pixels) 

Frame rate (kHz) Spatial 
Resolution (μm/ 
pixel) 

Lens or filter LPBF machine 

Vallabh et al. [18] Nova S12, Photron 
550 
620 128 × 48 30 20 Optical bandpass filters EOS M290 

Li et al. [61] IDT: NX4-S3 Unspecified 128 × 128 10 13.68 – In-house 

Ma et al. [21] High-speed Dual- 
wavelength 

780 ± 2 
905 ± 2 

1024 × 1024 3 20 Two narrow-band filters In-house 

Lin et al. [24] Mikrotron EoSenS 3CL 850 nm 128 × 128 2 8 Bandpass filter AMMT 
W. Zhang et al. 

[25] Phantom v2512 CMOS 900 1280 × 800 up to 1000 14.6 Short pass filter In-house 

Vasileska et al. 
[125] Ximea xiQ USB Vision 850–1000 1280 × 1204 1.2 14 FEL0850 optical filter In-house 

Feng et al. [78] sCMOS 900 2000 × 2000 10 125 Band-pass filter EOS M290 
Gaikwad et al. 

[79] 
Photron FASTCAM SA 700–950 128 × 128 100 25 Bandpass optical filter In-house 

Williams et al. 
[80] ATLAS system 950 128 × 128 20 31.5 

Narrow band pass fi 
lter In-house  

Table 3 
Mapping the literature on in-situ IR camera installed in LPBF to monitor the process signature.  

Prediction target Publications Prediction target Publications 

Geometry accuracy [138–140] Temperature measurement [133–137] 
Cooling rate [130,137,141,142] Surface roughness [127,143] 
Delamination [131,132] Deformation and distortion [144,145] 
Porosity [71,72,76,77,126,127,146–150] Emissivity [133,151] 
Overhang [152] Inhomogeneity [148] 
Melt pool dimensions [39,129,130,143,153] Crack [128] 
Spatter and plume [126–128,154,155] Stress analysis [149] 
Overheating [156] Effect of print parameters [157]  
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[164–167]. 
Various versions of OCT were introduced in the time domain 

[168,169] and Fourier domain [170,171]. Each domain has its features 
and application, but the Fourier domain OCT is less sensitive to noise 
than the time-domain one [172]. Inline coherent imaging (ICI) is one 
category of inline SD Fourier domain OCT technique mainly applied in 
biomedical [164]. The ICI technique was placed in the LPBF systems to 
predict the melt pool dimension [173], geometry accuracy [166], 
overhang structure [167], inhomogeneity [174], and distortion [174]. 

Neef et al. [174] installed the PRECITED IDM sensor on EOS M250 to 
investigate topology information of powder and melted material. Firstly, 
the mentioned ICI system recorded the sequential surface topology. 

Then, the captured ICI images were explored to detect the distortion. 
This study proposed a possible method to evaluate the layer surface 
quality; however, the measuring range of sensors was established 
experimentally by first providing a profile of distance to the deflection 
mirror. The accidental point of measuring for a single scan in the y-axis 
direction. The measuring range enabling covering of the maximum 
lateral region while minimizing the difference between the two distance 
parameters was used for measuring the range selection. Then, Kanko 
et al. [166] and Fleming et al. [175] expanded the approach by 
capturing dynamic data on microsecond timescales. In Kanko's study, 
monitoring the geometry and molten pool dimension was investigated 
during the change of process parameters. The results disclosed that 

Table 4 
The characteristics of IR/thermal cameras placed in the LPBF system.  

Reference Camera type Wavelength 
range (μm) 

Field of view 
(pixels) 

Frame rate 
(Hz) 

Spatial resolution (μm/ 
pixel) 

Lens or filter LPBF machine 

Thombansen et al. 
[156] 

Unspecified 1.03–2.1 256 × 256 1000 150 A focusing lens In-house 

Mohr et al. [138] ImageIR8300 2–5 160 × 224 600 420 – SLM280 HL 

Mohr et al. [133] ImageIR8300 2–5 160 × 224 100 420 
A 25 mm objective 
lens SLM280HL 

Mohr et al. [141] ImageIR8300 2–5 160 × 200 600 420 A 25 mm objective 
lens 

SLM280HL 

Mohr et al. [86] ImageIR8300 2–5 192 × 176 900 100 A 100 mm focal lens SLM280HL 
Yakout et al. 

[132] 
ImageIR8300 2–5.7 640 × 512 200 15 An F/6 lens set OmniSint 160 

(OmniTek) 
Jalalahmadi et al. 

[154] Unspecified 8–12 128 × 128 1313 760 
25 mm focal length 
f/2.3 lens EOS M290 

Baumgartl et al. 
[131] 

PYROVIEW 640G/50 Hz/ 
25◦ × 19◦/compact 

4.8–5.2 1280 × 768 50 Unspecified – SLM 280 L 

Doubenskaia et al. 
[139] 
Bayle et al. 
[134] 

FLIR Phoenix 
RDAS with 
InSb sensor 

3–5 64 × 136 2031–3556 100 A 25 mm lens Phenix PM100 

Yavari et al. [135] FLIR A35X 7.5–13 320 × 256 60 ~31.6 – 
Renishaw 
AM250 

Plotnikov et al. 
[136] 

FLIR A65 3–12 640 × 512 30 7.5–13 – EOS M290 

Foster et al. [127] FLIR SC8200 3–5 Unspecified 346.7 100 A 25 mm germanium 
lens 

Renishaw 
AM250 

McNeil et al. 
[128] FLIR SC8200 3–5 10 × 10 173 100 

A 25 mm germanium 
lens 

Renishaw 
AM250 

Lough et al. [150] FLIR SC6201 0.9–1.7 80 × 80 2500 130 – 
Renishaw 
AM250 

Lough et al. [149] LIR SC6201 0.9–1.7 80 × 80 2500 130–135 
A 1.45 ± 0.05 μm 
filter 

Renishaw 
AM250 

Williams et al. 
[71] 

FLIR A35 Unspecified 320 × 256 60 ~31.6 – 
Renishaw 
AM250 

Raplee et al. [126] FLIR SC8200 3–5 Unspecified 
742 
500 

350, 200 (horizontally) 
250, 167 (vertically) 

A 25 mm germanium 
lens 

Renishaw 
AM250 

Molnar et al. 
[152] IRC 912 1.35–1.6 360 × 126 1800 

33.5 (horizontally) 
49.8 (vertically) A band-pass filter EOSM270 

Heigel et al. 
[130,145] 

IRC 912 1.35–1.6 360 × 126 1800 34 (horizontally) 
52 (vertically) 

A band-pass filter AMMT 

Colosimo et al. 
[72] 

FLIR X6900sc 3–5 Unspecified 1004 200 – In-house 

Lane et al. [137] 
Extended sensitivity range 
InSb camera 1–2.7 360 × 128 1800 

36 (horizontally) 
53.3 (vertically) 

A 50 mm IR 
lens and filters EOS M270 

Ozel et al. [160] HFR 1.35–1.6 360 × 128 
2000 10,000 
24,000 36 

A thermography 
filter EOS M270 

Yang et al. [39] IFR 1.35–1.6 360 × 128 1800 36 – EOS M270 

Liu et al. [157] FLIR A655sc 7.5–14.0 640 × 480 200 325 ZnSe window Renishaw 
AM250 

Oster et al. [161] Goldeye CL-033 TEC1 SWIR 640 × 512 301 100 – SLM 280 HL 

Lough et al. [162] A FLIR SC6201 SWIR 640 × 512 2585 
130 (horizontally) 
135 (vertically) A bandpass filter 

Renishaw 
AM250 

Krauss et al. 
[148,158] 
Schilp et al. 
[144] 

Infratec Variocam hr head 8–14 640 × 480 50 250 
A 50 mm telephoto 
lens 

EOS M270 

Estalaki et al. 
[146] 

FLIR SC6201 1.45 ± 0.05 640 × 512 2500 135 Band-pass filter Renishaw 
AM250 

H. Zhang et al. 
[163] Dual wavelength 0.55, 0.62 128 × 48 30 20 Band-pass filter EOS M290  
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monitoring the height and longitudinal size of the melt pool, as well as 
light intensity, led to the prediction of porosity, balling, and surface 
irregularities [166]. However, Fleming et al. used ICI to monitor surface 
roughness. Additionally, surface roughness was measured by DePond 
et al. [167] by visualizing the effect of laser power on surface roughness 
and unsupported overhang structure. Lough et al. [173] also showed the 
use of optical emission spectroscopy (OES) hardware to monitor melt 
pool dimension.  

• X-ray diffraction imaging 

In X-ray diffraction imaging, firstly, the energy source produces an X- 
ray beam filtered to reduce the scatter and low-energy rays and maxi-
mize high-energy rays. The filtered beam is then passed through the 
objects and reflected. The reflected beam produces a diffraction pattern 
detected by photographic film [176]. 

The application of X-ray imaging sensors in LPBF was explored by 
Zhao et al. [177], Sinclair et al. [178], Leung et al. [179], Calta et al. 
[180,181], Lhuissier et al. [182], Gould et al. [183], Martin et al. [184], 
Forien et al. [87], Guo et al. [185], and Chen et al. [186]. For the first 
time, Zhao [177] used X-ray imaging in the LPBF process in which 
Harmonic polychromatic X-rays passed through the sample, as demon-
strated in Fig. 4. The diffracted signal was then captured by the 
diffraction detector. The analyzed X-ray imaging disclosed the effect of 
laser power on the melt pool dimension, keyhole mode, and particle 
motions. Also, the sensory data revealed information about the cooling 
and phase transformation rates. 

Other studies used a polychromatic X-ray beam to penetrate the 
sample, and the transmitted signal was converted to visible light, which 
was then recorded by a high-speed camera. The images were mostly 
studied to identify porosity, spatter, deformation, and stress analysis, as 
mapped to the literature in Table 5. 

More information about the Harmonic polychromatic X-rays energy, 
X-ray detector type, and any additional filters that were mounted in the 
LPBF system are summarized in Table 6.  

• Photodiode 

A photodiode is a light-sensitive semiconductor diode that produces 
an electrical current when it absorbs photons. Photodiodes are 

commonly used in optical communication [206,207] and photography 
[208,209]. The photodiode also has applications in the LPBF process to 
sense thermal radiation and light emission. The thermal information is 
analyzed to detect various process signatures as listed in Table 7. 

For the first time, Kruth et al. [10] and Berumen et al. [8] installed 
the photodiode to monitor reflected intensity signals by collecting the 
emitted mean radiation from the melt pool in the visible- NIR wave-
length ranges. The combination of photodiode and camera provided 
complementary information to study the dimensional accuracy. Clijsters 
et al. [52], Craeghs et al. [53], and Van Gestel [58] placed the photo-
diode and the camera to monitor overheating. Van Gestel [58] installed 
a Thorlabs PDA36A photodiode and two CMOS cameras to capture light 
intensity signals and melt pool images, respectively. The captured in-
formation was then analyzed to reveal information about melt pool size, 
intensity, and shape [58]. Additionally, in other applications, the 
photodiode was set up to discuss the plasma behaviour of the melt pool. 
Okaro et al. [219] and Jayasinghe et al. [212] disclosed how three 
photodiodes' complex arrangements could monitor thermal radiation 
and plasma emission. The module was comprised of three photodiodes 
with a 100 kHz sampling time. The first photodiode (700–1050 nm) was 
installed to detect plasma emission, the second photodiode (1080–1700 
nm) was used to detect thermal radiation, and the third photodiode was 
placed to measure the intensity of the laser beam. Table 8 lists the 
wavelength and sampling time of photodiodes used in the LPBF litera-
ture. Also, Table 8 specifies any additional filters/lenses added to the in- 
situ monitoring system.  

• Pyrometer 

A pyrometer is a remote-sensing device that could measure the 
temperature by receiving thermal radiation from an object. Each py-
rometer consists of an optical system and a detector. Firstly, the optical 
system collects the light emitted from the targeted objects. After that, 
the light is conveyed to the sensitive detector [224]. By Stefan-Boltz-
mann's law, thermal radiation received by the detector is used to 
calculate the final temperature of the target. Pyrometer was originally 
developed to collect radiation in a specific bandwidth called a one- 
colour pyrometer. 

Since, in LPBF, the material is fused by thermal energy, many experts 
have focused on the application of the pyrometer to measure 

Fig. 3. The OCT module. 
(Source: Republished with permission of Elsevier, from [167]) 
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temperature, such as Islam et al. [50], Bayle et al. [134], Forien et al. 
[87], Haines et al. [225], Pavlov et al. [226], Zouhri et al. [227], and 
Renken et al. [228]. 

For example, Gaikwad et al. [11] used the infrared pyrometer to 
capture data with a sampling rate of 100 kHz. Bayle et al. [134] explored 

the use of a pyrometer with a temperature range, wavelength range, 
spatial resolution, and sampling time of 1100–3500 K, 1.001–1.573 μm, 
800 μm, and 50 μs, respectively. Haines et al. [225] used a pyrometer 
with wavelength ranges of 1.58 to 1.80 μm. Islam et al. [50] reported the 
placement of a pyrometer outside the optical path with a diameter range 

Fig. 4. The schematic of the high-speed X-ray imaging [177]. 
(Open access CC BY 4.0 license) 

Table 5 
Mapping the literature on in-situ X-ray imaging installed in LPBF to monitor the process signature.  

Prediction target Publications Prediction target Publications 

Geometry accuracy [177,187] Deformation and distortion [188,189] 
Spatter and plume [179,183,186,190–196] Cooling rate [177] 
Porosity [87,129,177–186,190,195,197–202] Stress analysis [203,204] 
Melt pool dimension [129,183] Melting behaviour [205]  

Table 6 
The detailed characteristics of X-ray imaging implemented in the LPBF system.  

References Harmonic polychromatic X-rays energy 
(keV) 

X-ray detector type Additional lens LPBF machine 

Zhao et al. [177] 
Guo et al. 
[185,193,199] 

24.4 High-speed camera A relay lens 
An objective lens 

In-house 

Bidare et al. [187] Unspecified Ophir Spiricon SP928 – In-house 
Calta et al. [180,201] 24 pco.dimax S4CMOS Infinity-corrected tube lens In-house 
Wakai et al. [129] Unspecified PCI2000S CCD – In-house 

Calta et al. [181] 24 PIMAX4:1024i iCCD 
Long working distance objective lens 
tube lens In-house 

Leung et al. [179] 55 High-speed CMOS 3 Custom-made optics In-house 
Leung et al. [195] 55 Miro 310 M Custom-made optics In-house 
Lhuissier et al. [182] 95 pco.edge 5.5 sCMOS Mitutoyo long-working distance Objectives In-house 

Gould et al. [183] 25.4 Visible: Photron FastCam SA-Z 
IR: Telops Fast M3K 

– 
A magnification lens 

In-house 

Martin et al. [184] 7.4 Photron SA-X2 An objective lens In-house 

Chen et al. [186] 30 Photron FASTCAM SA-Z 
4 × magnification long working distance 
objective lens In-house 

Paulson et al. [197] 25 IR: Telops Fast M3K 1× magnification lens In-house 

Uhlmann et al. [203] 98.02 
Perkin-Elmer XRD1621 2D 
detector 

– Aconity MINI 

Schmeiser et al. [204] 98.02 Perkin-Elmer XRD1621 – In-house 
Vallejos et al. [188] Unspecified PerkinElmer XRD 1621 – SLM 280 
Choo et al. [189] 115 Perkin-Elmer XRD 1621 – SLM 280 
Parab et al. [190] 24.4 UI-5240CP-M-GL CCD An objective lens In-house 
Hojjatzadeh et al. [198] 24 Photron FastCam SA-Z A 10× objective lens In-house 
Bobel et al. [200] 24.4 Photron FastCam SA-Z An objective lens In-house 
Sinclair et al. [178] 30 STCAM SA-Z A 4× magnification In-house 
Sun et al. [191] 55.6 PILATUS3X 2 M CdTe pixel array – In-house 

Voisin et al. [192] 100.135 GE amorphous silicon area 
detector 

– 
Concept Laser 
M2 

Hojjatzadeh et al. [202] 24.7–25.3 High-speed A 10× magnification In-house 

A. Young et al. [196] 24 
High-speed Photron FastCAM 
SA-Z – In-house  
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of 15 mm. Renken et al. [228] and Pavlov et al. [226] placed the py-
rometer with a shorter wavelength. Renken et al. [228] used the Optris 
SN 8029001 pyrometer with a wavelength range from 850 to 1000 nm, 
and Pavlov et al. [226] installed a two-colour pyrometer with a wave-
length range of 900–1200 nm. 

Although the use of the one-colour pyrometer provides valuable in-
formation about the process, collecting an accurate temperature could 
be challenging in some situations, for instance, when:  

• Objects that are too small to fill the perspective view,  
• The existence of dust, plume, or spatters in the environment that 

blocks the line of sight, and  
• The change of the process zone emissivity when an alloy or surface 

condition changes that require re-calibration of the pyrometer. 

Thus, to overcome these problems, a two-colour pyrometer, also 
called a ratio pyrometer, was introduced [229]. It employs two de-
tectors, operating at two different wavelengths λ1 and λ2 to detect the 
same target. The ratio of the thermal radiation collected at these two 
wavelengths is given, in the Wien approximation of the Planck radiation 
law, which relates a blackbody's temperature to the maximum intensity 
of its thermal radiation. It is derived from the Planck radiation law 
which describes the spectral distribution of the intensity of thermal ra-
diation emitted by a blackbody at different wavelengths. The Wien 
approximation is obtained by considering the Planck radiation law 
behaviour for short wavelengths, where the exponential term in the 
formula plays a significant role [230]. It can be shown that this ratio is a 
function of temperature and is independent of emissivity [231]. In LPBF, 
the application of the two-colour pyrometer was investigated by Gut-
knecht et al. [228], Furumoto et al. [90,232], Mitchell et al. [233], 
Wakai et al. [129], Smoqi et al. [234], Vallabh et al. [18], and Hooper 

[22]. Furumoto et al. [90,232] placed a two-colour pyrometer with two 
infrared detectors: 1) an InAs detector with sensitivity ranges of 1 μm- 3 
μm and 2) an InSb detector with sensitivity ranges of 3 μm- 5.5 μm. In 
Gutknecht's study, a two-colour pyrometer with a wavelength range of 
1450–1800 nm was placed [235], whereas Smoqi et al. [234] installed 
the Stratonics two-colour pyrometer with the wavelength of λ1 = 720 
nm and λ2 = 900 nm. Although the study of Hooper [22], and Vallabh 
et al. [18] were mentioned in the visible- NIR section, their setup was 
based on the two-colour pyrometer. Hooper [22] implemented a two- 
wavelength imaging setup based on the pyrometer to measure accu-
rate temperature where unknown emissivity was involved like during 
the transition of material from powder to liquid. With this setup, Hooper 
[22] was able to collect data at a high frame rate of 100,000 fps; how-
ever, the recording time was limited to 3 s. Then, Vallabh et al. [18] 
address this challenge by developing a new system to record data from 
50 layers at high framerates of >30,000 fps during the fabrication of 
fatigue specimens. Vallabh's system included a 50:50 beam splitter to 
divide the light path into two different directions for capturing melt pool 
images at two wavelengths (λ1 = 550 nm and λ2 = 620 nm). 

As above-mentioned, a pyrometer is typically designed to measure 
temperature; however, other process signatures were also predicted 
using a pyrometer, as presented in Table 9. 

In the literature, the adoption of a pyrometer and other sensors has 
been discussed to detect overheating [156], porosity [233], and over-
hang structures [237]. Thombansen et al. [156] used the combination of 
a pyrometer and IR camera to generate a melt pool temperature map, 
and then the map was interpreted to predict overheating. Chivel et al. 
[237] installed a pyrometer and a CCD camera for recording the tem-
perature, resulting in an understanding of the impact of temperature on 
the overheating and overhang layer. Mitchell et al. [233] installed the 
Stratonics two-colour pyrometer to record intensity light at a wave-
length of 750 nm and 900 nm, which was finally analyzed to identify 
porosity. Table 10 will specify the characteristics of pyrometers which 
were used in the LPBF studies.  

• Fringe projection 

A fringe projection is a non-contact technique to measure surface 3D 
information. A fringe projection includes a projector and camera(s). 
First, the projector produces a sequence of fringe patterns that are 
projected on the object's surface. Then, the irradiated fringe patterns are 
captured by the camera(s) from different views. Additionally, two 

Table 7 
Mapping the literature on the in-situ photodiode of LPBF to monitor the process 
signature.  

Prediction target Publications Prediction target Publications 

Geometry accuracy [8,10,210,211] Density measurement [212] 
Porosity [117,213–218] Balling [58] 
Overheating [52,53,58] Drift layer [82] 
Abnormal process [213,219] Emissivity [151] 
Hardness [220]    

Table 8 
The sampling frequency and wavelength of photodiodes used in the LPBF studies, as well as any additional filters/lens.  

References Wavelength (nm) Sampling time (kHz) Additional equipment LPBF machine 

Kruth et al. [10] 
Berumen et al. [8] 

400–1000 10 – In-house 

Van Gestel [58] 350–1100 100 Amplifier 0–70 (dB) In-house 
Okaro et al. [219] 

Jayasinghe et al. [212] 
Egan et al. [213] 

700–1050 
1080–1700 

100 Focusing lens Renishaw 500 M 

Taherkhani et al. [214] 
Schwerz et al. [216] 

750–900 60 – EOS M290 

Clijsters et al. [52] 780–950 10,000 Optical filter In-house 
Craeghs et al. [53] 400–900 20 Optical filter In-house 
Demir et al. [117] 800–1700 1000 Optical filter In-house 

Nadipalli et al. [210] 
400–1100 
1200–1800 100 

– 
Low pass filter (DMLP1180) In-house 

Yadav et al. [82] NIR 100 Focus lens SLM 280 
Dunbar et al. [151] 

Montazeri et al. [221] 
520–530 100 520 and 530 band-pass filters ProX 200 

Bisht et al. [211] 
Coeck et al. [218] 

1150–1800 Unspecified 1150 nm high-pass filter In-house 

Artzt et al. [222] NIR 100 – SLM 280 

Pandiyan et al. [223] 
350–1100 
800–1700 
visible and NIR 

3000 
The bandpass filter of 1070 nm ± 2 nm 
low-pass optical filter 
a short-pass optical filter 

In-house 

Zhang et al. [220] Unspecified Unspecified The bandpass filter of 750–950 nm Beijing E-plus 3D Company  
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calibrations (effective wavelength and machine vision) steps are 
required to achieve high-precision measurements. The fringe projection 
technique has been used in LPBF to measure the height map of the 
powder bed/printed slice by B. Zhang et al. [239–241], Land et al. 
[242], Kalms et al. [243], Dickins et al. [244,245], and H. Zhang et al. 
[246]. B. Zhang et al. [239] placed the Qumi Q5 projector 560 mm 
above the powder bed. Also, one DSLR camera with a 50◦ angle with the 
projector and a combination of 18–55(mm) lenses were installed. The 
whole system was placed on top of the machine chamber based on their 
experimental design. Then, B. Zhang et al. [240,241], and Land et al. 
[242] upgraded the hardware by using the Point Grey Flea3 camera with 
a resolution of 4096 × 2160 pixels and a 50 mm Edmond Optics Part lens 
to achieve better height resolution. In this configuration used, the 
camera was mounted above (in the chamber) powder bed and the pro-
jector was installed on top of the machine chamber at a 30◦ angle. Land 
et al. [242] used the former hardware design with a projector and 
cameras mounted on top of the build chamber but verified that the 
spatial frequency of the irradiate fringe patterns is the most significant 
factor in determining the resolution of the height map [242]. Addi-
tionally, H. Zhang et al. [246] placed LightCrafter 4710 EVM G2 DLP 
projector with a resolution of 1920 × 1080 pixels and an FL3-U3- 
120S3C-C 12 MP CMOS camera on top of the EOS M290 machine 
(outside of the chamber), while Kalms et al. [243] and Dickins et al. 
[244,245] used more than one camera which was all mounted in the 
chamber along with the projector placed on top of the machines to 
reveal more information about the process. Kalms et al. [243] installed 
two 6-megapixel CCD cameras. Dickins et al. first used two 18 MP DSLR 
cameras [244] and then upgraded the system using four Basler ace 
acA572–17 μm cameras [245].  

• Recoater blade-mounted sensor 

Only limited studies were explored using the recoater blade sensor to 
gather 2D high spatial resolution in LPBF. Barrett et al. [247] placed a 
Keyence LJ-V7060 profilometer above the recoater to show surface 

mapping before and after the melting, disclosing the potential of scan 
sensors to identify the lack of fusion defects. Pedersen et al. [248] used a 
contact image sensor (CIS) unit on the recoater with an optical resolu-
tion of 2400 (dpi) over a length of 297 mm. Pedersen et al. [248] then 
applied image correction and geometry reconstruction techniques to 
calibrate the captured images. In the following work of Pedersen et al. 
[248], Tan Phuc et al. [249] used similar hardware to synchronize the 
recoater speed with the image acquisition system. Tan Phuc et al. [249] 
estimated the height map and discussed that the CIS approach could 
detect irregularities along the vertical direction. Additionally, Fischer 
et al. [250] installed a recoater blade line camera to acquire high- 
resolution images of the build area with a width of 97.76 mm at a res-
olution of 5.97 μm/pixel and a recoater speed of 100 m/s. The system 
was able to detect discernable line widths as small as 12.4 μm. 

2.1.2. Non-radiative sensors 
This type of sensor sense and measure the physical properties of the 

process. Non-radiative sensors installed in LPBF are categorized into 
acoustic sensors, thermocouples, and displacement sensors, according to 
Fig. 1.  

• Acoustic sensors 

Since balling effect, porosity formation, and residual stress could 
influence the sound dynamics, acoustic sensors have been used for 
monitoring the LPBF process. Different types of acoustic sensors have 
been placed in the LPBF system [251], such as:  

A. Microphones and transducers,  
B. Laser ultrasound,  
C. Fiber Bragg gratings (FBG),  
D. Spatially resolved acoustic spectroscopy (SRAS), and  
E. Surface acoustic waves sensors 

Acoustic sensors could also be categorized based on their frequency 

Table 9 
Mapping of the literature on in-situ pyrometer installed in LPBF to monitor the process signature.  

Prediction target Publications Prediction target Publications 

Temperature measurement [11,50,87,90,134,225,226,228,232,235] Distortion [236] 
Overheating [156] Density measurement [227] 
Overhang [237] Porosity [233,234] 
Anomaly detection [109] Melt pool temperature [238]  

Table 10 
The characteristics of pyrometers used in the LPBF studies.  

References Type Wavelength 
(nm) 

Sampling time (kHz) Temperature range LPBF machine 

Gaikwad et al. [11] Infrared 1600–1800 100 
Not calibrated; hence not converted to a 
temperature scale 

Aconity3D 

Forien et al. [87] Kleiber KGA 740LO 1600 ± 100 100 Not calibrated; hence not converted to a 
temperature scale 

Aconity3D 

Haines et al. [225] Kleiber KG740-LO 1580–1800 10 
Not calibrated; hence not converted to a 
temperature scale Aconity 3D Mini 

Gutknecht et al. [235] Two-colour 1450–1800 
12.5 but digitalized at 
only 2 500–2500 ◦C In-house 

Islam et al. [50] Thyssen Laser-Technik 
TCS 

Unspecified Unspecified 400–1400 ◦C EOS M270 

Furumoto et al. 
[90,232] 

Two-colour Below 1600 0.01–100 400–2200 ◦C In-house 

Mitchell et al. [233] Two-colour 750–900 6–7 1100–2800 ◦C ProX DMP 200 

Wakai et al. [129] 
Two-colour 
ThermeraNIR 

λ1 = 800 
λ2 = 975 0.05 1300–2400 ◦C In-house 

Smoqi et al. [234] Two-colour Stratonics 
λ1 = 720 
λ2 = 900 

0.8 
Not calibrated; hence not converted to a 
temperature scale 

EOS M280 

Kozjek et al. [238] Two-colour PrintRite3D Unspecified 100 Unspecified LASERTEC 12 (DMG 
MORI)  
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range into 1) below 20 Hz (infrasound), 2) 20 Hz- 20 kHz (human 
hearing ranges), and 3) above 20 kHz (ultrasound). 

In the following sections, the detail of each acoustic sensor and its 
application in LPBF will be explained.  

A. Microphone and transducer 

A microphone could be indicated as an acoustic to the electric 
transducer enabling the conversion of the air pressure variations of the 
sound wave to an electrical signal. Different types of microphones are 
available such as piezoelectric, ribbon, condenser, and dynamic. The 
essential component of each microphone/transducer is a diaphragm. 
The schematic of the basic microphone is demonstrated in Fig. 5(a). As 
shown in Fig. 5(a), when the sound wave hits the diaphragm, it will 
vibrate. The vibration is transferred to the magnet via a coil/piezo-
electric, leading to producing an electrical current. 

Additionally, when a pressurized fluid escapes through a leak, it 
generates acoustic noise. This type of acoustic noise could be trans-
mitted by air or solid objects. When noise is transmitted by air, it is 
called airborne noise, whereas when it is transmitted by a solid object, it 
is known as structure-borne noise. The air-borne noise is mostly recor-
ded by a microphone with a sampling frequency range of up to 50 kHz, 
while the structure-borne noise is measured by piezoceramic trans-
ducers. The basic piezoceramic transducer is shown in Fig. 5(b). 

State-of-the-art studies employing microphone/transducer sensors in 
LPBF are reviewed in the following studies. Ye et al. [2] placed a PCB 
microphone with a sampling frequency range of 500–90,000 Hz. The 
collected signal was then transferred to the frequency domain for further 
analysis. However, Kouprianoff et al. [252] applied short-time Fourier 
transformation (STFT) to analyze the AE signal. Filters were also used to 
eliminate the noises during recording. After filtering and transformation 
of the signal, the difference in amplitude of frequencies was reported to 
be an indicator of a lack of fusion in the LPBF process. In another 
research, Pandiyan et al. [253–255] used a low-pass Butter-worth filter 
of 100 kHz to record the frequency range of up to 100 kHz for failure 
mode (no pore, balling, keyhole, and lack of fusion) detection in LPBF. 
Rieder et al. [256,257] and Park et al. [258] investigated the application 
of an ultrasound transducer in LPBF for the detection of phenomena 
such as surface dynamics, residual stress, balling, and porosity level, 

respectively. Structure-borne acoustic emissions (SBAE) were measured 
in the study of Eschner et al. [259,260] by Q-WT-190232 piezoceramic 
sensor and Pandiyan et al. [223] by PICO HF-1.2 with a sensitivity range 
of 500–1850 kHz. The objective in the former study was to classify the 
porosity, and in the latter is to classify the conduction and failure modes. 
The type, sampling frequency, and additional filters of microphones 
used in the LPBF studies are summarized in Table 11.  

B. Laser ultrasound 

A laser ultrasound (LU) sensor consists of a pulse generation laser, a 
continuous-wave detection, an interferometer, and processing electronic 
hardware. Firstly, the pulse generation laser sends the ultrasonic wave to 
the surface by which the surface wave is created. The surface displace-
ment is measured with the laser detector. Then, the scattered or reflected 
light is collected by the interferometer and transferred to the electronic 
hardware, as shown in Fig. 5(c). Laser ultrasound sensors were utilized 
in the study of Everton et al. [261–264] and Xu et al. [265]. Everton 
et al. used a class IV Q-switched Nd: YAG laser with a 200 mJ energy 
pulse and repetition rate of 20 Hz to generate an ultrasonic wave at the 
wavelength of 1064 nm. The receiver laser wavelength was narrowed 
down to 1550 ± 10 nm with filtering. Recently, Xu et al. [265] used a 
pulsed laser with a maximum pulse energy of 2.12 mJ to generate an 
ultrasonic pulse with a wavelength of 1064 nm. The wave with a 
duration of 1.5 ns and a frequency operation of 2 kHz was generated.  

C. Fiber Bragg gratings (FBG) 

The fiber Bragg gratings (FBG) sensor is another type of acoustic 
sensor used in LPBF to monitor acoustic emission. A normal fiber string 
has a uniform reflective index along the length; however, the reflectivity 
of FBG changes periodically in a specific zone of the fiber string. When 
the wave hits the FBG, the wavelength with a similar wavelength as 
gratings is back-reflected to the input. Other waves pass through the 
length of FBG (Fig. 5(d)). The behaviour of the reflected and transmitted 
waves could disclose useful information in terms of wavelength shifts 
that can be translated to the temperature and stress deviation in the 
location of the fiber string that gratings are created. This type of sensor 
was placed in LPBF systems by Shevchik et al. [266] and Wasmer et al. 
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Fig. 5. The 2D schematic of the a) basic dynamic microphone. 
(Source: Redrawn and adapted from [1]), b) piezoceramic transducer, c) laser ultrasound, d) FBG, e) SRAS, and f) surface acoustic waves sensors (Source: Redrawn 
and adapted from [276]) 
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[267,268]. Wasmer et al. [268] mounted the FBG and a 1547 + 0.01 
(nm) narrow-band filter on the Concept M2 machine. The reflected 
signal was digitized with a sampling frequency rate of 1 MHz.  

D. Spatially resolved acoustic spectroscopy (SRAS) 

In the SRAS technique, the setup includes the pulse generation laser, 
continuous-wave detection laser, and grating mask. The generation 
pulse laser generates the acoustic waves which are passed through an 
optical amplitude grating and imaged onto the sample surface. This 
incident causes the creation and propagation of acoustic waves, such as 
Rayleigh waves, with a frequency of fs. On the other hand, the detection 
laser is used to probe the frequency (fs) of surface perturbation which 
will be reflected in a knife-edge detector, as depicted in Fig. 5(e). 
Regarding the LPBF studies using SRAS, works done by Smith et al. 
[269,270], Dryburgh et al. [271], Hirsch et al. [272], and Williams et al. 
[273] could be pointed out. In their setup, a compact Q-switched laser 
generated the wave at the wavelength of 1064 nm. The wave was passed 
through a grating mask, imaged to the sample surface, and back- 
reflected to the detector laser. More details about the properties of 
sensors applied in the abovementioned studies are listed in Table 12.  

E. Surface acoustic waves sensors 

The surface acoustic waves sensor consists of a piezoelectric sub-
strate, input IDT, output IDT, voltage source, and acoustic signal de-
tector. Input and output IDTs are placed on the opposite side of the 
substrate, as shown in Fig. 5(f). The voltage source generates a voltage 
that is passed to the input IDT. The input IDT converts the voltage to an 
acoustic Rayleigh wave. This wave is then transferred to the output IDT 
by the piezoelectric surface. Any fluctuation in the material character-
istics results in a change in acoustic wave velocity or amplitude which 
will be transferred to the signal detection circuit through the output IDT 
[274]. Slotwinski et al. [275] used the surface acoustic waves sensor to 
detect porosity in LPBF. In Slotwinski's study [275], a piezoelectric 
element was used having a nominal diameter of 12.7 mm with a com-
mercial 5 MHz contact transducer.  

• Thermocouple 

A thermocouple is an electrical device to measure temperature. The 
thermocouple consists of two dissimilar electrical wires known as cold 
and hot junctions, as shown in Fig. 6. The cold junction is connected to 
the known temperature body, which is the reference, while the hot 
junction is attached to the body of unknown temperature. In proportion 
to the temperature difference between the two junctions, electric and 
magnetic fields (EMFs) are being developed, which are correlated back 
by using a reference table to measure the temperature of the unknown 
body. Reference tables are unique for each type of thermocouple [251]. 

The thermocouple is sensitive to a wide range of temperatures 
(− 200 ◦C to +2000 ◦C) and is robust to shock and vibration. On the 
other hand, it is vulnerable to corrosion and noise. Thermocouples are 
mostly used with a combination of other sensors in LPBF. Dunbar et al. 
[278] used a combination of thermocouple and displacement sensors, 
while Van Belle et al. [279] implemented both thermocouple and strain 
gauges sensing to record the temperature evolution and strain variation, 
respectively. Sensors were connected to a FRONTDAQ data acquisition 
device. The experimental results were then used to validate the nu-
merical model. Mohr et al. [133] used a combination of an IR camera 

Table 11 
The type, sampling frequency, and additional filters of microphones used in the LPBF studies.  

References Type of sensor Sampling frequency (kHz) Filter LPBF machine 

Ye et al. [2] 3780C1 PCB microphone 0.5–90 Butterworth frequency bandpass In-house 
Plotnikov et al. [136] Three R-15a 100 8th order Butterworth high-pass filter EOS M290 
Kouprianoff et al. [252] ICP 102.5 Low cut-off frequency 1500 Hz EOS M280 
Pandiyan et al. [253–255] PAC AM4I Up to 100 Low-pass Butterworth In-house 
Rieder et al. [256,257] Ultrasound transducer 10,000 – EOS M 270 
Eschner et al. [259,260] Q-WT-190232 piezoceramic 4000 – In-house 
Pandiyan et al. [223] PICO HF-1.2 0.5–1850  In-house  

Table 12 
The detailed information on SRAS sensors used in the LPBF studies.  

References Laser type Q switched laser 
wavelength (nm) 

Energy pulse 
(μJ) 

Repetition rate 
(kHz) 

Detector laser wavelength 
(nm) 

Additional 
equipment 

LPBF machine 

Smith et al. [269] 
AOT-YAG- 
10Q  

1064 50–150 1–12.5  532 
20 mm objective 
Band-pass filter 

ReaLizer 
SLM50 

Smith et al. [270] AOT-YAG- 
10Q  

1064 50–150 1–6.25  532 – 
Renishaw AM 
250 

Hirsch et al. [272] AOT-YAG- 
10Q  

1064 50–150 1–6.25  532 – 
ReaLizer 
SLM50 

Dryburgh et al. 
[271] 
Williams et al. 
[273] 

AOT-YAG- 
10Q  1064 50–150 2  532 – 

ReaLizer 
SLM50  

Fig. 6. The simple schematic of the thermocouple. 
(Source: Redrawn and adapted from [277]) 
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and four K-type thermocouples. The thermocouples' responses and IR 
images were then used to measure the emissivity of bulk and powder 
surfaces.  

• Displacement and strain gauge 

A displacement sensor is a device that calculates the distance be-
tween the sensor and objects [280] based on two different methods: 1) 
contact and 2) non-contact. The contact-based sensor has not been used 
in the AM process. Although non-contact sensors are more implemented 
in the LDED process [281,282], Dunbar et al. [278] mounted a 
displacement sensor and thermocouple on the EOS M280 system to 
detect distortion. The work compared the numerical results and exper-
imental measurements. Williams et al. [283] also installed a laser 
displacement sensor parallel to the building substrate of the AM250 
machine at a vertical distance of 95 mm from the top surface. 

A strain gauge is a type of displacement sensor that converts force, 
pressure, tension, and weights into electrical resistance, which will then 
be measured. When external forces are applied to an object, stress and 
strain could be measured by a strain gauge to disclose information about 
deformation. Limited studies have investigated the effect of stress and 
deformation in LPBF using this sensor. Van Belle et al. [279] and 
Havermann et al. [284] placed a strain gauge to measure stress, and 
Hehr et al. [285] used it to identify deformation. 

2.2. Mounting strategy 

During the part fabrication, AM monitoring systems document the 
build process and capture information. Several main types of sensing 
equipment have been widely installed in LPBF systems to measure 
relevant parameters, as discussed in Section 2.1. It should be considered 
that the mounting strategy of sensors is highly influential in the moni-
toring process. Two types of mounting strategies are used to set up 
sensors: “co-axial” and “off-axial”. The co-axial sensor is positioned in 
the direction of the power source (laser), while the off-axial sensor is 
placed outside the optical path, as represented in Fig. 7. Additionally, 
data is transferred through different paths into these sensors. The data 
captured by the co-axial sensor is passed through the optical compo-
nents (Fig. 7(a)); however, the off-axial sensor collects the data with a 
given angle of view (Fig. 7(b)). 

Fig. 8 (a) demonstrates the volume of papers associated with co-axial 
and off-axial sensor setup in the melt pool monitoring assessments used 
in the LPBF process. 319 reports have been published since the first use 

of in-situ sensors to monitor the LPBF process in 2006. Among them, 102 
and 217 papers were respectively reported using co-axial and off-axial 
sensor arrangements. According to Fig. 8 (b), the camera (visible to 
NIR and NIR to LWIR), pyrometer, and photodiode sensors have been 
installed both co-axially and off-axially. Based on the principle, optical 
inline coherence imaging was co-axially implemented, whereas X-ray 
imaging, fringe projection, scanner, acoustic, thermocouple, and 
displacement sensors were installed off-axially. 

Table 13 categorizes different co-axial and off-axial sensor arrange-
ments used in LPBF classified by sensor type to monitor various kinds of 
process signatures. 

2.3. Commercially available sensors1 

Various commercial modules are developed to capture in-situ data 
using different melt pool monitoring sensors. Most of these in-situ data 
require offline processing. Available sensors commercially mounted on 
the LPBF systems are designed by EOS, SLM solution, GE Additive, 
Renishaw, Trumpf, Sigma Additive Solutions, and Stratonics Inc 
(Table 14). Each of these modules will be explained below: 

2.3.1. EOS 
EOS has introduced two modules:  

1- EOSTATE Melt pool Monitoring consists of co-axial and off-axial 
photodiodes. These photodiodes capture light intensity signals with 
the wavelength range and sampling frequency of 750–900 nm and 
60 kHz, respectively. EOSTATE monitoring software is also designed 
to detect signal disturbance by three statistical algorithms (Absolute 
Limits, Signal Dynamics, Short Term Fluctuations) [289].  

2- EOSTATE Exposure optical tomography includes an integrated 
sCMOS camera system with a resolution of 2560 × 2160 pixels to 
capture powder beds' images. The camera uniformly takes 10 images 
per second. Then, all 10 captured images are merged as one image. 
After that, the final image is correlated with intensity. EOSTATE 
exposure OT software is also introduced to identify any thermal 
deviation [289]. 
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1 This section is partially reproduced from the previous publication of authors 
[1] with permission from the publisher conveyed through Copyright Clearance 
Center, Inc. 
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2.3.2. SLM Solution 
SLM Solution has introduced three modules:  

1- Melt pool monitoring (MPM) consists of a co-axial pyrometer with a 
frequency rate of up to 100 kHz. The data is recorded and saved layer 
by layer and is immediately available for offline analysis after print 
[290].  

2- Laser power monitoring (LPM) includes a co-axial camera to 
continuously record TARGET and ACTUAL laser output emitted from 
LPBF. Thereby, any existing deviations are recorded and displayed 
[291].  

3- A layer control system (LCS) also includes an off-axial camera to 
continuously check the accuracy of each powder layer by detecting 
potential coating irregularities [292]. 

2.3.3. GE Additive (Concept Laser) 
Concept Laser developed two modules:  

1- QM melt pool 3D module consists of a co-axial photodiode and a 
high-speed CMOS camera to measure the average melt pool intensity 
and the melt pool area with a resolution of up to 35 μm. The sampling 
rate of the photodiode is 50 kHz, while the sampling rate of the 
camera is 15 kHz. Then, QM Melt pool 3D software could be used to 
map the emissions data to geometry [293].  

2- QM coating includes a high-speed camera to capture images before 
and after layer deposition. Then, two steps are used to control the 
powder dose factor. In the first step, an intelligent algorithm 

measures the difference between images. After that, the analyzer 
investigates whether the powder is sufficient or not. This factor could 
be increased or reduced, or a new coating could be applied [293]. 

2.3.4. Renishaw 
Renishaw has introduced the InfiniAM module, which includes 

MeltVIEW and LaserVIEW systems. The MeltVIEW system includes co- 
axial visible and infrared photodiodes to capture emissions from the 
melt pool, which can be used to detect build anomalies. The LaserVIEW 
system has a co-axial infrared photodiode to measure the input intensity 
of the laser. The LaserVIEW operates in two modes: 1) standard speed 
and 2) high speed. In the standard-speed mode, the system captures the 
energy in every laser pulse at a frequency rate of 100 kHz, which could 
then be analyzed to identify deviation or drift. In the high-speed mode, 
the data is collected with a frequency rate of 2 MHz which reveals the 
rising and falling edges of every laser pulse. Tracked temporal behaviour 
of each laser pulse is then analyzed by programming tools to identify the 
evolution of the melt pool dynamics [294]. 

2.3.5. Trumpf 
Trumpf develops two monitoring modules:  

1- Powder Bed Monitoring includes an off-axial camera for monitoring 
the melt pool, powder bed, and part geometry. Additionally, another 
phase is designed to analyze images by comparing them with the 
computer-aided design (CAD) model [295].  

2- Melt Pool Monitoring monitors the melt pool during the fabrication 
and records the optical fingerprint of each process using special high- 
speed sensors. The system also has analysis software to present a 
graphical display of any deviation, such as a hot or cold melt pool 
[295]. 

2.3.6. Sigma Additive Solutions 
The company has developed the PrintRite3D module including 

Sensorpak that comprises four sensors:  

1) Photodiode which is off-axially placed with the field of view (FOV) of 
the entire build plate.  

2) Photodiode, which is co-axially placed.  
3) High-speed, single wavelength pyrometer which is off-axially 

installed with a 6 μs response time and field of view of approxi-
mately 1 mm.  

4) The final sensor measures X and Y signals to finally visualize in-situ 
data in a 3D thermal point cloud. No clear information is available 
about it in the public domain. 

All sensory data was collected by a DAQ module running at 50 kHz. 
Additionally, two software are developed for the analysis called 
“Inspect” and “Contour”. The Inspect software is designed to determine 
quality metrics and to identify suspicious patterns layer by layer [296]. 
The Contour software is developed for real-time monitoring and 
reconstruction of the part geometry to compare the result with the CAD 
model [297]. 

2.3.7. Stratonics Inc. 
ThermaViz provides precise temperature measurement using a two- 

wavelength imaging pyrometer that collects data with a frame rate of 25 
frames/s. The optical system resolution, the field of view, and temper-
ature are respectively in the range of 10 μm/pixel to 1 mm/pixel, 5 mm 
to 500 mm, and 1000 ◦C to 2500 ◦C. Then, image processing software is 
provided to measure different melt pool behaviours such as melt pool 
thermal behaviour, peak and average temperature, solidification con-
tour and dimensions, and heating and cooling rates [298]. 

Fig. 8. (a, b) Relative emphasis of in-situ sensors arrangements based on their 
types reported in the LPBF literature. 
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Table 13 
Mapping of the literature on in-situ sensors of LPBF to monitor the process signature.  

Types Equipment Co-axial sensor arrangement Off-axial sensor arrangement 

Radiative 

Camera 
Visible to NIR 

Abnormal process [107–109] 
Geometry accuracy [8–11] 
Deformation [23] 
Balling [8] 
Delamination [58] 
Porosity [61,79,81,83–88] 
Overhang [92,96] 
Melt pool dimension [10,22,99–101,105,106] 
Overheating [52,53] 
Track width continuity [111,112] 
Residual heat effect [114] 
Melt pool temperature [18–22] 
Anomaly detection [286] 
Spatter [24,25] 
Cooling rate [22] 

Porosity [54,55,62–78] 
Delamination [59] 
Overhang [59,82,92–95] 
Overheating [51,54–57] 
Recoater blade [59,60] 
Surface temperature [89,90] 
Balling [44,50,51] 
Spatter and plume [26–49] 
Surface roughness [97,98] 
Distortion [15] 
Dimension accuracy [12–17] 
Melt pool dimension [12–15,39,102–104] 
Anomaly detection [108,110] 
Cooling rate [113] 

Camera 
NIR to LWIR 

Overheating [156] 
Melt pool dimension [143] 
Surface roughness [143] 
Dimension accuracy [138] 
Temperature measurement [133] 
Spatter and plume [154] 
Cooling rate [141] 

Delamination [131,132] 
Dimension accuracy [139,140] 
Temperature measurement [134–137] 
Emissivity [133,151] 
Porosity [71,72,76,77,126,127,146–150] 
Inhomogeneity [148] 
Spatter and plume [126–128,155] 
Overhang [152] 
Surface roughness [127] 
Crack [128] 
Melt pool dimension [39,129,130,153] 
Deformation and distortion [144,145] 
Stress analysis [149] 
Cooling rate [130,137,142] 
Print parameters [157] 

Optical inline coherence imaging 

Geometry accuracy [166] 
Melt pool dimension [173] 
Inhomogeneity [174] 
Distortion [174] 
Overhang structure [167] 

– 

X-ray imaging – 

Geometry/dimension accuracy [177,187] 
Cooling rate [177] 
Porosity [87,129,177–186,190,195,197–202] 
Melt pool dimension [129,183] 
Spatter [179,183,186,190–196] 
Deformation [188,189] 
Stress analysis [203,204] 
Melting behaviour [205] 

Photodiode 

Abnormal process [213,219] 
Geometry/Dimension accuracy [8,10,210] 
Overheating [52,53,58] 
Drift layer [82] 
Balling [58] 
Porosity [117,213–217] 
Part density [212] 
Hardness [220] 

Emissivity [151] 
Geometry/Dimension accuracy [210,211] 
Porosity [216,218] 

Pyrometer 

Overhang layer [237] 
Overheating [156] 
Temperature measurement [11,87,225,226,228,235] 
Anomaly detection [109] 
Distortion [236] 
Part density [227] 
Melt pool temperature [238] 

Surface temperature [50,90,134,232] 
Porosity [233,234] 

Fringe projection – Height map of the powder bed/ printed slice [239–246] 

Powder bed scanner sensor – 
Height map [249] 
Porosity [247] 

Non-radiative 

Acoustic – 

Overheating and balling [2] 
Porosity [252,253,264–273,254,287,288,255,258–263] 
Process parameters [136] 
Part density [287] 

Thermocouple – 
Residual stress [279] 
Emissivity [133] 
Temperature measurement [71,133] 

Displacement – 

Distortion [278] 
Process parameters (layer thickness) [283] 
Strain measurement [279,284] 
Deformation [285]  
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3. Application of machine learning algorithms in defect 
detection 

The adoption of LPBF to serial production is challenged by a lack of 
standards and proper quality assurance platforms. Like all conventional 
methods, serial production needs to be supported by reliable quality 
assurance setups. One solution could be developing a closed-loop con-
trol system to fully monitor and adjust the final product in a real-time 
manner. As a first step in developing the closed-loop control system, 
the in-situ dataset should be analyzed to provide real-time information 
about the process. In this regard, many researchers have analyzed the 
various types of in-situ data using statistical methods to detect process 
signatures and process windows that result in defects, such as porosity, 
material ejection, geometry distortion, and rapid temperature fluctua-
tion [8–10,23,52,89,90]. In the following paragraphs, some of these 
studies will be reviewed. 

To detect porosity, Abdelrahman et al. [83] cropped and normalized 
in-situ images and then applied a level set segmentation. Zenzinger et al. 
[77] and Bamberg et al. [76] developed the commercialized system for 

EOS known as exposure optical tomography (OT) by which cold and hot 
spots were identified from the statistical analysis of in-situ images and 
then corresponded to the nominal and abnormal areas. 

Plasma plumes and spatters were identified in the research of Lane 
et al. [137] and Grasso et al. [155]. Lane et al. [137] converted the 
thermal video into temperature value and then showed how the calcu-
lated temperature gradient could be used to identify the spatter ejection. 
Grasso et al. [155] discussed using a bi-level thresholding method to 
extract plume and spatter information. 

Finding the accurate geometry was also explored by Kruth et al. [10] 
and Craeghs et al. [53]. Kruth et al. [10] developed a PID controller to 
stabilize the melt pool dynamics by controlling the laser power. Craeghs 
et al. [53] developed a PI controller by correlating laser power and 
photodiode signal. The signal collected by the photodiode was con-
verted to the Fourier domain and fitted to the second-order polynomial. 
Three PI controllers were designed and applied with bandwidths of 
3600, 660, and 95 (rad/s) to control the laser power. Craeghs et al. [53] 
disclosed the effectiveness of the intermediate PI controller (660 rad/s) 
in enhancing the geometrical accuracy and surface roughness. 

Table 14 
Commercial sensors mounted on LPBF machines.  

Developer Module Name In-situ sensor Mounting 
strategy 

Monitored items Publication Type of detection 

EOS 

EOSTATE Melt 
pool 

Two photodiodes Co-axial 
Off-axial 

Melt pool 

Taherkhani et al. 
[214,217] 

Porosity 

Schwerz et al. [216] Porosity 
Harbig et al. [299] Anomaly detection 
Ren et al. [300] Anomaly detection 

EOSTATE 
Exposure OT Camera Off-axial 

Powder bed thermal 
map 

Ren et al. [300] Anomaly detection 
Bamberg et al. [76] Cold and hot spots 
Yadav et al. [301] Drift layer 
Gobert et al. [302] Print parameters 
Höfflin et al. [303] Hatching distance 
Schwerz et al. [216] Spatter 
Dursun et al. [304] Overhang 
Pauzon et al. [305] Contour scanning 
Zenzinger et al. [77] Cold and hot spots 
Feng et al. [78] Porosity 

SLM Solution 

Melt pool 
monitoring 

Pyrometer Co-axial Melt pool 
Artzt et al. [222] Porosity 
Artzt et al. [306] Contour scanning 
Alberts et al. [307] Density measurement 

Laser power 
monitoring Camera Co-axial Powder bed – – 

Layer control 
system 

Camera Off-axial Powder bed Ansari et al. [308] Porosity 

GE Additive 
(Concept Laser) 

QM melt pool 3D Camera Photodiode Co-axial Melt pool 

Lapointe et al. [309] Print parameters 
Klein et al. [310] Porosity 
Toeppel et al. [311] Density measurement 
O'Loughlin et al. 
[312] Porosity 

Boos et al. [313] Anomaly detection 
QM coating Camera Off-axial Build surface – – 

Renishaw InfiniAM Two photodiodes Co-axial Melt pool 

Egan et al. [213] Porosity 
Abnormal process 

Egan et al. [314] Porosity 
Liu et al. [315] Porosity 
Keaveney et al. 
[316] Powder discontinuously 

Trumpf 

Powder Bed 
Monitoring Camera Off-axial 

Powder bed and part 
geometry 

Belloli et al. [317] Deformation 
Colosimo et al. 
[318] 

Geometry accuracy 

Melt Pool 
Monitoring 

Camera Off-axial Weld pool and fusion 
process 

– – 

Sigma Additive 
Solutions PrintRite3D 

Two photodiodes 
pyrometer 

Co-axial Off- 
axial 

Different monitoring 
possibilities 

Kozjek et al. [238] Melt pool temperatures 
Donegan et al. [319] Porosity 

Stratonics Inc. ThermaViz Imaging pyrometer Off-axial Melt pool 

Megahed et al. 
[320] 

Surface temperature distribution and 
melt pool dimensions 

Smoqi et al. [234] Porosity 
Mahmoudi et al. 
[109] 

Anomaly detection 

Karayagiz et al. 
[321] Thermal measurements  
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Temperature monitoring was implemented by Doubenskaia et al. 
[139], Lott et al. [322], Thombansen et al. [156], etc. Doubenskaia et al. 
[139] and Thombansen et al. [156] showed the effectiveness of the 
spatial map technique, while Lott et al. [322] applied a spot diagram and 
fast Fourier transformation (FFT). 

Despite the valuable outcome achieved in of aforementioned studies, 
there are still many challenges, such as the size of in-situ data, storage of 
the in-situ data, and commercial real-time processing, which should be 
assessed to improve the quality. To address these challenges, the 
application of machine learning algorithms in LPBF has been discussed 
in recent years. The machine learning (ML) technique is a type of arti-
ficial intelligence (AI), that predicts data patterns by learning from the 
processes. Machine learning algorithms can be classified into three main 
groups:  

1) Supervised learning,  
2) Unsupervised learning, and  
3) Reinforcement learning 

Supervised learning and unsupervised learning algorithms are 
widely used in the LPBF process; however, reinforcement learning is 
applied only in limited studies to provide a quality assurance platform in 
the LPBF. Each of these methods includes several sub-categories, as 
represented in Fig. 9. 

Fig. 10 represents the number of published studies using ML methods 
in LPBF. As demonstrated in Fig. 10(a), the use of supervised learning 
(79 %) is more popular than unsupervised learning (19 %) and rein-
forcement learning (2 %). Fig. 10(b) demonstrates the volume of papers 
associated with each sub-category. These algorithms will be compre-
hensively discussed in the following sections. 

3.1. Supervised learning 

The supervised learning algorithm is trained to map input data (X) to 
labeled output (Y). The training phase is repeated until the model can 
detect the pattern/relationship between input and output. The model is 
then tested by a new and unseen dataset, known as a test phase. Su-
pervised learning is divided into classification (will be discussed in 
Section 3.1.1) and regression techniques (will be explained in Section 
3.1.2). Each technique includes a different methodology and application 
to analyze the dataset. 

3.1.1. Classification 
Classification is a task to map the input variables (X) to discrete 

output variables (Y). Recent classification algorithms applied to the 
LPBF in-situ dataset are support vector machine (SVM), shallow and 

deep neural network (NN), adaptive neuro-fuzzy inference system 
(ANFIS), K-nearest neighbours (KNN), and random forest (RF). Table 15 
lists some of these techniques applied in the LPBF process by high-
lighting their application to detect defects and flaws. The First column of 
Table 15 represents the above-mentioned algorithms and its second 
column is mapping the publication to the algorithm. Finally, the 
following columns list the detection target of each algorithm and 
publication. 

In the following sections, the above-mentioned algorithms will be 
reviewed and their application in LPBF will be discussed.  

• Support vector machine (SVM) 

SVM is applied to classify the dataset by line/ hyperplane in 2D/ N- 
dimensional spaces. The optimum line/hyperplane is selected to provide 
the maximum distance between data points of different classes. The SVM 
easily classifies linear data ((a)) given by [329]: 

fw,b(x) = sgn
(
wT xi + b

)
=

{
wT xi + b ≥ 1 x ≥ 0
wT xi + b ≤ 1 x < 0 (1)  

where xi, w, b are input, weight vector, and bias. However, more com-
plex datasets (Fig. 11 (b), (c), and (d)) are classified by adding kernel 
functions to the model for transforming the dataset into the required 
form in a higher dimension. Different kernel functions are introduced, 
such as nonlinear, polynomial, radial basis, sigmoid, etc. For example, 
the data distribution presented in Fig. 11 (b), Fig. 11(c), and Fig. 11(d) 
need, respectively 2nd-order polynomial, 3rd-order polynomial, and 
radial basis kernel to accurately classify the data [329]. 

In LPBF, the SVM algorithm was used by Scime et al. [43], Gobert 
et al. [54], Ye et al. [2], and Petrich et al. [55]. Scime et al. [43], Gobert 
et al. [54], and Petrich et al. [55] applied SVM to identify defects in in- 
situ images. Scime et al. [43] analyzed the images from the melt pool of 
IN718 metal powder for fabrication by EOS M290. A SIFT feature 
extraction technique was calculated to extract the input images based on 
predetermined 36 process parameter combinations to create the desir-
able condition, balling effect, and keyhole porosity. The images were 
then converted into a standard vector format or histogram of oriented 
gradients (HoG) under three different contrast adjustments. The images 
were scaled using gamma values to create different contrasts. The final 
fingerprint consisted of nine segments related to different gradient fields 
which were created in different melt pool regions. After that, t-distrib-
uted Stochastic Neighbor Embedding was used to reduce data dimen-
sion, and multi-class SVM was applied to classify the input into five 
various melt pool types (desirable, balling, keyhole, etc.). A classifica-
tion accuracy of 85.1 % was reported for 10-fold cross-validation to 
support the feasibility of the SVM algorithm by comparing the detection 

Fig. 9. Sub-categories of machine learning algorithm applied to in-situ data of LPBF.  
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with ex-situ morphology information [43]. 
Besides, Ye's study showed the application of SVM to identify 

abnormal processes [2]. Although Ye's focus was to apply a deep belief 
network (DBN) on the acoustic signal in three stages 1- raw data, 2- the 
frequency domain calculated by power spectral density (PSD), and 3- 
after denoising (band-pass filter from 500 to 90,000 Hz) in the frequency 
domain, the multilayer perceptron (MLP) and linear kernel SVM were 
also applied for comparison. Each algorithm was trained to predict 
overheating, normal, and balling regions created by variations in scan-
ning speed and laser power. The final result showed that although SVM 
works better for detection after post-processing, the algorithm has poor 
identification compared to DBN when applied to raw data. Thus, the 
DBN has more efficiency in detecting defects from the raw data without 
any feature extraction and data pre-processing [2]. However, in the case 
of the availability of more time for the user to apply FFT and denoising 
methods, SVM would be suggested. While in another similar study 
carried out by Li [61], DBN yielded better performance when compared 
with SVM and back propagation neural network (BPNN) with a classi-
fication accuracy of 99.59 % validated using the x-ray computed to-
mography (CT) method. 

The SVM model was also applied to the in-situ data of two com-
mercial photodiodes placed on the SLM 280 system by Yadav et al. [82]. 
The mean and median of both signals for each layer were calculated and 
fed to SVM with six kernels, including linear, cubic, quadratic, Medium 
Gaussian, Fine Gaussian, and Coarse Gaussian. These SVM models with 
different hyperparameters were optimized using the Bayesian method, 
and in the end, linear SVM was selected as the best model with an ac-
curacy of 98.8 % for photodiode 1 and 99.2 % for photodiode 2. Then, 
the linear SVM was used to classify the drift (hotspot), which are layers 
with high temperatures, and non-drift layers. Although no more infor-
mation was revealed due to the confidentiality of the research, it is re-
ported that photodiode 2 was more sensitive compared to photodiode 1 
to identify drift layers for ALSi7Mg0.6 [82].  

• Neural network (NN) 

An artificial neural network is a series of calculations to recognize 
relationships in the input(s)-output(s) pairs. Fig. 12(a) shows a basic 
neural network with one input layer, hidden layers, and one output 
layer. The computational device of the neural network is neurons/nodes 
which are connected by weights. Weights are used to transfer the input 
dataset (X) to the neuron (Fig. 12(b)). Then, neurons feed the weighted 
input dataset to an activation function (f). According to the application, 
different types of activation functions could be used, such as linear, 
Tanh, rectified linear unit (Relu), and sigmoid. In each iteration, the 
target is estimated, and an error between the estimated target and 
labeled output is calculated. The error is minimized in a backward pass 
by updating the weights. 

Various neural network models are introduced and categorized 
based on their complexity, structure, and applications, such as feedfor-
ward (FF), multilayer perceptron (MLP), and deep learning (DL). MLP 
and DL algorithms were used to predict flaws in LPBF. The MLP network 
was applied to predict overheating [2] and porosity [2,265]. Deep-MLP 
model is also applied in the study of Kwon et al. [107] to classify melt 
pool images created by different laser powers. The result showed that by 
dropping the number of nodes and increasing the depth of the network 
(increasing the number of hidden layers in the neural network), even the 
images with blurred edges achieved satisfactory results. The model had 
a weak performance on the leave-one-out evaluation; however, the al-
gorithm was able to find abnormal processes by simultaneous classifi-
cation of various melt pool shapes. 

Recently, the application of deep learning neural networks has 
achieved more attention in LPBF. Similar to the shallow neural network, 
the deep neural network is used to extract the relation between the input 
and labeled output dataset. One of the most popular types of DNN used 
in LPBF is convolutional neural networks (CNN). The schematic of the 
CNN model is represented in Fig. 12(c). Each CNN includes feature 
extraction and classification phases. The Feature extraction phase 

Fig. 10. (a, b) Relative emphasis of machine learning method in the literature using LPBF.  
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Table 15 
Classification models used to predict LPBF process signature.  

Model Reference Detected output type 

Porosity Spatter Balling Plume Delamination Geometry 
feature 

Overheating Overhang Surface 
roughness 

Geometry 
distortion 

Track 
features 

Recoater 
blade 

Part 
density 

Abnormal 
process 

Fatigue 
life 

Powder 
classification 

Surface 
topology 

Drift 
layers 

Part 
failure 

SVM 

[43] * * *                 
[2]   *    *             
[54] *      *             
[55]       *             
[82]                  *  
[109] *                   
[84] *                   
[47]  *  *                
[323]    *                
[324]                *    
[325]               *     
[61] *                   
[11]      *              

Neural  
Network 

MLP 

[2]    *   *             
[84] *                   
[66] *                   
[259] *                   
[236]          *          
[265] *                   

CNN 

[70] *                   
[266] *                   
[65] *                   
[66] *                   
[326] *                   
[111]           *         
[112]           *         
[107]              *      
[110]              *      
[108]              *      
[47]  *  *                
[48]  *                  
[26]  *                  
[9]           *         
[327]                   * 
[97]         *           
[98]         *           
[82]       * *    *        
[60]            *        
[140]      *              
[14]      *              
[236]          *          
[254] *  *                 
[227]             *       
[100]      *              

SNN [266] *                   

DBN 
[2]   *    *             
[61] *                   

Depth wise- 
separable 
CNN 

[131]  *   *               

Conditional 
Auto Encoder 

[326] *                   
[108]              *      

TNN [26]  *                  
VAEs [255] *  *                 
RNN [11]      *              

(continued on next page) 
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consists of the convolution and pooling layers.  

• In convolutional layers, filters are convolved with the original input 
to generate a feature map.  

• In pooling layers, outputs of neurons at previous layers are combined 
into a single neuron to reduce data dimensions. Pooling could be 
applied in either way max-pooling (selecting the maximum value of 
the previous layer outputs) or average pooling (selecting the average 
value of the previous layer outputs). 

In the second phase of CNN, known as classification, operations 
denoted as flatten, fully connected, and softmax are used. The flattening 
layer is applied to convert all the 2D feature map arrays into a single 
vector. The vector is then fed to the fully connected layer in which every 
neuron connects to every neuron in another layer. Finally, the softmax 
function is used as the activation function in the output layer of the 
model to predict a multinomial probability distribution. Besides weights 
and biases, other parameters and hyperparameters involved in CNN 
should be optimized to achieve a satisfactory result, such as filter size, 
stride, padding, learning rate, etc. An optimization algorithm is executed 
iteratively by comparing various solutions till a satisfactory solution is 
found. Many optimization algorithms were recommended with different 
features, for instance, mini-batch gradient, momentum, Gradient 
descent (GD), Root Mean Squared Propagation (RMSprop), and Adap-
tive Moment Estimation (ADAM) (refer to [330] for more information). 
After training the model, the accuracy of the training, validation, and 
test dataset must be verified to avoid underfitting (high bias) and 
overfitting (high variance) in the model. Underfitting happens when the 
model performs poorly on the training data. To remove underfitting, 
some strategies could be used, like an increase in model complexity and 
the duration of the training, an increase in the number of input features, 
and noise removal. On the flip side, overfitting happens when a model is 
closely aligned to the training data, but its performance against test data 
is poor. The possible suggestions to reduce overfitting could be regula-
rization, data augmentation, dropout regularization, early stopping, 
input normalization, etc. 

Although the numbers of convolutional layers, pooling layers, nodes, Ta
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Fig. 11. The schematic of support vector machine (SVM) method: maximum 
margin for (a) linear, (b) 2nd-order polynomial, (c) 3rd-order polynomial, and 
(d) radial basis distribution of data. 
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and other parameters could be used arbitrarily, some CNN models were 
also introduced with fixed parameters such as AlexNet, VGG-16, ResNet, 
and Inception network. The architecture of AlexNet and VGG-16 is 
similar, but they differ in the number of convolution and pooling layers, 
neurons, size, and the number of filters, etc. For example, the former has 
8 layers including 5 convolutional layers and 3 fully connected layers, 
while the latter has 16 layers, all of which are convolutional except for 
the last three fully connected layers. Also, AlexNet has a smaller number 
of filters in each layer compared to VGG-16. Thus, VGG-16 is more 
computationally expensive but has the capability to learn a more com-
plex and diverse set of features [331]. The simple architecture of ResNet 
and Inception networks are shown respectively in Fig. 12(d) and Fig. 12 
(e). As demonstrated in Fig. 12(d), skip-connections are used in the 
design of ResNet to avoid vanishing gradient, which is one of the chal-
lenges of deep networks where the gradients computed during back-
propagation become extremely small, making it difficult for the network 
to learn. Another challenge of deep networks is the computational time 
which could be solved by the Inception network since 1 × 1 convolution 
blocks are used to minimize computation load (Fig. 12(e)). 

A more complex network such as bi-stream CNN and LSTM was also 

applied to the LPBF in-situ data inspection cases. As an illustration, bi- 
stream CNN consists of two series of kernel-based convolutional layers 
in which multiple feature maps could be extracted simultaneously 
(Fig. 13(a)). The comprehensive extracted feature help to accurately 
map input distribution to output classes. Long short-term memory 
(LSTM) is a type of sequence model. A sequence model can be used when 
the type of input or output are sequences of data such as audio data and 
video recognition. LSTM includes a unit with a memory cell (Fig. 13(b)) 
to keep information in memory for a long time which allows the network 
to learn longer-term dependencies. 

In terms of the application of deep neural networks in LPBF, Zhang 
et al. [47], Caggiano et al. [65], Shevchik et al. [266], and Ansari et al. 
[308] used CNN to predict porosity. In the study of Zhang et al. [47], 
Caggiano et al. [65], and Shevchik et al. [266] porosities were created 
by changing print parameters, while in the study of Ansari et al. [308] 
intentional voids were added to the design of the coupons. 

In Zhang's study, high-speed images were captured during the 
fabrication of stainless steel 316 L single tracks under the variation of 
laser power to create a keyhole, melt pool temperature, plume, and 
spatter. Then, images were fed into two models (SVM with RBF kernel 

Fig. 12. The simple architecture of representative a) neural network, b) neural network node, c) CNN, d) ResNet, and e) Inception network.  
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and CNN). The kernel size and pooling strategy of the CNN model were 
optimized using the AlexNet method. The comparison indicated that 
although SVM was trained with the extracted data, the CNN method 
classified features with higher accuracy. CNN also reduced the compu-
tational time of feature extraction and selection [47]. 

Caggiano et al. [65] applied a bi-stream DCNN model (Fig. 14) to the 
images extracted from the video which was recorded during the LPBF 
process. First, two images were extracted after material deposition and 
before laser scanning. Then, various feature maps from the collected 
images were extracted using kernel functions. After that, 840 images 
were selected to train the model, and 360 images were used to test the 
model, achieving an accuracy of 99.4 % to detect porosity, which was 
validated using an offline microscope image to verify the microstruc-
tural detail and confirm the defect types. 

In the study of Ansari et al. [308] before applying the CNN model to 
the in-situ images, various preprocessing methods were applied to pre-
pare the raw dataset for feeding into the network, including data la-
beling and augmentation. Ansari et al. [308] captured melt pool images 
from the fabrication of the coupon, including intentional voids, using 
the SLM Layer control system. Then, the captured images (2889 images) 
were labeled using both the CAD design and XCT scan of the fabricated 
parts. Since the porosity images were less than the non-porosity images, 
the data had a class imbalance which adversely affected the performance 
of the model. Thus, the porosity images were augmented by width shift 
range, height shift range, vertical flip, horizontal flip, and “nearest” fill 
mode to increase the minority class. After that, data was fed into the 
CNN model and all hyperparameters were optimized with an ADAM 
optimizer. The final result confirmed that using the balanced dataset 
improved the precision from 89 % to 97 % and recall from 85 % to 97 %. 
Ertay et al. [326] and Shevchik et al. [266] compared the result of CNN 
with other types of DNN, whereas Snow et al. [66] and Y. Zhang et al. 
[327] used a hybrid neural network. Ertay et al. [326] compared CNN 
and conditional variational autoencoder (CVAE) that were trained based 
on melt pool physics and CT-scan data. Thus, in Ertay's study in-situ 

sensor was not used. Fathizadan et al. [108] also used another type of 
autoencoder named convolutional autoencoder (CAE). The network was 
applied to extract the main feature of melt pool images, and then the 
extracted features were plugged into an agglomerative clustering algo-
rithm which will be discussed in Section 3.2.1. Shevchik et al. [266] 
compared CNN with a statistical convolutional neural network (SCNN). 
First, a fiber Bragg grating (FBG) sensor was used to capture acoustic 
data. The sensor was off-axially installed on Concept M2 at a distance of 
20 cm away from the melt pool. In addition, the cubical sample with 
CL20ES stainless steel powder was printed under three scanning speed 
conditions (50, 79, and 132 J/mm3) to provide three levels of energy 
input. Then, the Daubechies wavelet and principal component analysis 
(PCA) was applied to prepare data for training the CNN and SCNN 
models. The result of SCNN, with four convolutional and four pooling 
layers, was more accurate than CNN in classifying the features. The 
results mapped each energy input to the associated defects, with the 
highest energy input (132 J/mm3) leading to keyhole defects of 
approximately 30μm, a reduced energy input (79 J/mm3) causes the 
keyhole defects to disappear, leaving behind a small number of defects 
caused by lack of fusion and residual gas porosity. At the lowest energy 
input of 50 J/mm3, the main type of defect is associated with inadequate 
bonding or insufficient fusion, manifesting as large, cavern-like voids 
that vary in size from 10 to 100 μm. 

The performance of this study can be improved by installing a more 
sensitive acoustic sensor and applying more powerful filters. In Snow's 
study [66], neural network (NN) and CNN models were used to identify 
the lack of fusion defect created in virgin Ti-6Al-4V parts. First, a 36.3- 
megapixel DSLR camera (Nikon D800E) and various lightening condi-
tions were placed on a 3DSystems ProX 320 to capture six images M1- 
M6 from 81 cylindrical coupons in each layer. These six images were 
included i) three images after the new powder was added to the build 
plate (referred to as “post-recoat”), and ii) three images after the laser 
scanned the layer (referred to as “post-scan”). The captured images from 
20 coupon samples (individually and in the form of dimensional tiles) 

Fig. 13. The simple architecture of representative a) bi-stream CNN and b) one LSTM unit.  
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were selected and labeled, by XCT using a custom automated defect 
recognition (ADR) algorithm [54,55] as nominal and anomaly and then 
fed into a series of NN and CNNs models. In the beginning, each model 
was trained separately, and results were compared through a confusion 
matrix demonstrating the accuracies of 69–78 % and 56–66 % for CNN 
and NN, respectively. Then, the hybrid method was suggested to 
improve the detection accuracy by feeding the outputs of CNNs and NNs 
to another shallow neural network with one hidden layer including five 
neurons. The new approach resulted in an accuracy of 93.5 %. Then, 
another build was fabricated to test the model, which showed an accu-
racy of 87.3 % [66]. 

Another hybrid NN model was used by Y. Zhang et al. [327] to 
predict part failure in terms of geometric incompleteness, cracking, and 
warping in the design phase. As demonstrated in Fig. 15, STL files were 
firstly voxelized using the binvox model with the size of 128 × 128 ×

128 pixels. Then, the voxelized design was trained with model 1 (shown 
in Fig. 15) to decide whether the design was (label “1”) or not printable 
(label “0”) using a fully connected network. If the output of model 1 
failed (output 1 = 0), then it was redirected to model 2 to predict the 
failure area (red colour in the final part). Model 2 was generally similar 
to model 1; however, it was designed based on the reshaping multi- 
dimensional layer by adding a transposed convolutional layer. The 
transposed convolutional layers were then concatenated with the initial 

convolutional layers. The proposed method was tested by fabricating 
196 samples for training and 49 samples for testing. These samples were 
printed by three machines (EOS 270, AM 400, and AM 250) and with 
four different materials (Inconel 625, Maraging steel, ALSi10MG, and SS 
316 L). The validation samples were selected randomly, and accuracy 
was used to validate the performance of model 1, and intersection over 
union (IoU) was selected to evaluate model 2. The results indicated that 
the proposed hybrid ML model could accurately predict the failure of the 
design. 

Pandiyan et al. [223] and H. Zhang [163] also used a combination of 
CNN and LSTM models. Pandiyan et al. [223] applied them to predict 
the lack of fusion, keyhole, and conduction mode, while H. Zhang [163] 
used them to identify surface topology. In the study of Pandiyan et al. 
[223], first, input data, including three different wavelengths of in-
tensity signal and acoustic signal (collected in different window lengths) 
were fed into the CNN model. The design of CNN consisted of five 
convolutional layers and a kernel size of 16, as shown in Fig. 16. Then 
extracted features were passed into the LSTM with one recurrent layer 
including ninety hidden states. Finally, the fully connected layer and a 
classifier were added to the network design to predict the lack of fusion, 
key-hole, and conduction mode. In total, 91 thousand parameters were 
trained by 900 epochs in 4.5 h with stochastic gradient descent and a 
momentum optimizer. Additionally, batch normalization, shuffling, 

Fig. 14. Bi-stream DCNN to detect defects induced by improper SLM process conditions using before laser scanning (powder bed) and after laser scanning (fused 
layers) images. 
(Source: Republished with permission of Elsevier, from [65]) 

Fig. 15. Flowchart of the hybrid system developed in the study of Y. Zhang et al. [327] to identify part failure. 
(Source: Republished with permission of Elsevier, from [327]) 
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weight normalization, and dropout of 0.2 were considered to reduce 
overfitting and speed-up training time. The result of the confusion ma-
trix indicated that the overall accuracy ranged from 95.9 % to 100 %, 
depending on the type of class. 

In the work of H. Zhang et al. [163], two cameras captured images 
displaying the signatures of melt pools, including the intensity, area, and 
temperature, during the creation of IN718 fatigue bars. The process 
started with the installation of an off-axial high-speed camera, which 
was used to obtain laser scan data that was then analyzed using a ResNet 
34 framework. This analysis extracted the spatial distribution of the melt 
pool signatures, including its area, intensity, and temperature. In the 
next phase, images from the coaxial single-camera two-wavelength 
imaging pyrometry (STWIP) system were examined to determine the 
melt pool profiles, which were then linked to the extracted melt pool 
signatures. The surface topography of the fatigue test samples was 
evaluated using an in-situ fringe projection profilometry (FPP) system. A 
long short-term memory (LSTM) neural network was then created to 
associate the recorded melt pool signature with the surface topology. 
The results were evaluated using the Random Forest Gini impurity 
method, yielding an accuracy of 92.88 % (relative prediction error) in 
the prediction of surface topology (the relative height difference be-
tween the fused layer and powder layer) while using only temperature 
signatures, compared to cases involving area and intensity signatures 
together with temperature or solely. 

Gaikwad et al. [9] addressed thin-wall prediction using ML algo-
rithms and in-situ monitoring data. Ti-6Al-4V thin-wall were created by 
changing build orientation (0◦, 30◦, 60◦, and 90◦ to the direction of the 
recoater blade) and aspect ratio (ranging from 36 to 183). In-situ images 
were taken and then analyzed to extract features such as flaws in the 
part. On the other hand, after the process, XCT was used to extract the 
quantifier matrix, including the thin-wall thickness, density, edge 
smoothness, and discontinuity for each orientation. The quantifier 
matrices were aggregated to Mahalanobis-squared distance. Then, in- 
situ optical images (input) and Mahalanobis-squared distance (output) 
were fed into a CNN model to predict the thin-wall quality. To validate 
the result, the Pearson correlation coefficient (ρ) between the XCT scan 
signatures and CNN predictions was used, and the result showed a 
correlation of 85 % to 98 % [9]. Although this work has made significant 
progress in predicting the fault by reducing the steps required for part 
quality inspection, different part designs and variations in the print 
parameters were not considered. 

Measuring surface roughness with the use of the CNN model was 
addressed in the study of Niklas et al. [98] and Knaak et al. [97]. Niklas 
et al. [98] trained the CNN model with the pair of hyperspectral images 
and the actual value of surface roughness measured by the Keyence VK 
X1050 confocal microscope. The convolutional network was comprised 
of four convolutional layers and a fully connected layer. ADAM and 

Nesterov-accelerated Adaptive Moment Estimation (NADAM) as opti-
mizers and mean absolute error (MAE) as a loss function were used. 
Knaak et al. [97] applied CNN to extract features for the next step of 
their study, which will be discussed in Section 3.3. Spatter and delam-
ination predictions were discussed by Baumgartl et al. [131]. In 
Baumgartl's study, a thermographic camera was off-axially installed on 
SLM 280HL with an angle of 60◦ to the substrate plate. Thermographic 
images were taken during the fabrication of H13 steel specimens. Then, 
the images were trained using a depthwise-separable neural network to 
predict defects. Spatter and delamination were manually chosen for the 
training of the network. The proposed network was validated by accu-
racy, sensitivity, precision, and Cohen's Kappa score. The average 
balanced accuracy of the model to predict spatters and delamination was 
96.80 % from 10-fold validation. Besides, the network was evaluated 
with a heat map to detect the position of the defect. The advantage of the 
suggested model was its short computational time without using 
powerful hardware. Also, the model eliminated the use of X-ray or CT- 
scan [131]. 

Additionally, another hybrid neural network was used to predict 
distortion by Francis et al. [236]. Francis et al. [236] applied the CAMP- 
BD model, including CNN and ANN to predict distortion using thermal 
information and print parameters, respectively. Francis et al. printed a 
Ti-6Al-4V disk with a 5 mm thickness and a diameter of 45 mm. During 
the fabrication, thermal images were recorded using a co-axial, dual- 
wavelength pyrometer (Fig. 17. a). Then, thermal information and 
process parameters (Fig. 17. b) were fed into the CAMP-BD model to 
provide a final pointwise distortion prediction (Fig. 17. c) by using an 
Adam optimizer for updating the model weights and using a batch size of 
512 along with ReLU activation function in all layers except the final 
output layer. The result demonstrated that the model could predict the 
distortion, and the model leads to convergence after 260 epochs with an 
RMSE of 24 μm [236]. 

Yadav et al. [82] recently identified five types of defects by applying 
two CNN models on pre and post-exposure images taken from each layer 
of the print during the fabrication of three different geometries (cubic 
overhang, cylindrical overhang, and specimen with inner groove). Then, 
both pre- and post-images were used to extract three different scale 
blocks (20× 20, 75× 75, 150× 150 pixels) from the same center. Scale 
1 (20× 20 pixels) was set to identify part hopping2 and overheating, 
whereas scale 2 (75× 75 pixels) and scale 3 (150× 150 pixels) were 
chosen to label recoater streaking and uneven powder spread, respec-
tively. As demonstrated in Fig. 18(a), scale 1 was firstly trained in the 
CNN 1, and if the CNN 1 could label it as part hopping, the block was 

Fig. 16. The hybrid architecture of CNN-LSTM [223]. 
(Open access CC BY 4.0 license) 

2 The area of the part which is above the powder spread and not fully covered 
by the powder spread. 
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Fig. 17. Distortion prediction for the additively manufactured disc: a) thermal history per layers, b) design and process parameters, and c) CAMP-BD distortion 
predictions. 
(Source: Republished with permission of Elsevier, from [236]) 

Fig. 18. Flow chart for labeling the a) pre-exposure and b) post-exposure images using CNN. 
(Source: Republished with permission of John Wiley and Sons, from [82]) 
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labeled, and the program skipped the scale 2 and scale 3 analyses 
because when the part hopping occurs, other anomalies cannot happen 
at the same center. Additionally, a similar methodology was used to 
train the post-exposure images (CNN 2) in Fig. 18(b); however, it is 
impossible to identify any part hopping after the exposure step. As a 
result, the post-exposure images were first passed to a precondition to 
check whether there was an overlap between the scale block and part 
area or not. Thus, the following scenarios were considered: 

1- The intersection was found: block scale could be labeled as over-
heating or “OK” part; however, if the predicted label is other than 
overheating or “OK”, the block was labeled as misleading.  

2- No intersection was found: scale 2 and scale 3 would be analyzed to 
identify other anomalies. 

The same set of best-fitting hyperparameters resulted in the best 
training accuracy of CNN 1 and CNN 2 with 93.16 % and 96.20 % 
classification accuracy (confusion matrix), respectively, for labeling of 
pre- and post-exposure images to part hopping, streak, uneven powder, 
fine, and misleading. Then, the trained models were tested on the 2582 
images captured during the printing of a benchmark part. Classification 
accuracies between 84 %- 97 % and 94 %- 99 % were obtained for 
different labels in CNN 1 and CNN 2 testing, respectively. Although the 
study reported that algorithms predicted anomalies successfully, it could 
be more comprehensive if the model could be tested for more complex 
geometry and compared with CT scan results [82]. 

More complex models were used in the study of Xing et al. [100] in 
which AlexNet, ResNet, SqueezeNet, InceptionV3, and vanilla-based 
architectures were applied to the dataset created by five laser energy 

spanning between 3 and 15 (J) to identify melt-pool width, length, inner 
area, and outer area. The research disclosed that ResNet and Incep-
tionV3 yielded the highest F-score (96.6 %) on the test dataset, which 
indicated the superior performance of CNN to the manual and statistical 
approaches of classification such as ANOVA and Tukey's test (relied on 
melt pool measurements). 

As mentioned previously, training deep learning from scratch and 
achieving high accuracy requires a large amount of data and expensive 
computational costs. Thus, transfer learning was introduced to help 
when there is a limited supply of similar training data. For applying 
transfer learning, weights, and other parameters are first obtained from 
a pre-trained model (Fig. 19. a). The pre-trained models are usually 
trained on the massive dataset and are mostly open-access. Then, ob-
tained model and parameters can be reused without any tuning (Fig. 19. 
b) or with tuning (Fig. 19. c) to make predictions on new tasks or to be 
integrated into the process of training a new model. 

Recently, the application of transfer learning was discussed by Pan-
diyan et al. [254], Klein et al. [310], and Liu et al. [315]. Pandiyan et al. 
[254] trained the CNN model from scratch to use it for transfer learning, 
whereas Klein et al. [310] used open-access networks. In Pandiyan's 
work, an air-borne acoustic emission sensor was used to collect acoustic 
signals from multiple 316 L stainless steel and bronze line tracks man-
ufactured by variation in laser power and scan speed to create balling, 
lack of fusion, keyhole, and conduction mode (labels that were predicted 
by algorithms). In the next step, the acoustic signal was convoluted with 
a wavelet to calculate the continuous wavelet transform coefficients. 
Then, the coefficients were converted into a 2D spectrogram and linearly 
normalized. In total, 8000 images (Training: 5200 and Testing: 2800) 
were created from each material. Then, only 316 L stainless steel images 

Fig. 19. a) Pre-trained model by large dataset, b) transfer learning to predict new task without any trainable parameters, and c) transfer learning to predict new task 
with trainable parameters. 
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were fed into VGG-16 and ResNet-18 networks, which resulted in an 
accuracy of 96 % (trained in 18 h) and 94 % (trained in 12 h) in label 
classification, respectively. To apply transfer learning, VGG-16, and 
ResNet-18 models were partially trained with bronze images so that in 
the VGG-16 model, only the FC layers were trained (shown in Fig. 20 
(a)), and in the ResNet-18 model, only the fifth bottleneck block layer 
and FC layer (Fig. 20(b)) were trained. According to ground truth data 
from the light microscope images of cross-sections, the final obtained 
accuracy of these two models in the transfer learning attempt was 85 % 
(trained in 9 h) and 87 % (trained in 6 h), respectively. Although the 
detection accuracy was reduced by 11 % and 7 % for each algorithm, the 
computational time was decreased to half [254]. Liu [315] explored the 
application of transfer learning by using VGG16 architecture pre-trained 
on ImageNet 2012 and DAGM 2007 datasets, comparing with SVM and 
fully connected classifier heads. Results showed acceptable classifica-
tion accuracy on the images obtained from an in-situ monitoring system 
and industrial benchmarks named DAGM. In the study conducted by 
Klein et al. [310], three standard CNN models including VGG16, 
InceptionV3, and ResNet50 were used. These models were previously 
trained on ImageNet-dataset (see https://keras.io/api/applications/). 
Then, to adjust the new network, two fully connected layers and the 
SoftMax layer were again trained to classify porosity created by 
changing the print parameters. Given the actual porosity data provided 
by CT-scan, the final result showed the F1-score of 68 % for VGG16, 70 
% for InceptionV3, and 70 % for ResNet50. 

Table 16 lists some information about deep neural networks applied 
to the LPBF in-situ dataset and their defect target.  

• Adaptive neuro-fuzzy inference system (ANFIS) 

An adaptive neuro-fuzzy inference system (ANFIS) consists of an 

artificial neural network (ANN) and a fuzzy inference system (FIS) to 
estimate nonlinear functions in five layers (Fig. 21): 

1) Fuzzification (layer 1 in Fig. 21) is used to compute fuzzy member-
ship functions which could be triangular, trapezoidal, Gaussian, bell- 
shaped, sigmoid, etc.  

2) Rule (layer 2 in Fig. 21) calculates the firing strength of a rule.  
3) Normalization (layer 3 in Fig. 21) normalizes the firing strength.  
4) Defuzzification (layer 4 in Fig. 21) is used to compute the weighted 

values of the previous node. 
5) Summation (layer 5 in Fig. 21) calculates the final output by sum-

ming all outputs of layer 4 [332]. 

These layers are connected by weights. Weights and parameters of 
layer 1 and layer 4 are optimized during the training. 

ANFIS has lots of applications in laser cladding to identify geometric 
dimensions [7]; however, only one study was conducted based on the 
ANFIS method in LPBF, carried out by M. Zhang et al. [328]. The model 
was trained to predict the fatigue life cycle of horizontal and vertical 
blocks printed by stainless steel 316 L using the EOS M290. Two sets of 
inputs were selected:  

1- Process-based inputs including the layer thickness, scan speed, laser 
power, post-processing intensity, and maximum cyclic stress (for 
characterizing the loading condition, since fatigue tests were applied 
at a constant load ratio) with 5–1–3-3-5 Gaussian membership 
functions, and 

2- Property-based inputs including the ultimate tensile strength, elon-
gation to failure, and maximum cyclic stress with 4–4-4 Gaussian 
membership functions. 

Fig. 20. The architecture of transfer learning in a) VGG-16 and b) ResNet-18 networks [254]. 
(Open access CC BY 4.0 license) 
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70 % of data points trained the model with nine and four rules for the 
process-based model and property-based model, respectively. The pre-
diction result was evaluated by RMSE, which resulted in about 11 % to 
16 %, as represented in Fig. 22, which shows the training and validation 
RMSE errors of the process-based and property-based models [328]. To 
improve the performance of the model, the construction of a large 
database should be considered; however, the obtained RMSE was less 
than the error level reported in another work which has the same per-
centage of input allocation [333].  

• K-nearest neighbours (KNN) 

KNN is a supervised learning method to find the relationship be-

tween input and output datasets by calculating the distance between a 
query and all other data points in four steps:  

(i) Initializing K as the number of neighbours /classes (defined by 
the user),  

(ii) Calculating the distance (d) between x and each training set  
(iii) Choosing the closest K to x and labeling it as class A  
(iv) Returning the mode of K labels [334]: 

It should be noted that the KNN algorithm is also used as a regression 
model to label continuous datasets. In the regression case, instead of 
mode in step 4, the mean of labels should be applied. Implementation of 
KNN is easy; however, optimizing the number of classes could be 

Fig. 21. The basic structure of ANFIS with three inputs and one output.  

Table 16 
The detailed information of the deep learning network applied to in-situ data of LPBF.  

Author Prediction Type of network Number of convolutional 
layers 

Optimizer Data size Images pixel 
sizes 

Caggiano et al. [65] Porosity Bi-stream DCNN  4 Stochastic gradient 
descent 

Training: 840 
Testing: 360 

160 × 160 

Zhang et al. [47] Porosity and plume CNN  5 
Mini-Batch Gradient 
Descent 

Training: 852 
Testing: 284 227 × 227 

Baumgartl et al. 
[131] 

Delamination and 
spatter 

Depthwise-separable 
convolutions  

2 Not mentioned 1987 224 × 224 

Yuan et al. [111] Track parameters CNN  3 Adam Training: 700 
Testing: 170 

256 × 256 

Gaikwad et al. [9] Thin- wall CNN  4 
Stochastic gradient 
descent 

Training: 
16875 
Testing: 5625 

28 × 28 

Shevchik et al. 
[266] Porosity SCNN  4 Gradient Descent Not mentioned Not mentioned 

Xing et al. [100] Melt-pool features ResNet 
InceptionV3  

18 
48 

Adam Training:812 
Testing: 88 

300 × 300 

Pandiyan et al. 
[254] 

Balling  
Lack of Fusion 

keyhole 

VGG-16 
ResNet-18  

16 
18 

Stochastic gradient 
descent 

Training: 5200 
Testing: 2800 

512 × 512 
pixels 

Ansari et al. [308] Intentional porosity CNN  2 ADAM 

Training: 2516 
Validation: 
1078 
Testing: 1541 

190 × 150  
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challenging. In addition, the algorithm is supersensitive to dataset 
quality and dimensions. The KNN algorithm was applied in limited 
studies of LPBF to compare its result with other ML methods. In Imani's 
study, the KNN prediction was compared with the result of SVM and 
feed-forward neural network (FF-NN), and the comparison resulted in 
poor performance of KNN [84]. Whereas, in Smoqi's study, KNN accu-
racy was compared with the detection of SVM, logistic regression, and 
CNN, which resulted in the highest prediction accuracy of porosity type 
and severity (ground truth values obtained through X-ray computed 
tomography and Archimedes (severity) and optical tomography and 
scanning electron microscopy (porosity type)) with KNN with the F1- 
score of 95 % [234].  

• Random Forest 

Random Forests (RF) is a supervised learning algorithm that consists 
of multiple decision trees. A decision tree (DT) can be used for both 
classification and regression tasks. The structure of the decision tree is 
hierarchical, consisting of the root node, branches, decision nodes, and 

leaf nodes (shown in Fig. 23(a)), with the following definition:  

• The root node is the starting point of trees,  
• Decision nodes divide the dataset into subsets, and  
• Leaf nodes represent different outcomes [335]. 

Despite the simplicity and popularity of DT, this method can be 
susceptible to bias and overfitting issues. This challenge is tackled in RF 
since RFs select only a subset of the features instead of considering all 
the possible features like DT. Thus, the RF ensemble approach helps 
mitigate the effects of individual errors and leads to more accurate 
predictions. As demonstrated in Fig. 23(b), each tree produces a class 
prediction, and the class with the most votes becomes the final predic-
tion. Similar to all supervised learning methods, before training an RF 
Model, it is necessary to set key hyperparameters: the node size, the 
number of trees, and the number of features sampled [335]. 

The application of RF to analyze the LPBF in-situ dataset was 
investigated in the study of Gaikwad et al. [79] Zhirnov et al. [287], 
Paulson et al. [197], Estalaki et al. [146], Drissi-Daoudi et al. [288], 

Fig. 23. The simple architecture of a) decision tree and b) random forest.  

Fig. 22. Training and validation performance for the (a) process-based model and (b) property-based model using ANFIS model. 
(Source: Republished with permission of Elsevier, from [328]). 
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Mahmoudi et al. [109], and Williams et al. [80]. According to the 
mentioned studies, RF was mostly applied to predict porosity. For 
example, the prediction of porosity using high-speed infrared imaging 
was addressed in a study by Paulson et al. [197] in which the correlation 
between the thermal history of Ti-6Al-4V samples and subsurface 
porosity was investigated using RF. The input features consisted of 
blackbody radiances versus time signatures. The porosity classes are also 
identified and labeled using the X-ray images of the print and defined 
cut-off threshold. The model used 100 decision tree estimators with a 
minimum of 30 samples allowed before splitting. The primary result 
showed an accuracy of 86.6 % for the leave one group out cross- 
validation (LOGO-CV) and an accuracy of 100 % for the test set based 
on the RF model porosity classification (none, large, and small). In 
another study [288], RF was applied to data of a PAC AM4I airborne 
acoustic emission to detect the lack of fusion pores, conduction mode, 
and keyhole pores of three alloys (316 L stainless steel, bronze (CuSn8), 
and Inconel 718). The RF outputs were compared with the actual defect 
regimes obtained from X-ray tomography of parts' cross-sections. The 
model resulted in classification accuracy of >92 % by employing 100 
decision trees and splitting based on entropy (for more information, 
refer to [336]). Estalaki et al. [146] also discussed the identification of 
defective and normal zone by applying RF. First, a FLIR SC6201 camera 
was used to capture thermal imaging information during the fabrication 
of stainless steel parts. After that, the two critical thermal features (the 
settling time above the apparent melting threshold (τ) and the maximum 
radiance (Tmax)) were calculated, saved for each voxel in the manu-
factured material, and fed into RF to classify each voxel as either 
defective or normal. The F-score of the RF was higher than 0.96 which 
was the best-yielded result among all other tested models such as KNN, 
DT, and multi-layer perceptron (MLP). In other studies, the performance 
of Random Forests was also compared with other supervised learning 
techniques. As an example, Gaikwad et al. [79] compared RF with CNN, 
while Williams et al. [80] compared it with KNN. In the study of Gaik-
wad et al. [79], first, melt pool signatures (such as melt pool tempera-
ture, shape, and size) and spatter were extracted from in-situ data of two 
co-axial high-speed video cameras. These extracted features were then 
fed into RF and CNN and the results of each method were evaluated 
using F-score and qualified according to X-ray computed tomography, 
Archimedes density, and destructive metallography measures. The 
highest F-score obtained from RF was 0.89 for deviation of laser spot size 
and 0.98 for porosity classification. However, applying CNN led to 
achieving better results with the F-scores of 0.97 and 0.95 for classifying 
the deviations of laser spot size and the porosity, respectively. In the 
study of Williams et al. [80], RF was found as one of the best methods 
along with KNN to achieve an area under the curve (AUC) of 0.91 for the 
detection porosity of stainless steel 316 L part fabricated by Renishaw 
AM250. Besides porosity, in limited studies, the application of RF was 
discussed in predicting the optimality of the process [287] and detecting 
anomalies [109]. Zhirnov et al. [287] collected acoustic signals and 
powder bed images to extract features for detection of lack of fusion 
using hard work tool steel powder. To detect the target, the RF algorithm 
was applied to 1484 labeled data points, including 36 different features 
with a low correlation between them. The model was employed to 
predict the optimality of the process based on the level of gas flow ve-
locity adopted during the print of layers (highest velocity corresponding 
layers labeled as optimal and the rest as suboptimal) on some properties 
such as density and surface roughness, and the recall accuracy of the 
model was 0.98. To investigate anomalies and identify whether the 
process was in or out of control, Mahmoudi et al. [109] used a high- 
speed thermal imaging system. They validated their framework only 
for one specific type of defect (cavities). According to their claims, since 
measuring true melt pool temperatures during metal L-PBF is inaccu-
rate, they rely on detecting deviations from reference conditions. In 
other words, their approach focuses on detecting “changes” in the pro-
cess signature, rather than looking at absolute melt pool temperatures. 
After applying the RF algorithm with 100 decision trees, a 0.09 error 

rate was obtained. 

3.1.2. Regression 
The regression model predicts how independent variables affect the 

dependent variables in order to derive the relationship between inde-
pendent and dependent variables. Regression algorithms could be cho-
sen based on the input size and input type. Based on Fig. 9, three 
regression models were applied in the LPBF studies: 1) the Gaussian 
process (GP), 2) neural network (NN), and 3) random forest (RF). 
Table 17 lists the application of GP and NN in LPBF by highlighting their 
targeted defects.  

• Gaussian process (GP) 

GP is a random process that maps input (x) to f(x) with a Gaussian 
distribution which is defined by mean and covariance. Then, the GP 
function is transferred to the posterior function to predict f* for new 
input set (x*) [341]. 

The GP is used to detect melt pool dimension [337–339] and porosity 
[340] in the LPBF process. Tapia et al. applied the GP model to the 
experimental measures of melt pool depth to predict melt pool depth in 
single-track experiments [338] and porosity [340]. A simulation model 
was developed using a training dataset 0f 26 samples, creating a varia-
tion in the process parameters (laser power, laser beam size combina-
tion, and scan speed). The GP prediction was made over processing 
parameters, which demonstrates the mean value and standard deviation 
of the prediction. Less than a 20 μm standard deviation (STD) value was 
reported for most of the points; however, areas with higher STD which 
are attributed to extrapolation are also indicated in the results. Then, the 
model was validated by resulting in a low mean absolute predictive error 
MAPE ≈ 6 μm [338]. In general, the result represented promising per-
formance in a noisy environment [338]. In another study, Tapia et al. 
[340] discussed the use of the GP to calibrate a convenient criterion to 
avoid keyhole porous. Meng et al. [337] developed a Gaussian process 
regression to predict single-track depth. In the first step, the simulation 
of the melting process using the computational fluid dynamics (CFD) 
model was applied to 316 L and 17–4 PH stainless steel to generate an 
observation for training and validation. The observation was then im-
ported to the GP regression model. In total, 24 observation points were 
created by the CFD model with variations in the laser power and scan-
ning speed conditions ranging from 30 W to 60 W and 0.08 m/s to 0.28 
m/s, respectively. Then, the covariance was defined with a combination 
of four kernels including laser power length-scale, laser scan speed 
length-scale, white kernel variance, and Matern kernel variance. These 
hyperparameters were optimized by MAPE using n-fold cross-validation 
to prevent overfitting of the model on the data. Finally, the prediction 
results were compared with the result of CFD predictions and experi-
ments. The comparison indicated the agreement of the GP model with 
the experimental observation, which consequently could lead to a 
reduction in the computational costs of simulation [337]. Although 
progress was made based on Meng's study, more challenges should be 
addressed, such as calibration of the model using different layer thick-
nesses or materials.  

• Neural Network (NN) 

Although in Section 3.1.1, NN was introduced as a classification 
method, it could also be applied to predict continuous output as a 
regression estimator. 

Yuan et al. [111] disclosed the application of CNN in the prediction 
of geometry features. The high-speed 10-bit Mikrotron EOsens 
MC1362A was used to capture video with a frame rate of 1 kHz during 
the fabrication of 316 L stainless steel parts under a variety of laser 
power and scan speed settings. A Keyence VR3000 3D microscope was 
installed to create the track height maps. The height map was firstly 
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denoised and secondly separated from the background, and then it was 
used to label the video data. The labeled dataset was fed into the CNN 
model to calculate track continuity, track widths, and width standard 
deviations. Prediction of track widths and classification of track conti-
nuity were evaluated. However, analysis of multi-scan track and other 
process signatures like density, residual stress, and microstructure needs 
further investigation. Williams et al. [273] applied the image-modality- 
to-image modality regression model to predict the flaws created during 
the LPBF process. In the study, an SRAS sensor was placed to record 
acoustic frequency from the building of ten samples. These samples were 
printed by  

(i) titanium (Ti-6Al-4V) using the Renishaw AM250 machine,  
(ii) nickel alloys (CM247-LC) using the ReaLizer SLM50 machine, 

and  
(iii) titanium alloy contaminated by tungsten using a ReaLizer SLM50 

machine. 

The SRAS characteristics were then extracted using the Fourier 
transform. SRAS information (input) and optical micrograph (output) 
were fed into a multimodal image regression known as the DCB-MIR 
network. DCB-MIR is a type of convolutional network that builds upon 
ResNet [342] and DenseNet [343]. The similarity between the proposed 
model and the optical micrograph was evaluated using cosine similarity. 
This criterion showed the detection of a lack of fusion and scratches; 
however, some of the prominent pores were not identified because of the 
limited number of input samples. Additionally, Gaikwad et al. [11] 
applied a Sequential Decision Analysis Neural Network (SeDANN) 
model, which is indicated by the authors and is based on the physical 
knowledge of the process. In this study, SeDANN was applied to the 
collected data of a high-speed camera and pyrometer to predict the 
mean width of the track, the standard deviation of width, and the single- 
track continuity percentage. The prediction of SeDANN was compared 
with the CNN, LSTM, SVM, KNN, and ensemble of regression trees 
(CART), which outperformed all the other models.  

• Random Forest (RF) 

In Section 3.1.1, RF was discussed as a classification method, but it 
can also be applied as a regression technique for continuous variable 
prediction. In LPBF, RF regression was employed by Feng et al. [78], 
Kozjek et al. [238], Zhang et al. [220], and O'Loughlin et al. [312]. 

Feng et al. [78] used an optical tomography monitoring image to 
detect porosity in IN718 fabricated by LPBF. They found that using the 
abnormality of a single layer alone is not sufficient to reliably predict the 
occurrence of defects in a layer. Instead, it was found that defects in a 
layer may result from inappropriate parameters or anomalies in the 
current layer or subsequent layers. Therefore, features from the OT 
images of more than ten consecutive layers were extracted and fed into 
RF. According to the results, the RF model was able to accurately predict 
the average porosity of a small area (1 mm × 1 mm) with a Pearson 
correlation coefficient of >0.95. In O′Loughlin's work [312], the pre-
diction of voids was carried out by using QM Melt pool 3D and RF al-
gorithm. Features of an infrared high-speed camera and photodiode 
were extracted using CT data to feed into the RF algorithm. The result 
indicated that the use of the extracted designed features yielded a better 
prediction than using raw signals. The detection of melt pool tempera-
ture was investigated in the study of Kozjek et al. [238] in which 
noteworthy features such as solid distribution, edge detection, laser 
times, and toolpath direction were used to train an RF algorithm, 
achieving a coefficient of determination (R2) of 0.17 and a root mean 
square error (RMSE) of 27.88 K to predict melt pool temperature. On the 
other hand, Zhang et al. [220] applied RF to the collected melt pool 
intensity to predict the hardness of K438 high-temperature alloy com-
ponents manufactured by LPBF. A microhardness tester was used to 
measure the specimens' microhardness along the Z-axis after they had Ta
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been ground and polished on the side surfaces. To form a data set, the 
hardness data was correlated with the melt pool radiation intensity 
characteristics at the corresponding locations. After applying the RF 
model to the data, a coefficient of determination (R2) of 0.91 was 
achieved. 

3.2. Unsupervised learning 

Unsupervised learning allows users to cluster unlabeled data or to 
identify the main feature of data without any label, respectively known 
as clustering and data reduction methods. According to LPBF publica-
tions (Fig. 9), clustering methods used in this field are limited to K- 
means, agglomerative, Self-Organizing Map (SOM), and density-based 
spatial clustering of application with noise (DBSCAN) algorithms, 
while principal component analysis (PCA) and singular value decom-
position (SVD) have been applied for data reduction. 

3.2.1. Clustering 
The clustering technique groups the unlabeled dataset according to 

their similarity. According to Fig. 9, K-means, agglomerative, SOM, and 
DBSCAN were applied in the LPBF studies. Table 18 lists the recent 
application of the clustering algorithms in LPBF, which was practiced to 
predict different defects.  

• K-means 

K-means is a clustering algorithm to group the unlabeled dataset by 
minimizing the distance of the points in one cluster using four iteration 
steps:  

(i) Selection: choosing the K centroids (center of the cluster) 
randomly,  

(ii) Expectation: assigning each data point to its nearest centroids,  
(iii) Maximization: calculating the average of all points grouped in 

one cluster and then calculating a new centroid, and  
(iv) Repetition: Repeating the algorithm until no changes have been 

observed in the centroid positions. 

K-means has a relatively simple implementation, and it could guar-
antee convergence. However, selecting K quantity manually and being 
dependent on initial values may restrict the use of K-means. 

K-means has been applied in LPBF to classify plumes [155], overhang 
structure [44,59], and delamination [44,59]. In Scime's study, the k- 
means algorithm was applied to detect powder-spreading anomalies. 
The captured images were used to train and test the model. Six filters 
(Gaussian, Difference of Gaussian (DoG), Oriented Line Detectors, Ori-
ented Edge Detectors, debris, and Streak Detectors) were optimized and 
then convolved with 2402 image patches, as shown in Fig. 24. b. Similar 
features were grouped by the k-means algorithm (Fig. 24. c). Then, the 
fingerprint of each patch was calculated by the histogram (Fig. 24. f) and 
saved in a fingerprint table (Fig. 24. g). After that, the top three matches 
of fingerprints were selected and weighted to detect anomalies (Fig. 24. i 
and Fig. 24. j). The algorithm was applied on 29 builds printed using 
AlSi10Mg, Inconel 718 (two powder types), Ti-6Al–4V (four powder 
types), stainless steel 17–4, stainless steel 316 L, and a bronze alloy. The 
confusion matrix showed that 95 % of anomaly cases were correctly 
classified. Additionally, the Hamerschlag Hall model, horizontal and 
vertical tensile bars, and Impeller blades were analyzed to detect 
delamination and overhang structure, part failure, and recoater blade 
impact, respectively. The algorithm was a robust and valuable tool and 
had a relatively low computational cost, resulting in fast and accurate 
anomaly identification to tackle the limitation of the closed-loop 
controller [44]. Nonetheless, switching the current algorithm to the 
deep learning method could be suggested to improve its performance for 
integrating the model into the controller. 

Colosimo et al. [59] investigated the effect of the hot spot and heated Ta
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features (acute corners, overhang zones) by printing triangular-shaped 
features. The analysis showed that the laser heat zone could change 
the cooling rate and solidification, leading to local geometrical defor-
mation. Colosimo's team has improved their research by introducing 

new methods to analyze big video data captured by a CMOS camera, 
which was installed off-axially in the Renishaw SLM system (AM250). 
The video images were captured from the melt pool of cylindrical 
coupon samples printed using AISI 316 L powder. Then, three sizes of 

Fig. 24. Use of K-means by Scime et al. [44] in LPBF. 
(Source: Republished with permission of Elsevier, from [44]) 

Fig. 25. a) sample geometry with artificial defects in layer n, b) geometry of capping layer of defects (layer n + 1), c) light intensity signal of capping layer of defects 
(layer n + 1), d) light intensity signal of layer n + 1 after applying the 9 clusters SOM, and e) geometry of capping layer (n + 1) after applying the 9 clusters SOM 
(Source: Republished with permission of Elsevier, from [217]) 
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the hotspot (small, medium, and large) were randomly injected into the 
cylindrical sample using the sigmoid pattern to generate a realistic 
hotspot over time. The T-mode and ST-PCA (which will be discussed in 
Section 3.2.2) were used to classify local hot spots. These PCA algo-
rithms were coupled with the clustering-based alarm rule by either the 
recursive or moving window schemes. Finally, K-means was applied to 
the classified data to detect and localize the existence of hot spots. Under 
in-control conditions, only two clusters were identified, referring to the 
background pixels and the normal melting area. In the presence of a hot 
spot, more than two clusters were expected and obtained, which indi-
cated the location of hot-spots [59]. Recently, K-means also was applied 
by Lin et al. [24] to cluster motion features under print parameters 
variation to eventually find its correlation with spatter.  

• Agglomerative hierarchy 

Agglomerative hierarchy is a hierarchical clustering approach. In 
this method, a bottom-up approach is used in which each observation is 
labeled as a cluster, and subsequently, pairs of clusters are merged. To 
decide which clusters should be combined, a dissimilarity measurement 
is needed, which is achieved by an appropriate metric and a linkage 
criterion. 

1- The metric is defined based on the shape of the cluster. Some com-
mon metrics are Euclidean, Squared Euclidean, Manhattan, 
maximum, and Mahalanobis distances for numeric data. Hamming 
and Levenshtein distances are also applied in text and non-numeric 
datasets.  

2- The linkage criterion measures the distance between two sets of 
observations. Some popular linkage criteria are complete-linkage, 
single-linkage, unweighted average linkage, and weighted average 
linkage clustering [345]. 

The agglomerative hierarchy was applied in the study of Fathizadan 
et al. [108]. First, melt pool images were taken from the fabrication of 12 
Inconel 625 parts. These parts were printed with different scan paths, 
laser power, and scan velocity to create normal and anomaly processes. 
After that, the main features of melt pool images were extracted using 
the CAE network. The extracted features were fed into an agglomerative 
algorithm to automatically distinguish between anomalies and normal 
processes. Euclidean distance was used as a metric, and single, complete, 
average, and Ward were applied as linkage criteria. Next, the multi-
variate profile monitoring approach was used to monitor the process's 
stability. Finally, the result of the study was compared with numerical 
results to prove the accuracy of the proposed algorithm.  

• Self-Organizing Map (SOM) 

A SOM maps high-dimensional data into lower-dimensional spaces 
while maintaining the topological relationships. The algorithm clusters 
the dataset in five steps:  

1- Initialization: weights and biases are chosen randomly.  
2- Competition: competition phase between neurons leading to map 

input space to the discrete output space.  
3- Cooperative: lateral interaction or topological neighbourhood is 

calculated, and the winner neuron is chosen.  
4- Adaption: weights are updated  
5- Continuation: keeps returning to step 2 until convergence [346]. 

This algorithm was applied once in the field of LPBF. Taherkhani 
et al. [217] applied the SOM algorithm to detect the lack of fusion from 
the deviation of light intensity collected from the photodiode. First, the 
study explored that the successive layer of lack of fusion defects could be 
used to detect the underneath defects. Then, two sets of experiments 
were designed as 1) artificial seeding defects and 2) randomized defects.  

• Artificial seeding defects were designed by embedding cylindrical, 
spherical, and cubical voids ranging in different sizes and distribu-
tions in the coupon samples (Fig. 25(a)).  

• Randomized defects were created by reducing energy input. 

After collecting light intensity signals and documenting the dataset 
(Fig. 25(b) and Fig. 25(c)), the samples with artificial defects were used 
to identify the optimum number of SOM clusters. Thus, the intensity 
signal was tested with different cluster numbers and finally clustered 
into nine groups (Fig. 25(d)) and each cluster was mapped to geometry 
(Fig. 25(e)). The geometry of the lower cluster showed the position of 
lack of fusion (Fig. 25(e) right image). By comparing the result of the 
prediction algorithm and experimental CT data, artificial defects that 
were larger than 100 μm were identified. The result of randomized de-
fects disclosed a sensitivity of 61 %- 94 % and specificity of 69 %- 93 %, 
depending on the process parameters.  

• Density-based spatial clustering of application with noise (DBSCAN) 

DBSCAN (Density-Based Spatial Clustering of Applications with 
Noise) is a density-based clustering algorithm that groups together 
dense regions of data points in the feature space and separates sparse 
regions. The algorithm starts by selecting a random data point as the 
seed for a cluster and then considers all points within a specified radius 
(epsilon) of the seed point as its neighbours. If adequate points (min- 
samples) are found within the epsilon radius, a cluster is formed, and the 
process is repeated for all the data points in the cluster. Points that are 
not within any cluster are considered noise and treated as outliers. This 
algorithm is useful for discovering clusters in large, complex datasets 
where clusters have a non-linear shape or are of varying densities. This 
method was applied to detect the melt pool area by Vasileska et al. 
[125]. In the work of Vasileska et al. [125], raw melt pool images were 
captured and then DBSCAN was applied to separate the melt pool zone 
from the background. The melt pool zone was then analyzed by other 
algorithms to detect its geometry. 

3.2.2. Data reduction and feature extraction 
Data reduction is typically applied to pre-process the dataset for 

extracting the significant features of data. According to Fig. 9, principal 
component analysis (PCA) and singular value decomposition (SVD) are 
the techniques that are mainly used for data volume/dimension reduc-
tion purposes. Table 19 lists the studies associated with the application 
of data reduction techniques in LPBF.  

• Principal component analysis (PCA) 

PCA is a clustering algorithm for finding significant features of data 
using the covariance matrix. After calculating the covariance matrix of 
data, the eigenvalue and eigenvector are also calculated. Afterwards, the 
eigenvalues are sorted in ascending order. An eigenvector associated 
with the highest eigenvalue is selected as the principal component of the 
data, and eigenvectors with lower eigenvalues will not be considered 
[347]. 

PCA is commonly applied to extract principal components of the 
dataset in LPBF [47,59,107,124,140,266,344]. For example, in Zhang's 
study [47], SVM was adopted with and without applying PCA to extract 
plume and spatter information. The aim of the investigation was to 
predict three classes of quality in single tracks from balling/lack of 
fusion to two continuous tracks with different widths which originated 

Table 19 
Data reduction and feature extraction models used in LPBF.  

PCA [47,59,107,124,140,265,266,344] 
SVD [212,219]  
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from various levels of power in scanning. The comparison disclosed that 
pre-processing the data using PCA by selecting 33 input features, led to 
improving accuracy (denoted by mean classification accuracy metric) of 
single track classification from 89.7 % to 90.1 % while applying PCA by 
choosing 17 input features resulted in decreasing the accuracy from 
89.2 % to 88.3 % [47]. The study showed that PCA might negatively 
influence performance if too many features are eliminated. Basic PCA 
was applied by Kwon et al. [107], Elwarfalli et al. [140], Shevchik et al. 
[266], and Grasso et al. [344]; however, more complex types of PCA 
were proposed by Colosimo et al. [59]. Colosimo et al. [59] applied and 
compared two types of PCA: spatially weighted PCA (ST-PCA) and T- 
mode PCA to detect local hot spots. ST-PCA was found to be more 
effective and faster than T-mode PCA. ST-PCA method was also adopted 
by Yan et al. [124], along with basic PCA. Recently, the application of 
PCA was investigated by Xu et al. [265]. The PCA was applied on the 
laser ultrasound dataset to extract the first three components which then 
were fit to ANN discussed earlier.  

• Singular value decomposition (SVD) 

The singular value decomposition is a clustering method to decom-
pose a matrix (A) into two orthogonal (U and V) and one diagonal matrix 
(S) given by [348]: 

Am×n = Um×nΣn×nVT
n×n (2) 

The diagonal matrix (Σ) is a singular value. The singular values are 
sorted in ascending order and used to approximate A [348]. 

SVD was applied by Okaro et al. [219] to reduce the data dimension. 
The randomized SVD was used on two photodiodes datasets, which were 
captured in two different wavelengths: (i) thermal radiation 
(1100–1700 nm) and (ii) plasma emission (700–1050 nm). The SVD was 
applied to reduce the dimension of the data corresponding to 25 Ulti-
mate Tensile Strength (UTS) tests, and then two Gaussian Mixture 
Models were trained by the extracted data to identify fault, resulting in 
77 % success in detection [219].  

• New data reduction approach 

Recently, a new feature extraction approach was investigated by 
Imani et al. [84]. Four types of features:  

1- Statistical  
2- Multifractal  
3- Graph theory, and  
4- Combination of multifractal and graph theory 

were applied to DSLR camera images captured from the Titanium 
alloy (Ti-6Al-4V) cylindrical parts. Six low energy density scenarios 
were considered by decreasing laser power, increasing hatching dis-
tance, and increasing scan speed. The variation of print parameters was 
analyzed by micro CT- scan. After applying each extraction method, the 
features were then classified by SVM, complex tree, linear discriminant 
analysis, K-Nearest neighbourhood, bagged trees, and feedforward 
neural network. To evaluate each algorithm, F-score was used, as shown 
in Table 20. The result showed that the new type of feature extraction 

could improve the identification of the lack of fusion pores [84]; how-
ever, the applicability of the method should be evaluated on other 
porosity types in the future. 

3.3. Reinforcement learning 

Reinforcement learning is a type of learning which is based on in-
teractions with the environment. The environment is typically explained 
as the Markov decision process (MDP) [349] and modeled with the 
following characteristics:  

• S : a set of environment and agent states  
• A : a set of actions  
• Pα(s, ś: probability transition at time t from state s (s ∈ S ) to state ́s 

under action α (α ∈ A ) given by: 

Pα(s, ś = Pr(st+1 = ś | st = s, αt = α) (3)    

• Rα(s, ś: immediate reward after the transition from s to ́s with action α 

At each time, the agent receives the current state (st) and reward (rt). 
On the other hand, the agent selects an action αt from the A and sends it 
to the environment. Then, the environment moves from the current state 
(st) and current reward (rt) to the new state (st+1) and new rewards 
(rt+1). The goal of MDP is to learn a decision policy defined as Eq. (4) to 
maximize the reward function [350]. 

π : A ×S →[0, 1], π(α, s) = Pr(αt = α | st = s) (4) 

Reinforcement learning is commonly applied in many engineering 
fields such as game theory, swarm intelligence, and welding. However, 
only two studies were conducted using the RL in LPBF by Knaak et al. 
[97] and Wasmer et al. [267]. Knaak et al. [97] conducted a study to 
measure surface roughness by CNN and RL algorithms. First, during the 
fabrication of Inconel 718 cubical samples built by nine different sets of 
print parameters, four photos were taken at different exposure times 
(120.2, 132.2, 144.2, and 156.2 ms). Images were then merged into one 
single HDR image. In the next step, Grey-scale HDR images were 
segmented into small image patches (96 × 96 pixels) using a sliding 
window approach. Then, each patch was labeled based on the measured 
roughness (Sa) using white light interferometer (WIM) and classified 
into five classes: 1) very low roughness (Sa ∈ (0; 3]), 2) low roughness 
(Sa ∈ (3;5]), 3) medium roughness (Sa ∈ (5, 12]), 4) high roughness 
(Sa ∈ (12,20]), and 5) undefined roughness (surface distortion). Also, 
data augmentation technique was used to reach more dataset. Then, 
inputs (HDR patch images) and output (the measured surface roughness) 
were fed to the CNN model and trained using 4-fold cross validation. 
Although the model had difficulties to distinguish between class 1 and 
class 2, the result of CNN showed the overall accuracy of 91 % to identify 
mean surface roughness and percentage of defective area. In the next 
step, according to the information gained from CNN model, the RL was 
designed. In RL phase, the current and agent actions were defined as 
follows:  

1- The current action was explained as st =
(
Pt , vt , Samean,t , δt

)
. Pt , vt are 

respectively laser power and scan velocity and Samean,t (mean surface 

Table 20 
Accuracy of classifiers using different feature extraction methods [84].  

Model Statistical features Graph theory features Multifractal and lacunarity features Combination of multifractal and graph theory 

SVM  55.58 %  71.94 %  76.16 %  89.36 % 
Complex tree  54.10 %  68.02 %  68.60 %  79.98 % 
Linear discriminant analysis  52.72 %  63.22 %  63.02 %  82.16 % 
K-Nearest neighbourhood  56.62 %  67.66 %  70.38 %  78.60 % 
Bagged trees  51.06 %  72.50 %  72.64 %  85.86 % 
Feedforward neural network  49.66 %  64.62 %  66.54 %  84.40 %  
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roughness) and δt (percentage of defective area) were estimated by 
the CNN model. For choosing an action, the model-based RL (MB-RL) 
[350] approach was chosen. 

The reward function was defined to allocate a negative reward of 
− 10,000 when it identified δt > 10%, a positive reward of +2000 for the 
combination of δt < 10%and Samean,t < 4 μm.  

2- Agent action was defined as sets of tuples that consisted of a possible 
combination of laser power and scan velocity to increase, decrease, 
or apply no change to the energy density as: 

Based on the current (st), and a given action (α), a random forest 
method was selected to establish a dynamic model to predict the next 
state (st+1). The result indicated that MB-RL optimizes the process pa-
rameters, resulting in a low surface roughness of 3.38 μm. The study also 
verified the relationship between surface roughness and overall part 
density to show the possible applications of the proposed algorithm in 
the industrial domain. 

Additionally, Wasmer et al. [267] followed their studies [266,268] 
(discussed in Section 3.1.1) by applying the RL model based on the 
labeled data extracted from the signal of FBG. The first step involved 
capturing FBG data during the print of cubic samples with three quality 
levels (poor, medium, and high) created by changing the scanning 
speed. Then, the FBG data was fed to CNN to classify its features 
(explained in Section 3.1.1) [266,268]. Lastly, the classified features 
were incorporated into the model-free RL (MF-RL) [350] for classifying 
the parts' quality. After comparison with ground truth quality levels 
obtained through light microscope images of parts' cross-section, the 
accuracy of 74 %, 79 %, and 82 % for poor-quality, medium-quality, and 
high-quality levels were achieved. 

4. Discussion 

Laser powder bed fusion (LPBF) is a complex and multi-physics 
process in which various independent and interconnected physical 
phenomena are involved. This process is capable of producing intricate 
and complex parts with unique properties that depend on factors like 
processing parameters and microstructure. To analyze and predict 
different aspects of this process (including part quality, defect occur-
rence, and optimal processing parameters), using in-situ devices and 
analyzing their dataset is essential which were discussed in-detail in 
Sections 2 and 3. But, this section will explore the critical review of 
various in-situ sensing equipment used in LPBF and the different ML 
models applied to the in-situ dataset of LPBF processes, by comparing 
their strengths and limitation. 

4.1. In-situ sensing equipment implemented in the LPBF systems 

Two categories of in-situ sensors for LPBF were defined as radiative 
and non-radiative in Section 2 and these categories were divided into 
sub-categories. As radiative sensors, cameras, X-ray imaging, ICI, 
photodiode, pyrometer, fringe projection, and recoater blade sensors 
were explained, on the other hand, acoustic, thermocouple, and 
displacement sensors were discussed as non-radiative sensors. Here 
more discussion on their advantages and disadvantages are provided in 
the following paragraphs with examples of studies using the mentioned 
sensing systems and summarized in Table 21. 

Camera sensors operating in visible to NIR wavelengths are benefi-
cial in terms of cost and integration to industrial systems due to the 
suitable size of sensors compared to thermal camera sensors [351]. On 
the other hand, lighting conditions needed for higher-quality imaging 
might complicate the integration of the camera into printing machines. 
These sensors are mainly applied for imaging/video imaging of the 

Table 21 
Strengths and limitations of in-situ sensors installed in LPBF.  

Sensor Strengths Limitations 

Camera 
(visible to NIR) 

Reasonable cost 
Melt pool size identification 
Easy integration into machines 
Highly practicality for industrial applications 

Field of view and resolution restrictions 
Need to light condition and filters 

Thermal Camera 
(NIR to LWIR) 

High practicality for industrial applications 
Detection of temperature 
Non-invasive 

Low temporal resolution 
Expensive 
Difficult calibration 

ICI 
Cost-effective 
High-resolution and high field of view 
Able to detect minor height deviations in powder bed 

Precise time synchronization between process and data acquisition is needed 
Difficult placement of sensors 
Need to raster scan (time increase) 

X-ray Imaging 
High spatial and temporal resolution 
Visualize 3D reconstruction of part 

Impractical in AM 
Expensive 

Photodiode 
Provide melt pool 2D intensity map (on-axial) 
Provide whole area 2D intensity map (off-axial) 
(Both are enabled by the synchronized scanner) 

Contaminations of the sensor by fume and spatter Its off-axial installation has  
inaccurate intensity data due to gathering by-products and space radiations too. 

Pyrometer 

More robust to distance from the melt pool variations 
Good for point-wise inspection 
Detection of temperature 
Adequate sensitivity to process deviations 

Contaminations of the sensor by fume and spatter 

Fringe projection 
High-resolution 
High-accuracy 3D measurements 

Pre-calibration 
Sensitive to setup arrangement 
Limited field of view 

Recoater blade-mounted sensor Can measure a height map of the powder bed 
Complexity is added to the machine which makes the maintenance  
of the machine more difficult 

Acoustic 
Low cost 
Low power supplies 
Easy to use 

Sensitive to noise 
Large memory for storage is needed 
Amplifier is needed 
Performance at high frequencies reduces 

Thermocouple 

Wide temperature range 
Low initial cost 
Fast response 
Small size 

Difficult recalibration 
Amplifier is needed 
Require expensive TC wire from the sensor to the recording device 
Fragility 

Displacement Tolerant to high magnetic fields 
measurement range is high 

Calibration is needed 
Sensitive to temperature and vibration 
High cost  
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process to inspect surface-level defects, melt pool geometry, melt pool 
size, and location of defects. In most cases, they are used in off-axial 
arrangements to control a wider area of the build or to capture images 
from other aspects of the LPBF process, such as spatter and plume [47]. 
The high spatial resolution of these cameras also significantly aids the 
capturing of these printing by-products (spatter and plume). But, the 
challenges with this type of sensor should be considered since they are 
associated with the regulation of the field of view and resolution [8,10] 
and the need for image processing of the raw data for extraction of 
relative information for various objectives [43,44,47]. In most cases, 
installing additional equipment like lenses [63,93] and lighting setups 
[54,55] are also essential to capture high-quality images. Compared to 
visible-NIR camera sensors, a thermal camera is more expensive, and 
integration of it into commercial systems could be more difficult due to 
the bigger size of this type of camera and the required lighting condi-
tions. However, thermal cameras are one of the most essential sensing 
methods for temperature evolution, cooling rate, and melting process 
imaging/ video imaging. Since thermal history is a major quality- 
affecting parameter in LPBF, a notable endeavour has been focused on 
the integration of thermal cameras for quality control and monitoring. 
Thermal cameras could provide important information regarding the 
location and size of anomalies (through 2D heatmap), melt pool geom-
etry [131,139], spatter [132] and droplets detection [134], and tem-
perature extraction [136,154]. The operating wavelengths also impact 
the functionality of these sensors. For instance, it has been reported by 
studies that short wavelength results in more accurate temperature data 
extraction of LPBF due to concerning less emissivity error [352]. The 
long wavelength, on the other hand, is stated to be more optimal for 
video imaging owing to its practicality in higher temperature ranges 
[352]. For instance, an LWIR thermal camera was also employed in 
Krauss et al. [148,158] and Schilp et al. [144] studies for monitoring the 
temperature gradient and thermal inhomogeneity. But in general, 
similar to visible-NIR camera sensors, thermal camera also encounters 
imaging calibration, which is very challenging. Like IR cameras, ther-
mocouples could also be beneficial for disclosing thermal information in 
a wide temperature range (up to 2500 ◦C). Although the application of 
thermocouples in modeling is popular, as an in-situ monitoring device, 
the thermocouple is used in a few studies of LPBF and it is mostly 
implemented with other types of sensors like IR cameras [133] and 
strain gauges [278]. Some potential reasons could be 1) it requires 
calibration to keep its accuracy over time and the calibration is costly 
and time-consuming and 2) it needs an amplifier. On the other hand, ICI 
could eliminate the need for location coordinate calibrations of the data, 
since it must be installed co-axially [174]. The ICI sensing system allows 
for fast and time-efficient data acquisition of the morphology of powder 
and materials [166]. This method enables higher resolution monitoring 
which has resulted in deflection detection as small as 50 μm (reported in 
[174]). It was demonstrated in this study that this sensing approach has 
exceptional performance in powder bed height deviation detection 
[174]. It also has high practicality in terms of the corporation to control 
loop systems [351]. ICI has a downside of raster scanning needed after 
melting [352] in cases of surface topography monitoring in both hori-
zontal and vertical directions as investigated by DePond et al. [167]. 

Another commonly used sensor for thermal inspection of the LPBF 
process is a photodiode. Photodiode sensors operate by capturing the 
light intensity radiation in the visible range during the process which are 
directly correlated with the temperature of the melt pool. Therefore, it 
has drawn attention to temperature and thermal monitoring without the 
employment of more expensive thermal camera sensors. It should also 
be considered that data processing of photodiode signal would be faster 
(lower dimension than image data) which makes it a feasible candidate 
for real-time quality control and integration into closed-loop feedback. 
On-axis mounted photodiode sensors could be synchronized with the 
scanner's position to provide a 2D intensity map of the melt pool from 
which information regarding the melt pool size [58] and the location of 
thermal anomalies such as overheating could be drawn [52,53]. 

Geometry and dimensional accuracy of the build is also explored using 
photodiode sensors (mapping of signals could be obtained due to coor-
dinate data recording enabled by synchronized scanners of photodiode 
sensing systems). The latter was investigated in Kruth et al. [10] and 
Baumgartl et al. [131] study with the aid of a camera. Although the off- 
axis configuration of the photodiode also could be adopted for moni-
toring the whole area of the build but could lead to inaccuracy in melt 
pool intensity data since any environmental light intensity, whether 
from laser irradiations or ejected particles, could be recorded by the 
sensor. Accordingly, the main interest in photodiode utilization in LPBF 
is for pointwise and small region thermal information gathering, which 
in contrast thermal cameras are not able to achieve accurately and 
effectively [353]. But in general, photodiode sensors are prone to noise 
signals, consequently, data processing and filtering are required. 
Regarding other thermal sensing techniques, pyrometer sensors; which 
share many similarities with photodiodes; are also highly practical in 
LPBF applications. Pyrometers like photodiodes capture light-intensity 
radiation but in IR wavelengths. Therefore, a pyrometer is another 
effective sensing method for the extraction of temperature in the melt 
pool and build area. In fact, pyrometers made from a configuration of 
two or higher numbers of co-axis photodiodes significantly improve the 
temporal resolution of the sensing. This in turn enables accurate data 
gathering of thermal indicators such as overtime thermal intensity map 
evolution and temperature variations of the melt pool. Pyrometers also 
show notable merits in pointwise monitoring [353]. It was reported in a 
comparative investigation between pyrometer, camera, and acoustic 
sensors that the pyrometer demonstrates adequate sensitivity to process 
deviations while showing less sensitivity to location and distance from 
the monitoring area [354]. This would be highly advantageous since 
system calibrations and mounting complications would have less impact 
on the accuracy of captured data. Furthermore, co-axial mounting of 
pyrometers could be significantly effective for melt pool size identifi-
cation because it allows for the gathering of the geometrical data by the 
scanner. Nevertheless, the high chance of noise signals inclusion is still a 
challenge in this sensing system too, like photodiodes. 

It was demonstrated in the previously mentioned comparative study 
that although acoustic sensors show high dependency on system place-
ment, they have the highest sensitivity to process deflections (between 
camera and pyrometer) [354]. Additionally, acoustic sensors are rela-
tively inexpensive compared to other sensing techniques and are easy to 
implement on both in-house and commercial LPBF systems without 
interfering with the process. But this type of sensor is sensitive to un-
desired background noise and their performance drops at higher fre-
quency ranges. To solve these issues, most of the researchers applied the 
low-pass filter to block high-frequency signals like noise. In the LPBF's 
study, the Butterworth low-pass filter has been mostly used 
[2,136,253–255]. The Butterworth filter has the capability to maximally 
flatten response within its pass-band resulting in no response ripples in 
its bandwidth (For more information, refer to [355]). In another aspect, 
the acoustic sensor could only provide information about the sound 
wave propagation which could be practical for early detection of 
porosity [252,253,264–273,254,287,288,255,258–263], but it is not 
enough to identify the cause of other types of defect. In contrast to the 
acoustic sensor, X-ray imaging is capable of capturing data for the 
detection of various phenomena, due to its high spatial and temporal 
resolution. But, X-ray imaging is mostly impractical for commercial 
LPBF applications because of the extensive cost of this sensing system 
compared to any other sensing techniques that are easily adaptable by 
industrial machines. In addition, its integration is much more complex 
than other sensors due to the bigger size of these devices and the com-
plex calibration settings needed. Although these features make this 
setup not feasible for commercial systems, multiple attempts have been 
made to utilize it in in-house LPBF systems mainly due to its special 
capability of sub-surface anomaly detection. X-ray imaging also enables 
the 3D imaging of the build area. In addition, it could be practical for the 
inspection of spatter characteristics such as the direction of ejection [1]. 
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Similar to the X-ray imaging system, the full adoption of displace-
ment sensors, fringe projection, and recoater blade-mounted sensor in 
LPBF is difficult. The displacement sensor has some challenges such as 1) 
its dataset cannot provide information about LPBF challenges like 
porosity and cracks, and 2) its response is affected by vibration and 
temperature change which are two inseparable elements of LPBF. 
However, since it could measure the height, width, and thickness of an 
object by determining the amount of displacement of that object, its 
application was reported to disclose information about layer thickness 
and geometry distortion. Besides, fringe projection and recoater blade- 
mounted sensors could capture information about diffuse reflection 
surfaces like a height map of the powder bed [356]. Challenges of fringe 
projection are i) its need to pre-calibration to measure high resolution 
and accurate dataset [357] and ii) its sensitivity to optical setup 
arrangement, uneven illumination distribution, and surface reflectance 
which could easily lead to inaccurate image reconstruction [358]. On 
the other hand, the recoater blade-mounted sensor adds more 
complexity to the LPBF system for maintenance. 

Several sensors and their applications were discussed in this study; 
however, the information collected using an individual sensor is often 
incomplete and may be noisy, making it challenging to monitor the 
process effectively. Thus, sensory data fusion provides a solution to this 
challenge by combining data from multiple sensors to create a more 
accurate and complete picture of the manufacturing process. Sensory 
data fusion [79] involves the integration of data from multiple sources to 
form a unified representation of the entire process which could ensure 
the quality of the recorded data by minimizing the noise and errors that 
arise from the individual sensor, while also increasing the amount of 
information available for quality assurance algorithms. There are three 
main approaches to performing sensor fusion [359], as below:  

(i) Signal level fusion where the raw data collected from multiple 
sources are combined at the source level, which may be trans-
mitted for further feature extraction,  

(ii) Feature level fusion which involves extracting relevant features 
from the data collected by each sensor and then fusing these 
features into a single feature vector, and  

(iii) Decision level fusion where models are trained on sensor-specific 
features delivers independent decisions, so a weighted group vote 
renders the final decision. 

The application of data fusion is a pretty new topic in LPBF. Recently, 
Harbig et al. [299] showed the use of sensor-level data fusion for eval-
uating data from photodiodes, high-speed camera, and thermal camera 
for defect detection. Harbig's approach involved first mapping the sensor 
data to the melt-pool position, then reducing the mapped data to signal 
indicators based on process knowledge about defect causes and quali-
tative analysis of the data. Then using threshold filters absolute 

fluctuations, dynamic and short fluctuations were identified via a 
quantitative evaluation. Before a two-stage data fusion was combined, 
filter indicators from individual monitoring system were compared to 
determine the detection qualities of individual monitoring systems. One 
of the main challenges of sensory data fusion is the need to synchronize 
the data from different sensors. The sensors may have different sampling 
rates or different time stamps, making it difficult to combine them into a 
unified representation. To overcome this challenge, advanced algo-
rithms [360] such as the Kalman filter, particle filter, and artificial 
neural networks are used to align the data, allowing for the accurate 
fusion of the information. As an example, Petrich et al. [361] used a 
decision-level data fusion technique through a neural network to 
combine multiple sensor data such as layer-wise imagery, acoustic, 
multi-spectral emissions, and scan vector data for flaw detection in the 
process. Then, the neural network is trained to make decisions by 
weighing the outputs based on the confidence from the network. 

4.2. Machine learning models applied to in-situ data of LPBF 

In this study, three categories of ML models, including supervised 
learning, unsupervised learning, and reinforcement learning, were dis-
cussed in Section 3. In the following sub-sections, each of these models 
will be critically summarized and reviewed:  

• Supervised learning 

Supervised learning is trained using the labeled dataset for which 
typically CT-scan has been used. Two supervised learning groups are 
classification and regression which are divided based on their type of 
dataset, as discussed in Sections 3.1.1 and 3.1.2. Due to the character-
istics of these methods, classification was applied mostly to detect 
porosity, spatter, and plume, while regression was usually used to pre-
dict track dimensions and melt pool dimension. However, in general, the 
choice between these models depends on the available sensor data and 
the specific problem being addressed. Table 22 specifies the strengths 
and limitations of classification and regression methods. 

From the classification family, SVM, NN, ANFIS, KNN, and RF were 
applied. SVM, a powerful classification model, can be used in LPBF for 
identifying defects such as spatter [43,47], and porosity [43,54,61,84], 
as well as optimizing process parameters to minimize the occurrence of 
these defects [2]. SVM performs well when the data is high-dimensional 
and well-separated. However, this algorithm can be sensitive to noise 
and may lead to poor generalization of unseen data. To minimize this 
challenge, the kernel function has to be carefully selected which was 
discussed in the study of Ye et al. [2]. The computational cost of SVMs 
can also be a challenge, especially for large datasets or high-dimension 
features [362]. A similar problem is involved with the use of Random 
Forest because multiple decision trees must be built and evaluated when 

Table 22 
Strengths and limitations of ML applied to in-situ LPBF dataset.  

Model ML category Strengths Limitation 

SVM Classification Effective for high-dimensional data 
Computationally expensive for large datasets 
Sensitivity to noisy data 
Careful selection of kernel function requires 

NN Classification 
Regression 

Effective for nonlinear datasets 
Performs well with a large dataset 
Highly effective for images 

Difficult to train 
A large number of hyperparameters 

ANFIS Classification Effective for nonlinear datasets 
Performs well with a large dataset 

Difficult to train 
A large number of hyperparameters 

KNN Classification Easy to implement 
Requires minimal training 

Computationally expensive for large datasets 
Sensitivity to the choice of k 

RF 
Classification 
Regression 

Less sensitivity to noisy data 
Provides interpretable results Computationally expensive for large datasets 

GP Regression Effective for nonlinear datasets 
Performs well small to medium-sized datasets 

Computationally expensive for large datasets 
Sensitivity to the choice of kernel function 
Sensitivity to hyperparameters selection  
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working with a large dataset, while it could model a smaller dataset 
more effectively even with the existence of noise [335], which could be 
particularly relevant for LPBF where the process is highly stochastic. The 
computational challenge of SVM and RF could be effectively addressed 
by neural network models because the NN model is powerful in situa-
tions where the relationship between the inputs and output is complex 
and non-linear. Since relating the process parameters, along with the 
complex recorded monitoring data to predict the quality of the fabri-
cated part could be addressed by NN, this method was successful in the 
detection of porosity [66,70,84], and surface roughness [97,98]. Deep 
NNs (e.g., CNN, RNN, LSTM, and SNN) are another type of neural 
network that is particularly effective in situations where the data is in 
the form of images like melt-pool images or other spatial representations 
like acoustic sensor datasets. They could be used to quickly identify and 
localize defects in recorded in-situ images with high accuracy. However, 
training the NN model could be difficult due to the choice of selecting a 
large number of hyperparameters such as the number of neurons, depth 
of the network, loss functions, etc., making this approach prone to 
overfitting [330]. Also, this method requires a large amount of data, 
which at first glance may seem ideal for the LPBF process due to the 
nature of the process. But, the collected data are usually not diverse, as 
such different experiments need to be conducted under varying condi-
tions to acquire a large dataset, which could be expensive and laborious. 
Additionally, the complexity of NNs can make them difficult to interpret, 
and it may be challenging to understand how the model arrived at a 
particular prediction [330]. So, other options could be ANFIS and KNN. 
The neural-fuzzy inference is a hybrid model that combines the benefits 
of both neural networks and fuzzy logic. This method can provide 
interpretable results. The fuzzy rules generated by the model can be used 
to explain how the input parameters affect output quality [332]. KNN is 
also straightforward to implement since it is a non-parametric algorithm 
that does not make any assumptions about the distribution of the data. 
On the other hand, KNN requires minimal training, making it well-suited 
to small datasets and a great choice for LPBF [11,84,109,234]. However, 
for large datasets, the method may become computationally expensive 
as the distance between each test point and all training points needs to 
be calculated [334]. Overall, the most suitable classification model for a 
given task is dependent on the characteristics of the dataset, the avail-
able computational resources, and the trade-off between accuracy and 
interpretability [341]. It is crucial to apply various models and evaluate 
their performance on a validation set before determining the ultimate 
model. 

As regression methods in LPBF, GP, NN, and RF were explained in 
Section 3.1.2. The GP model has the potential to predict different pro-
cess signatures such as melt pool dimension and porosity using a camera, 
temperature and thermal gradients by ICI, porosity using X-ray imaging, 
and temperature of the melt pool based on the thermocouple dataset. A 
key feature of the GP model is its ability to model complex nonlinear 
relationships. Additionally, it performs well on small to medium data 
sets. This model is also useful for determining the uncertainty of esti-
mates, which is crucial for process control decisions [341]. However, 
few studies have used this model in LPBF [212,337,339], possibly due to 
its computational cost for large datasets as well as its high dependence 
on the choice of kernel function and hyperparameters. These challenges 
could be addressed by the neural network (NN) regression model due to 
its excellent capability to analyze complex nonlinear data, high- 
performance results on large data sets, ability to handle high- 
dimensional input data, and ability to model both spatial and tempo-
ral variations [363]. The NN regression algorithm is suitable to predict 
signatures such as geometry dimension, width dimension, and single- 
track continuity. For using NN, its architecture and hyperparameter 
selections should be carefully optimized, since it is sensitive to those 
factors [363]. Another alternative could be the use of an RF model which 
could overcome the challenges of GP and NN because RF is simple to use, 
requires little hyperparameter tuning, is capable of handling large and 
high-dimensional datasets, and has interestingly the ability to rank 

feature importance for controlling the LPBF process [335]. According to 
its advantages, the attention to this method has become popular recently 
to detect porosity [78,312], melt pool temperature [238], and hardness 
[220]. But, like other ML models, RF also has some limitations. The 
downside to this method is that it is not as effective as other methods on 
smaller datasets, and it has difficulty capturing complex nonlinear re-
lationships which is not a challenge for NN.  

• Unsupervised learning 

Unsupervised machine learning is a technique used to analyze data 
without the use of labeled examples. This ML method has been used to 
analyze data generated by the LPBF process for identifying relationships 
between the print parameters and output properties and reducing the 
data dimensions by clustering and data reduction techniques. 

Clustering methods applied in LPBF were K-means, SOM, Agglom-
erative, and DBSCAN. As previously discussed, the K-means algorithm is 
fast and easy to implement, and it can handle relatively large datasets; 
however, it is quite sensitive to initial centroids initialization. Also, it 
requires the number of clusters to be specified beforehand [364], which 
could require either significant knowledge of the data or other analytical 
approaches like silhouette coefficient determination, while Agglomer-
ative clustering does not require knowledge of the number of clusters. 
Agglomerative clustering as a hierarchical clustering algorithm starts by 
treating each data point as a separate cluster and then iteratively merges 
the most similar clusters. This algorithm can handle noisy data [345]. 
Thus, it could be effective to be applied to the dataset captured by the 
sensor during the process to identify abnormality [108], but this method 
might be computationally expensive, especially for large datasets which 
are typically captured during the LPBF print. Another alternative 
method suitable for LPBF noisy data is DBSCAN, although this method is 
very sensitive to the choice of hyperparameters, and its results vary 
largely based on the density and distribution of data [365], its appli-
cation on data of visible-NIR camera could be considered to predict melt 
pool dimension [125]. Recently, the application of SOM was discussed 
in LPBF. SOM is a fast and efficient algorithm that can handle high- 
dimensional data which make it suitable for analyzing photodiode 
dataset [217]. But, SOMs are sensitive to the initialization of the 
network and can converge to a suboptimal solution [366]. Another use 
of unsupervised learning is data reduction which could be useful in 
reducing the dimensions of the dataset. Data dimension reduction could 
reduce the computational burden or even something yield better per-
formance for machine learning algorithms when analyzing the dataset is 
computationally expensive [367]. For example, when many parameters 
are involved like the LPBF process, PCA or SVD could transform them 
into a lower-dimensional space while retaining the most important 
features of the original data which might be useful for detecting spatter 
or porosity [47]. However, sometimes reducing too much data could 
result in the opposite situation like what was discussed by Zhang et al. 
[47].  

• Reinforcement learning 

Reinforcement learning (RL) algorithms have the potential to be 
useful in the LPBF process for enhancing the quality and efficiency of the 
process. Real-time monitoring and adjustments can enable them to 
detect defects and improve final product quality. LPBF processes can 
also be optimized by identifying the most efficient laser power, scanning 
speed, and other parameters to reduce build time and minimize material 
waste by RL [350]. Furthermore, they are adaptive and flexible, so they 
can adapt to changes in LPBF processes, such as variations in material 
properties, to optimize manufacturing. A notable feature of these algo-
rithms is that they optimize a reward function to learn to achieve spe-
cific goals, one of which can be improving LPBF quality and efficiency. 
Moreover, their ability to learn from experience and improve their 
performance over time makes them useful in situations where it is 
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difficult to specify an optimal solution [350]. Although the potential of 
RL algorithms in LPBF is clear according to its feature, the use of RL in 
this field is not yet widespread. Only two studies have employed RL in 
LPBF [97,267], one to distinguish between print quality levels (poor, 
medium, and high) [267], and the other to forecast surface roughness 
[97]. Several obstacles need to be addressed before RL can be widely 
adopted in the AM industry. One major issue is that implementing an RL 
algorithm may add a layer of complexity to a complex LPBF process. 
Furthermore, RL models could be challenging to train and unstable in 
complex environments [368]. The lack of interpretability referred to as 
“black boxes,” and high computational costs are other downsides. It can 
also be difficult to design reward functions that accurately reflect the 
desired outcomes, which is a challenge in some applications. As 
mentioned, the use of RL algorithms for in-situ monitoring of the LPBF 
process is a promising area of research, but further work is required to 
fully exploit its potential. 

5. Future research direction 

The review of studies conducted on in-situ sensors and machine 
learning monitoring techniques has shown that further work on the 
development of monitoring and control of LPBF must be carried out to 
enhance the robustness and stability of the process. The following sug-
gestions are recommended for future research directions: 

1- More than fifty parameters control the LPBF process. Many au-
thors have shown the effect of process signature on product 
qualities; however, few studies have been conducted to establish 
a proper combination of such parameters leads to a high-quality 
print. In addition, limited studies have shown the effect of part 
position in the build plate on product quality [369–371]. As a 
result, further investigation will be needed lead to improve the 
repeatability of the process. 

2- The development of global/adaptable in-situ data analyzing al-
gorithms, which are compatible with a variety of LBPF systems 
introduced by different OEMs, will have a broad impact on the 
adoption of LBPF for serial production. In addition, the expansion 
of materials that will be covered by these algorithms will be a 
tremendous step toward the wider use of LPBF.  

3- There is a need to combine artificial intelligence methods with 
physics-based models of LPBF. These requirements can be mate-
rialized in the form of physics-based constrained machine 
learning models that involve theoretical modeling of the process 
along with machine learning algorithms. An example of this is in 
the generative artificial intelligence models used for topology 
optimization that allow the generation of several optimized 
structures within a short amount of time.  

4- More advanced and faster sensing devices should be used to 
obtain high-resolution data. In addition, the calibration of sensors 
should be addressed to the extensive adoption of in-situ sensors in 
the academic and industrial domains. For instance, if the sensitive 
wavelength range of radiative sensors is not similar to the 
wavelength optimized for the scanner mirror and f-theta lens, the 
chromatic aberration phenomenon occurs. Additionally, off-axial 
in-situ sensors gather data from different angles and distances, 
resulting in geometric distortion. Therefore, there is a huge de-
mand for advanced in-situ sensors and calibration methods that 
can sample the process at a higher frequency.  

5- High-frequency data is repeatedly captured and recorded during 
the process. Thus, data reduction is demanded to extract relevant 
features. In the literature, PCA and SVD were used to extract the 
most significant features of data; however, more advanced 
methods, such as Spatially Weighted Principal Component 
Analysis and Neural Auto-encoder could be used to highlight the 
most significant features.  

6- Currently, there is a lack of standards for workflow and best 
practices for the laser powder bed fusion additive manufacturing 
process, which researchers could use to validate their machine 
learning models. This is unlike ImageNet [372], which serves as a 
standard dataset for computer vision tasks. An established dataset 
in the LPBF field would help to standardize the industry by 
providing a common set of data and metrics for evaluating the 
performance of different machine learning models, and also allow 
researchers to better understand the capabilities and limitations 
of various machine learning methods. A positive step is the Ad-
ditive Manufacturing Metrology Testbed (AMMT) at the National 
Institute of Standards and Technology (NIST), which offers a 
process monitoring dataset consisting of in-situ process moni-
toring data, such as melt-pool and slice layer images, collected 
using a Mikrontron EOSens 3CL and a Basler acA3800-10 g 
camera, respectively [118].  

7- Further investigations are required to be concentrated on the 
artificial generation of relative and accurate in-situ data sets 
relying upon ML models capable of artificial data generation 
using limited experimental data, such as the variational autoen-
coder (VAE) algorithm. These techniques could intensively aid 
the challenge of lack of sufficient data set needed for deep 
learning application, which leads to reliable modeling of LPBF 
parameters relations and reaching realistic decision making in 
terms of the final quality of products. These techniques could also 
eliminate a major portion of time-consuming experimental and 
simulation works employed for dataset gathering.  

8- Machine learning algorithms could tackle many challenges of 
process monitoring. ML methods allow for feature extraction and 
analysis of the extracted dataset in a minimum time. Hence, the 
algorithms are appropriate for dealing with the LPBF process in 
real-time. However, most ML algorithms applied on the LPBF are 
passive supervised learning, which is time-consuming and 
expensive in terms of costs and human efforts to train/test the 
experiment and simulate each input set. In this regard, exploring 
more unsupervised and reinforcement learning methods in the 
future could be highly beneficial in terms of real-time LPBF 
process quality control.  

9- Aside from unsupervised and reinforcement-based algorithms, 
the inefficiency in time and expense of conventional supervised 
learning algorithms could also be addressed by active supervised 
learning algorithms, which could be one of the most important 
potential directions of future study. Active learning aims to 
choose a small dataset when the labeling is difficult, time- 
consuming, or expensive. Additionally, it can dynamically pose 
queries during the training process to label new data points 
[373]. Therefore, expanding the application of active learning in 
LPBF is recommended.  

10- Applying the data analysis methods for real-time defect detection 
is another fundamental challenge in LPBF. In literature, most of 
the studies have analyzed offline in-situ data. Currently, the 
speed of the process limits the online detection of defects. As a 
result, maintaining the processing speed is a considerable prob-
lem, which can mainly be seen in online defect detection and 
reliable alarm rule processes.  

11- Few studies have been published regarding the development of 
the controller to change the print parameters in real-time. On the 
other hand, all of them have applied the controller on an in-house 
developed system that limits the challenge of duplication of their 
findings for further progress. Although many commercial vendors 
(EOS, SLM solution, Concept, Renishaw, Trumpf, and B6 Sigma) 
have introduced their sensing modules and analysis toolboxes to 
capture and analyze the in-situ data, only the decrypted data are 
provided/accessible, and the manufacturers protect the raw 
dataset. 
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