Security vulnerabilities detection using model inference for applications and security protocols
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Abstract—“Internet of Services” (IoS) is a vision of the Internet of the Future where applications are built by combining services provided by a variety of service providers over the network. They are deployed as needed and consumed at runtime in a demand-driven and flexible way. Model-based testing is one method for testing security of applications but it needs formal models and most of the time service providers are not able to provide them. For that, model inference methods adapted to security testing can be used. This document tries to give some directions in order to combine enhanced model inference and model testing to ensure security of services automatically.
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MODEL INFERENCE

In the context of the composition of services

In IoS (Internet of services) vision, we are considering large applications built by assembling components provided by various service providers. In this context, validating security properties is difficult as standard tools may not be applicable. Due to the complexity and the fact that most of the time service providers are unable to provide a formal model of their applications, model-checking or model-based testing turns out to be impossible or inefficient. Even if we focus on specific components, the absence of model to analyse their interactions with other services can invalidate property verification.

However, in a testing context, partial models can actually be retrieved from observations gathered during the testing process. This statement still holds for black box components. Model inference – that is, methods to automatically derive models from observation of the behaviours – can facilitate testing of services by automatically providing models of the components and with a variable level of details and information, depending on the goal of testing (checking the behaviour of an application, ensuring security properties…), but also on the time and computational resources available.

Model inference is commonly divided into two categories: active learning and passive learning. Passive learning gathers knowledge only from a given set of observations whereas active learning is free to interact with the tested system. In our case, all services have an open interface that is why active learning, which converges faster and has better results than passive learning, is the best choice.

Angluin's well-known algorithm (L*) [1] is an example of the active approach and it can learn a deterministic finite automaton (DFA) with a number of polynomial tests regarding the size of the automaton, assuming an oracle provides counterexamples for incorrect models. This algorithm is commonly used as a basis for developing enhanced learning algorithms. But other algorithms may be more adapted to model services with I/O parameters [2].

Enhanced Model inference

In IoS vision, web-based applications massively use structured messages to communicate. As a consequence, the behaviour of applications is mostly characterized by its inputs and outputs (I/O) and not only by its states. DFA modelling by flattening I/O space into a single alphabet would be highly inefficient because the number of states in the machine tends to explode trying to represent each I/O possibility by a different state. In order to correctly use models, we must have an efficient model that natively considers I/O and structured inputs and outputs.

Various methods have already been proposed to enhance Angluin’s algorithm to infer a Finite State Machine (FSM) with inputs and outputs, while reducing the cost of converting from Mealy to Moore machines. Typically, [3] changes the structure of the observation table to record both inputs strings and outputs strings. In [4], Neise defines filters to reduce the observation table.

In [5] and [2], the model was enhanced again to consider input/output parameters with finite (or infinite) domains; this is called Parameterized Finite State Machine (PFSM). A different extension to infinite parameter domains was proposed by [6]. An Extended-FSM (EFSM) is also proposed in [7]; its main difference with PFSM - when inferring black-box is considered - is that the last one does not use variables because they are not distinguishable from
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states in the internal structure. Such models have clearly been designed with security modelling in mind. More specifically, in [8], Shu and Lee defined a symbolic parameterized finite state machine (SP-FSM) to model security protocols. They also defined a representation of a security message containing Integer, Key, Nonce (random number used once) and Constant.

PROPOSED DIRECTIONS

Modelling services for security testing

Angluin-based algorithms are designed for cases where we know the entire input vocabulary. Basically, we select a state and for each element of the vocabulary we ask the oracle whether there is another state, or not. This method provides a simple way to know when to stop the algorithm but doing all the tests can take a lot of time due to the number of states and inputs in the system.

Furthermore, when concentrating on the validation of security protocols as considered by [8] and [9], the problem is more complicated because we have to take into account security properties and find a way to relate abstract and concrete parameters, in the presence of complex data structures (typically in XML). These properties and structures need to be modelled before model-based testing and relevant levels of abstraction have to be defined.

This has been studied in AVANTSSAR project where languages have been developed to that aim such as an extended version of HLPSL [10], Aslan and Aslan++ [11]. When it comes to testing services in a production environment, we must consider the intricate relation between functional and security requirements because services in the environment may impact the security of an application even though they may not take part in a cryptographic protocol (DDoS attacks can entail the availability of critical services and potentially create security violations).

State-based models with variables, e.g. HLPSL or Aslan, provide a framework that takes into account management of security related parameters (such as keys, nonces and encrypted messages) as well as functional behaviour. Most modelling languages, which are based on Dolev-Yao representations of crypto-protocols, consider abstract representation of data, which is suitable for protocol verification. However, when it comes to testing actual systems, mapping between abstract representations and complex input/output parameters and data structures is a non-trivial task. The formalization of mapping structures for learning of state based models has been investigated in [7].

As presented in [5], Angluin-style learning can also be considered as a restricted type of the Vasilevski-Chow [12] approach to FSM testing and identification, where the characterization set is approximated to sequences extracted from counter-examples provided by the oracle. Thus it is also a form of systematic model driven test derivation technique, which could complement other model-based testing approaches.

Model refinement by testing

For adequate testing, information on some parameters must be kept, which implies some kind of enhanced state representations with possibly non-finite domains and restricted relations as in [9], and the relation between input and output parameters must be addressed. This can be captured in models such as PFSM [2], but the inference may use other techniques for input/output inference, based on invariant inference [13] with a tool like Daikon [14] or statistical clustering [15].

A key issue in model inference is model refinement. In the case of Angluin's based approach, the refinement is done by testing each state using each element of the vocabulary and then asking an oracle if the model is correct or if a counterexample exists. This counterexample is re-injected in the model inference process to refine the models. This approach needs to collaborate actively with all testing processes available and a deterministic oracle, which, considering the cardinality of inputs of typical services may not be realistic.

When a model is available, most model-based testing approaches will either target specific structures, or combine requirements and models to derive tests that could lead to violation of required properties. The results of such tests can be used in a passive learning approach to derive models at a lower level, or to refine existing models. Since testing is done at a lower level (with parameter details), such models are actually described at a more detailed level than the initial ones. In our active learning framework, the tests results could also be added to the observations, and would trigger further test derivation to complete the observation tables or structures.

Two additional approaches for testing system security violations and reliability have been suggested in [5]:

- To submit specially crafted invalid inputs to the models and then observe the behaviour of the machine and especially invalid outputs, states reached (for filter-based security. Such inputs are concretizations of abstract inputs considered in the learning alphabet.

- Fuzzing from learned states. By injecting invalid, malformed or random sequences as inputs at each state of the automata, fuzzing is a simple way to test a lot of states efficiently and this approach can be viewed as a particular implementation of oracle to provide counterexamples [8].

Actually in the classical approach, fuzzing gives us only boolean information, e.g. crash/error or not, but along with learned models, it can detect additional states much earlier in the process. Accurate harnessing and a robust abstraction/concretization implementation of inputs and outputs are needed.
Refinement can be improved using attacker models linked to a library of vulnerabilities. Attacker can target specific states and discover error using input sequences. State distinguishability, needed for inference, can be based on sets of input sequences, as in [16]. In order to be more realistic and SOA adapted, classical models such as introduced by Dolev & Yao have to be extended. In [17], some extensions are defined to address the following attacks:

- Malformed inputs: Specially crafted XML messages are used by components to communicate. However, the standard Dolev-Yao model is insufficient to address all the problems. In [18], Backes and Groß give some examples of problem. The extended model should consider the fact that ordering of nodes often does not matter and malformed input have to be rejected or ignored safely.

- Guessing attacks [19]: The attackers use stored messages (off-line approach) to guess important information (impossible with Dolev-Yao) if it has low cardinality, e.g. passwords containing only digits and shorter than 8 characters, and a small entropy, e.g. problem discovered in 2008 in the OpenSSL package of Debian.

Of course, more security aspects should be explored and case studies will be of great help to find interesting attack sequences. Furthermore, the attacker itself could be extended to consider, for example, multiple non-collaborating attackers and their interactions as done in [17].

These more realistic attackers will be able to use vulnerability databases to select tests that are relevant for the case, to perform these tests and refine the selection, depending on the results, and to update the vulnerability library with attack sequences that would be found.

Vulnerability library provides complete vulnerability models and documentation. The SHIELD project provides an example of such a library in [20]; the Security Vulnerabilities Repository Service (SVRS) handles the management of vulnerability models, e.g. up/downloading and searching by multiple means.

CONCLUSION

This document seeks to lay the basic principles which we are exploring in order to combine in an efficient and relevant way model inference and model-based security testing. Enhanced models associated with an adapted formal language for security purposes, along with abstract models for attack and their associated concretizations are key ingredients for inferring useful models for security testing.
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