Generic Feature Extraction for Classification using Fuzzy C - Means Clustering
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Abstract

Knowledge Discovery and Data Mining(KDD) process includes preprocessing, transformation, data mining and knowledge extraction. The two important tasks of data mining are clustering and classification. In this paper, we propose a generic feature extraction for classification using Fuzzy C-Means(FCM) clustering. The raw data is preprocessed, normalized and then data points are clustered using fuzzy c-means technique. Feature vectors for all the classes are generated by extracting the most relevant features from the corresponding clusters and used for further classification. Artificial Neural Network and Support Vector Machines are used to perform the classification task. Experiments are conducted on four datasets and the accuracy obtained by performing specific feature extraction for a particular data set is compared with generic feature extraction scheme. The algorithm performs relatively well with respect to classification results when compared with the specific feature extraction technique.

1. INTRODUCTION

Data mining is the process of extraction of hidden, predictive information from large databases. The overall Knowledge Discovery and Data Mining (KDD) process deals with turning low level data into high level knowledge. The process of data mining begins with the understanding of the application domain. This includes relevant prior knowledge as well as the goals of the system. First, data cleaning and pre-processing is carried out on the raw data for removal of noise and handling of missing data. Next, data reduction and projection are performed to find the minimal set features to represent the data. An appropriate data mining model is used to extract the patterns for classification. Finally, the knowledge obtained is incorporated into the performance system.

The four important steps in data mining are pre-processing, clustering, feature extraction and classification. Pre-processing involves the transformation of raw data into a form in which it can be more useful. Two important steps in pre-processing are noise-removal and handling missing data. Pre-processing is specific to the problem in question. However, certain accepted techniques of pre-processing are transforms (Fourier, Wavelet, etc.) and data normalization. Clustering is a form of unsupervised learning, i.e., the data available is not labelled and the output is a set of clusters containing the similar points. Commonly used techniques for clustering are k-means and k-medoids. Feature extraction handles the problem of high dimensionality and using a classifier for such problems directly, becomes infeasible. Various techniques used for feature extraction are principal component analysis, independent component analysis, edge detection in case of images, etc. Classification maps the data into predefined groups or classes. The main function of the classification system is learning. Some of the tools used in classification are Artificial Neural Networks and Support Vector Machines.

2. RELATED WORK

A survey on soft computing approaches to data mining is presented in [1]. The compression of waves using wavelets and their performance evaluation is discussed in [2]. A Neuro-Fuzzy system with Invariant Wavelets is used to classify EEG spikes in [3], however, the system cannot be extended to a more general system. In [4], a new feature extraction process for time series data using DWT (Discrete Wavelet Transform) and DFT (Discrete Fourier Transform) has been employed but it can be used only for a specific purpose. Michail Vlachos et.al, [5] present a novel anytime k-means clustering to evaluate feature extraction. 

Kohenen’s SOM (Self-Organizing Map) is used to provide additional dimensionality reduction for clustering in [6]. In [7], Wavelet transforms are used to handle high dimensional data, but the system cannot be generalized. In [8], a manual application of pre-processing techniques depending on sample characteristics using Fuzzy C-Means clustering is discussed, but this defeats the aim of automating the process of data mining. Nello Cristianini et.al, [9] describe the performance of a new SVM (Support Vector Machine) for classification. The potential of conceptual clustering for feature selection is presented in [10].
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3. PROPOSED SYSTEM

Problem Formulation: The aim of this paper is to develop a generic system, which takes its input as raw data. The most important aspect in developing a generic system is feature extraction. The input to the system is in the form of instances \( \{x_i, t_i\} \), where \( x_i \) is the set of attributes and \( t_i \) is the label of the instance. The aim is to select a set of attributes \( y_i \), which are the subset of \( x_i \), such that the set \( y_i \) represents the instance completely and useful for classification. The parameter involved in the selection of \( y_i \) is the accuracy of classification, i.e., using \( y_i \) the classifier must be able to match with \( t_i \). The steps involved in the system are given below.

\{Input: Raw Data\}
\{Output: Classification results\}
1. **PreprocessData ( )**;
2. **ClusterData ( )**;
{Generates cluster centres for each cluster based on the number of classes.}
3. **ExtractFeatures ( )**;
{Uses the cluster centres to choose the attributes, which contribute most towards differentiating the classes.}
4. **ClassifyData ( )**;
{Classifies data based on the features selected.}

![Figure 1: Proposed System](image)

**Algorithm I: FCM( )**
**Begin**
\[ k \leftarrow 0 \]
Initialize membership matrix \( U^{(0)} \)
while \((true)\)
\[ \text{Calculate centers } v_i \text{ according to Update partition } P^{(k+1)} \]
if \( \| U^{(k)} - U^{(k+1)} \| < \varepsilon \) break;
**end while**
**End**
The centers of each cluster are calculated using the following equation

\[ v_i = \frac{\sum_{j=1}^{N} \mu_{ij} (x_j^{(i)})^m x_j}{\sum_{j=1}^{N} \mu_{ij} (x_j^{(i)})^m} \]

After calculating the centroids of each cluster, the partitions (clusters) are updated by the following equation.

\[ \mu_i^k(x) = \left[ \frac{1}{\sum_{l=1}^{k} \left( \frac{\| x - v_l \|^2}{\| x - v_j \|^2} \right)^{m-1}} \right] \]

where, \( \mu \) represents the fuzzy membership value, \( x \) represents the data point, \( v_i \) represents the cluster centre and \( m > 1 \).

The FCM is based on minimization of an objective function. The algorithm starts with selecting the number of clusters as defined in the problem and initializing the membership matrix \( U \). This matrix contains the membership value for all points for each cluster. The initialization of \( U \) is done randomly and the cluster centers are computed using the membership matrix \( U \). The cluster centers are calculated such that the centre is closer to the points having a greater membership value to one cluster. In other words, the membership values act as weights while calculating the centers.

Once the cluster centers have been computed, the membership matrix is updated according to the location of the cluster centers. To calculate the new membership value of a point with respect to a particular cluster, the distance of that point from that cluster centre as well as the distance of the point from all other cluster centers is taken into account. The change in membership matrix is computed. If this change is lower than a predefined threshold, then the process is stopped, otherwise, new cluster centers are computed and membership matrix are updated with respect to the new cluster centers. The iteration continues till the change in the membership matrix is minimized.

**ExtractFeatures**: The important step in building a generic data mining system is the process of feature extraction that can be applied to different datasets. A generic feature extraction process should be built that does not involve the nature of the attributes, but just the attribute values.

It is evident from FCM that, even though the cluster centers are obtained in \( k \) - dimensional space, where \( k \) is the number of attributes, the nature of the attributes do not contribute to cluster centers. Hence, these cluster centers can be used to choose the attributes that can be used to distinguish between dissimilar points. Consider an \( n \)-class problem with \( k \) attributes. Let \( (c_1, c_2 \ldots c_n) \) be the \( n \) cluster centers and each cluster centre is expressed in \( k \) dimensions as \( c_i = [c_{i1}, c_{i2} \ldots c_{ik}] \).

Intuitively, attributes with the cluster centers that are far apart are suited for classification since the classes are better defined in those dimensions. Now, let us consider the case for \( n = 2 \) and there exist just two centers. The distance between the cluster centers can be calculated as \( dist = |c_{i1} - c_{i2}| \). Let \( dist \) be a vector containing the elements \( dist \) for all the dimensions. Then, the number of attributes needed to pass through classifier is chosen. Let \( i_1, i_2 \ldots i_j \) be the attributes selected where, \( j \) is the number of attributes. The representative attributes for each cluster are obtained as follows,

\[ i_1 = \max (dist) \]

\[ i_m = \max (dist - dist_{i_1(m,i)}), for m = 2, 3 \ldots j \]

However, for a multi-class problem, the feature selection is not trivial. It is difficult to choose the cluster centers in the computation of \( dist \) in higher dimensions, i.e., in case of \( n > 2 \). One solution is to choose two cluster centers whose distance is minimum. There are \( n \times (n-1) / 2 \) distances to be considered to obtain the minimum distance between the two centers and is computed as follows,

\[ dist_{12} = |c_{i1} - c_{i2}| \quad \text{for all } j \quad \text{and } l \quad \text{such that } j \neq l \]

\[ dist_i = \min (dist_{12}) \quad \text{for all } j, l \]

Once \( dist_i \) is calculated, the features can be extracted in the same way as in any other two-class problem and the algorithm is given below,

**Algorithm II: Extract Features**

**Begin**

\[ n \leftarrow \text{Number of clusters}; \quad k \leftarrow \text{Number of attributes} \]

\[ dist \leftarrow \varnothing; \quad \text{mindist} \leftarrow \varnothing; \quad \text{Attr} \leftarrow \varnothing \]

for \( i = 1 \) to \( k \)

\[ \quad \text{for } j = 1 \text{ to } n - 1 \]

\[ \quad \text{for } l = j \text{ to } n \]

\[ \quad \text{dist} \leftarrow \text{dist} \cup |centre_j - centre_l| \]

endfor

\[ \text{mindist} \leftarrow \text{mindist} \cup \min (\text{dist}) \]

endfor

\[ \text{Attr} \leftarrow \\text{Attr} \cup \max (\text{mindist}) \]

**End**

The algorithm finally generates a list of attributes, namely \( \text{Attr} \) that contains the attributes in the order of their relevance. The most relevant features are at the beginning of the \( \text{Attr} \) while the least relevant features are at the end of \( \text{Attr} \). To perform classification, the most relevant \( k \) features are selected.

**ClassifyData**(): After the feature extraction phase, the quality of features extracted is quantified to evaluate the accuracy of the classifier. The quality of the extracted features is dependent on the accuracy of the classifier. In our work, two
classifiers namely Artificial Neural Networks (ANN) and Support Vector Machines (SVM) are used for classification task. The classifiers are decided upon the number of instances in the database. The ANN classifier is used for large databases, while the SVM is used for smaller databases.

**Artificial Neural Network:** A simple neural network has a feed forward structure, the signals flow from inputs, propagates through any hidden units, and eventually reaching the output units. Such a structure has stable behaviour. A typical feed forward network has neurons arranged in a distinct layered topology. The input layer serves to introduce the values of the input variables. The hidden and output layer neurons are connected to all the units in the preceding layer and this type of networks are applicable in most of the applications. Initially, the variable values are placed in the input units, and then the hidden and output layer units are progressively executed. Each of them calculate its activation value by taking the weighted sum of the outputs of the units in the preceding layer, and subtracting the threshold. The activation value is passed through the corresponding activation function to produce the output of the neuron.

**Support Vector Machine:** The following steps are performed during the training / testing phase of SVM.

1. Prepare the pattern matrix.
2. Select the kernel function to use. {The Radial Basis Function (RBF) is used as Kernel function}
3. Select the parameter of the kernel function. {γ in case of RBF}
4. Execute the training algorithm and train the SVM on the training data.
5. Unseen data can be classified using the trained SVM.

### 4. PERFORMANCE ANALYSIS

To test the system for accuracy of the classifier, four datasets are chosen that are high dimensional in nature. The first dataset is the Physics dataset that is obtained from KDD archives and the other three (Sonar dataset, Dermatology dataset and the Waveform Generator dataset) are obtained from the UCI Machine Learning Repository.

The Physics data set is used in the KDD Cup 2004 data mining competition. The training data is from high-energy collision experiments. There are 50,000 instances, describing the measurements taken in experiments where two different types of particle are observed. Each training example has 78 numerical attributes. The sonar data set contains 111 patterns obtained by bouncing sonar signals off a metal cylinder at various angles and under various conditions. The sonar rock file contains 97 patterns obtained from rocks under similar conditions. The transmitted sonar signal is a frequency-modulated chirp, rising in frequency. Each numerical value represents the energy within a particular frequency band, integrated over a certain period of time. The label associated with each record contains the letter "R" if the object is a rock and "M" if it is a mine (metal cylinder).

The dermatology dataset is an example of a 6-class problem. This dataset contains 34 attributes, 33 of which are linear valued and one of them is nominal. The Waveform Generator dataset contains 5000 instances each with 40 attributes. It is a three-class problem with each of the classes equally distributed. Each class is generated from a combination of 2 of 3 base waves. Each instance is generated by adding noise to each attribute.

The ANN is used as a classifier for Physics dataset, whereas the SVM is used as a classifier for sonar dataset, dermatology dataset and the waveform generator dataset. Ideally any feature extraction system strives to extract a minimum number of required features to classify the data into various classes with minimal classification error. The parameters such as the number of features in the feature vector as well as the parameter of the kernel function are varied. The features extracted are varied over a range of 10 to 25. The parameter Gamma for RBF kernel function in SVM is varied in the range between 0.01 and 10.

![Figure 2](image-url): Classification Accuracy and varying Number of Features in case of Sonar Dataset

![Figure 3](image-url): Classification Accuracy and Varying Gamma in case of Sonar Dataset

The classification accuracy computed for varying number of features for Sonar dataset in shown in Figure 2. It is observed that the classification accuracy increases with the number of features initially, but as the number of features goes beyond 25, the degree of accuracy is reduced. This is on account of choosing the most relevant attributes in the beginning.
In RBF kernel function of SVM, Gamma (\( \gamma \)) is an important parameter, which defines the decision boundary between any two classes. The classification accuracy is computed for varying Gamma values for Sonar dataset as shown in Figure 3. The SVM gives highest classification accuracy at Gamma value 3 and accuracy detoriates for higher values of Gamma.

Similarly, the classification accuracy is computed for varying number of features for waveform generator dataset, as shown in Figure 4. The number of features varies from 10 to 20 and the maximum accuracy of 86% is obtained. In the case of the sonar dataset, we observe that the accuracy of classification increases with the increase in the number of features.

![Figure 4: Classification Accuracy and varying Number of Features in case of Waveform Dataset](image)

Figure 4: Classification Accuracy and varying Number of Features in case of Waveform Dataset

Figure 5 shows the variation in accuracy as the number of features is changed for the dermatology dataset. The number of features is varied from 5 to 15. The accuracy remains constant when the number of features are increased beyond 10. This is case, where the most relevant features are extracted in the beginning itself and the later attributes do not contribute much to the accuracy of the classification. Figure 6 and Figure 7 represent the variation of accuracy by changing the value of Gamma. In all these cases, it has been observed that the accuracy reaches a maximum value for a particular value of Gamma and thereafter, it starts decreasing.

![Figure 5: Classification Accuracy and varying Number of Features in case of Dermatology Dataset](image)

Figure 5: Classification Accuracy and varying Number of Features in case of Dermatology Dataset

![Figure 6: Classification Accuracy and Varying Gamma in case of Waveform Dataset](image)

Figure 6: Classification Accuracy and Varying Gamma in case of Waveform Dataset

![Figure 7: Classification Accuracy and Varying Gamma in case of Dermatology Dataset](image)

Figure 7: Classification Accuracy and Varying Gamma in case of Dermatology Dataset

Finally, the classification accuracy is computed for varying number of features for Physics dataset as shown in Figure 8 and the graph shows a similar trend, i.e., the classification accuracy increases with the increase in the number of features chosen for classification.

![Figure 8: Classification Accuracy and varying Number of Features in case of Physics Dataset](image)

Figure 8: Classification Accuracy and varying Number of Features in case of Physics Dataset

In the next set of experiments, the classification accuracy is computed for varying the least relevant features as shown in Figure 9 and Figure 10 for Waveform generator dataset and Dermatology datasets. The results of Figure 9 and Figure 4 for the same number of features shows that the accuracy obtained by choosing the most relevant features is higher than accuracy obtained by choosing the least relevant features.
the difference in the classification accuracies obtained when a problem specific feature extraction and generic feature extraction is minimal. Hence generic feature extraction using Fuzzy C-Means clustering can be easily adopted for data mining applications.

5. CONCLUSIONS
In this paper, we have examined the issue of generic feature extraction using Fuzzy C-Means clustering on various datasets. An important observation is that the classification accuracy obtained using Fuzzy C-Means clustering for generic feature extraction is very close to the accuracy of classification obtained by using problem-specific feature extraction such as, ANN, SVM, BC, etc. Hence, a standard simpler, general feature extraction system can be built, which can take raw data and perform transformations and feature extraction independent of the datasets that results in reasonably high classification accuracy.
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