Thin cloud removal from single satellite images
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Abstract: A novel method for removing thin clouds from single satellite image is presented based on a cloud physical model. Given the unevenness of clouds, the cloud background is first estimated in the frequency domain and an adjustment function is used to suppress the areas with greater gray values and enhance the dark objects. An image, mainly influenced by transmission, is obtained by subtracting the cloud background from the original cloudy image. The final image with proper color and contrast is obtained by decreasing the effect of transmission using the proposed max–min radiation correction approach and an adaptive brightness factor. The results indicate that the proposed method can more effectively remove thin clouds, improve contrast, restore color information, and retain detailed information compared with the commonly used image enhancement and haze removal methods.
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1. Introduction

During the acquisition of optical satellite images, clouds diversify the color and brightness of different image regions. Light transmission and scattering attenuation of clouds result in blurring and reduced contrast among ground objects. Images of objects cannot be obtained when clouds are too thick. The uneven illumination caused by thin clouds affects the processing of images by imaging technologies. Removal of thin clouds from satellite images can improve the capability and accuracy of applications that use satellite images.

Thin cloud removal is a subject of importance in remote sensing for many years [1–4]. Similar to haze, fog, and smoke, clouds are usually collectively called as “haze” for simplicity, because they cause atmospheric absorption and scattering. They differ mainly in material, size, shape, and concentration of atmospheric particles. Haze removal methods can also be applied in cloudy images in some cases.

Most of land surface reflections are obstructed in regions covered with thick clouds. Cloud removal methods can be classified into measurement-based approaches [5,6] and traditional synthesis and image inpainting techniques [7]. However, land surface information may still be extracted from areas covered with thin clouds. Clouds can be removed by image enhancement or image restoration. Some commonly used enhancement methods include histogram matching and color constancy enhancement, e.g., single- and multiple-scale retinex [8,9], multi scale retinex with color restoration (MSRCR) [10,11]. Image enhancement-based algorithms stretch a portion or the entire image to increase the brightness or contrast and highlight certain details, thereby reducing the interference of haze on the image. Without considering image degradation, these algorithms enhance or weaken some image details according to specific needs. This process results in images that are more suitable for human visual observation or machine recognition. However, these algorithms do not consider the causes of interference and the physical model of clouds. Algorithms can only reduce the interference of clouds to a certain extent, resulting in cloud residues in the processed images. The enhanced images tend to exhibit color distortion because of the loss of color proportions of the original image.

Image restoration-based algorithms are established according to the physical model of haze through the existing model and observed image degradation process to restore a clear image. Starting with light scattering, these algorithms analyze the causes of clouds, establish a degradation model, describe the haze formation process mathematically, estimate the model parameters using a variety of prior knowledge, and finally solve equations to obtain clear images [12–15]. Haze removal from a single image has shown rapid development in recent years and presents a breakthrough, but available methods are all dependent on prior knowledge or assumptions.

Tan [16] found that the contrast of a haze-free image was higher than that of the image prior to haze removal. Haze interference was eliminated using maximized contrast approach and further normalized by the Markov random field model. Although the results were consistent with visual observation, the physical properties of the images were altered, and cavity defects occurred in the depth discontinuity areas. Fattal [17] estimated the scene albedo and deduced a transmission model using single images. The albedo in a local area was
assumed to be a constant matrix, and the object surface reflectivity and transmission map were independent of the local area. Thus, the albedo direction was estimated using independent component analysis. Finally, the global image color was predicted using the Markov random field model. This method overcomes the shortcomings of Tan’s method and produces better visual effects and more effective depth map with physical validity. However, statistical results may not be reliable when dark noise exists (e.g., areas with heavy haze) because of local statistical independence. Fattal’s method is not applicable to areas with heavy haze without color information and grayscale images, because this statistical method is based on color. In the 2009 Conference on Computer Vision and Pattern Recognition, Kaiming He proposed a single image haze removal method using a dark channel and a haze imaging model, which yielded unexpected results [18,19]. He’s method can produce a good depth map and high-quality haze-free image independent of significant variance in transmission or surface shading and with few halo artifacts. Visibility restoration from a single image without using any additional information is known as a filtering problem. Tarel proposed a novel algorithm that is based on median filter, which is advantageous primarily because of its speed [20].

Several previously described methods have achieved remarkable results by assuming a uniformly distributed haze over a region, and all images in the region have approximately similar degrees of blurring. However, satellite images are obtained from high altitudes and with a large angular view. Various forms of clouds may simultaneously exist in one image, which invalidates the assumptions. In addition, with an uncertain distribution of thin clouds, the known haze removal methods may not always be effective in cloud removal. In the present study, we propose a novel thin cloud removal method to estimate and remove the cloud background based on a cloud physical model, eliminate the transmission effect of clouds, and restore the color information under clouds using the proposed max-min radiation correction approach and an adaptive brightness factor.

The remainder of this paper is organized as follows. Section II introduces the proposed thin cloud removal method including cloud background removal and max-min radiation correction. The experimental results, along with compared data sets, are provided in Section III. The conclusion is stated in Section IV.

2. Proposed thin cloud removal method

The commonly accepted physical model [21] of thin cloud can be illustrated as Fig. 1:

The cloudy image degradation model used for areas with thin clouds is

\[ I(x, y) = aLr(x, y)t(x, y) + L(1-t(x, y)) \]  

(1)

where x and y are the pixel coordinates, L is the intensity of incident solar radiation, r(x,y) and t(x,y) are the albedoes of the ground object and transmission of cloud, respectively, and a
is the attenuation coefficient of radiation during propagation. The first part $aL_r(x,y)t(x,y)$ denotes the signal reflected by the ground that subsequently passes through the cloud, and the second part $L[1-t(x,y)]$, called the cloud background in this paper, represents the signal reflected by the cloud. Cloud removal is the elimination of $L[1-t(x,y)]$ and reduction of the influence of transmission $t(x,y)$.

2.1 Cloud background removal

The radiation in thin clouds gradually varies in the space domain. In terms of the low-frequency coefficients in the frequency domain, we can estimate the cloud background $L[1-t(x,y)]$ using a low-pass filter. The fast Fourier transform (FFT) is first applied to every band of the input image, such as red, green, blue, or near infrared.

Then, the Gaussian low-pass filter is applied to $FFT(I)$ in the frequency domain and defined as

$$H(u,v) = \exp\left[-\frac{D^2(u,v)}{2\sigma_0^2}\right] \quad (2)$$

where $FFT(I)$ is the FFT transform operator, $\sigma_0$ denotes the cutoff frequency, $u$ and $v$ are the coordinates, and $D(u,v)$ denotes the distance between the $(u,v)$ coordinate and the origin of FFT. The cloud background of the $I$ band, i.e., the second part $L[1-t(x,y)]$ in Eq. (1), can be estimated by applying the inverse FFT to the filtered result

$$B_{cloud} = IFFT[FFT(I) \times H] \quad (3)$$

where $IFFT$ is the inverse FFT. Considering the unevenness of clouds, we use the following adjustment function to suppress the areas with greater gray value $s$ and enhance the dark objects:

$$B_{cloud}(x,y) = \begin{cases} 
B_{cloud}(x,y) + \left[\frac{B_{cloud}(x,y) - th}{\max(B_{cloud}) - th}\right] \cdot d_1, & B_{cloud}(x,y) > th \\
B_{cloud}(x,y) - \left[\frac{th - B_{cloud}(x,y)}{th - \min(B_{cloud})}\right] \cdot d_2, & B_{cloud}(x,y) \leq th 
\end{cases} \quad (4)$$

where $th = \frac{\max(B_{cloud}) + \min(B_{cloud})}{2}$, and $\max(B_{cloud})$ and $\min(B_{cloud})$ are the maximum and minimum values of the cloud background, respectively. The adjustment factors are $d_1$, $d_2$, and $\lambda$. For simplicity, we set $\lambda = 2$ in this paper. Removing the cloud background from the input image in the $X$ band will yield a result that is mainly affected by transmission $t$.

$$I'(x,y) = I(x,y) - B_{cloud}(x,y) + offset \quad (5)$$

where $offset$ is a user-defined constant. In this paper, we set it as the average value of the $I$ band for simplicity.
Figure 2(a) is the single band of the original image with uneven cloud distribution, which can be observed from the estimated cloud background in Fig. 2(c) to 2(e) where the numbers are the maximum gray values of the neighboring pixels in red squares. Figure 2(b) is the more even single band image mainly influenced by transmission but has low contrast because of the removal of the cloud background. The adjusted cloud background is removed from the original image. Hence, the areas with greater gray values caused by thicker clouds are suppressed because the output from the adjustment function is higher than the initial output ($d_1 = 0$ and $d_2 = 0$). The dark areas are enhanced because of the low output value of the adjustment function. These parameters can be set according to cloud thickness. According to Fig. 2 (c) to 2(e), as $d_1$ increases, the gray values of cloud areas will be greater; and the gray values of dark areas will decrease due to the increasing $d_2$, i.e., a larger $d_1$ is used to remove more clouds from the image, and a larger $d_2$ is used to maintain more ground information.

2.2 Max–min radiation correction

Then, the effect of transmission is decreased, and contrast is increased. After removing the cloud background from the original image, we find that, in every band, the effect of evenly distributed transmission in the entire image results in high gray values in all pixels. Thus, several dark objects with gray values that are supposed to be close to zero show high values, whereas several bright objects become dimmer. These observations are radiation errors caused by the transmission of clouds. Hence, a max–min radiation correction approach is proposed to eliminate the influence of transmission and enhance contrast.

The proposed approach uses gray values of some of the darkest and brightest objects in an image to adjust the other objects, because the pixel numbers of the darkest and brightest objects are small enough to affect the global image. We used $T = \alpha MN$ to denote the threshold, where $\alpha$ is a scale parameter, and $M$ and $N$ are the height and width of the image,
respectively. We first obtained the histogram $h(n)$ of $I'$, where $n = 1, 2, ..., 256$ and then accumulated the histogram values from both sides of the histogram. We then used the gray values $h_{\text{max}}$ and $h_{\text{min}}$ that satisfy the following requirements as the maximum and minimum gray values:

$$
\begin{align*}
\sum_{i=1}^{h_{\text{min}}} h(i) &\leq T \quad \text{and} \quad \sum_{i=1}^{h_{\text{max}}+1} h(i) > T \\
\sum_{j=h_{\text{min}}+1}^{h_{\text{max}}} h(j) &\leq T \quad \text{and} \quad \sum_{j=h_{\text{max}}+1}^{h_{\text{max}}+T} h(j) > T
\end{align*}
$$

(6)

where $h_{\text{min}}$ and $h_{\text{max}}$ are treated as gray values of the selected darkest and brightest objects. $Re$ denotes a band of the final image that corresponds to $I'$, such that the max-min radiation correction is

$$
I_{\text{restored}}(x, y) = \begin{cases} 
0 & , I'(x, y) < h_{\text{min}} \\
255 \times \left[ \frac{I'(x, y) - h_{\text{min}}}{h_{\text{max}} - h_{\text{min}}} \right]^\beta & , h_{\text{min}} < I'(x, y) < h_{\text{max}} \\
255 & , I'(x, y) > h_{\text{max}}
\end{cases}
$$

(7)

The gray values of the darkest and brightest objects are adjusted to 0 and 255, respectively, and the other objects are corrected correspondingly. Figure 3 shows the images and corresponding histograms before and after processing with $\alpha = 0.005$. $\beta$ is the brightness factor used to adjust the brightness of the final image, where $0 < \beta \leq 1$. Smaller $\beta$ values result in brighter final images. In Fig. 3(d), the peak of the histogram moves to the low gray-scale region with an increase in $\beta$, indicating that the final image becomes darker. This observation can also be seen from Figs. 3(f) and 3(g) with $\beta = 0.6$ and $\beta = 1.0$, respectively, where Fig. 3(g) is darker than Fig. 3(f). To obtain a result with proper brightness, we use the following formula to choose $\beta$ adaptively:

$$
\beta = \begin{cases} 
\text{mean}[A(x, y)] / 128 & , \text{mean}[A(x, y)] \leq 128 \\
128 / \text{mean}[A(x, y)] & , \text{otherwise}
\end{cases}
$$

(8)

where $A(x, y) = \frac{1}{N} \sum_{i=1}^{N} I'(x, y)$ is the average of the $N$-band image $I'$ mainly influenced by transmission, and $\text{mean}(A)$ is the function used to obtain the average value of $A$. Figure 3(h) is the colored cloud-free image with adaptive $\beta$, in which the brightness is between that of Figs. 3(f) and 3(g) and is more proper for visual interpretation.
Fig. 3. Transmission reduction. (a) image mainly influenced by transmission, (b) cloud-free image with $\beta = 1.0$, (c) histogram prior to processing, (d) histogram after processing with different values of $\beta$, (e) original cloudy color image, (f) color image without clouds with $\beta = 0.6$, (g) color image without clouds with $\beta = 1.0$, and (h) color image without clouds with adaptive $\beta$.

Figure 3(a) shows the image with low contrast after the cloud background was removed, and Fig. 3(b) is the corresponding image after max-min radiation correction with proper contrast. In Fig. 3(c), the histogram is concentrated at high-gray level regions, whereas in Fig. 3(d) with different $\beta$ values, the histograms cover all the gray levels. These results indicate that the images have wider dynamic gray-scale range as well as more proper brightness and contrast. Careful comparisons of Figs. 3(e)–3(h) from the aspects of definition and color show the effectiveness of the proposed method in removing clouds.

Figure 4 shows removal results with different $d_1$, $d_2$ and adaptive $\beta$. The dark mountain areas at the upper right of image become brighter when $d_2$ increases, and the gray values of thick cloud areas at the bottom left of image tend to be darker and darker as $d_1$ increases. These results are obviously consistent with the analysis in Fig. 1. The values of $d_1$ and $d_2$ vary for different images and can be determined according to the thickness of cloud in images.
3. Experimental results

Many satellite images with different thin cloud levels were tested using our proposed method, and the results were compared with those obtained from the MSRCR, Homomorphic Filter (HF), improved Wavelet-based approach [22] as well as those from He’s [19] and Tarel’s [20] haze removal methods. He’s algorithm has been proven prior to the existing haze removal methods. The source code of Tarel’s algorithm can be found in http://perso.lcpc.fr/tarel.jean-philippe/publis/iccv09.html. The max-min radiation correction approach was also used for all the above used methods. Ground truth images were also used to verify the effectiveness of cloud removal. However, we could not find cloud-free images with the exact time as the cloudy images. Hence, we used the cloud-free images during the same seasons in different years. Although some objects may differ between the original cloudy images and the ground truth images, the retention of contrast, color, and texture can still be considered as standards.
to verify all the cloud removal results. Figure 5 shows the results with thinner clouds, and Fig. 8 shows the results with thicker clouds.

Fig. 5. Thin cloud removal results: (a) Original cloudy image, (b) Ground truth image, (c) Tarel’s result, (d) He’s result, (e) MSRCR, (f) HF, (g) Wavelet-based result and (h) Our result.

Figure 6 are subset images of Fig. 5. The color of the MSRCR image greatly differs from the original image in spite of the improved contrast. The HF result tends to be dimmer, whereas Wavelet-based result shows sharper edges. Results from Tarel’s and He’s methods show darker images with some residual clouds and significant differences in color, contrast, and textures with the ground truth, indicating that they are not suitable to deal with cloud removal task although cloud is one type of haze. Our result provides better cloud removal results than the other methods and present similar characteristics with the ground truth.
Fig. 6. Subset images of thin cloud removal results in Fig. 5: (a) Original cloudy image, (b) Ground truth image, (c) Tarel’s result, (d) He’s result, (e) MSRCR, (f) HF, (g) Wavelet-based result and (h) Our result.

Two objective quality indices, mean and standard deviation, are used to assess the qualities of the cloud removal. It’s understandable and reasonable that for a cloud-free image, mean and standard deviation of every part should be similar to each other, and the standard deviation should be as big as possible. Hence all the images are divided into five parts uniformly: upper left, upper right, bottom left, bottom right and middle. Mean and standard deviation of these five parts at every band are calculated, and the results are shown in Fig. 7.
Due to the uneven cloud, the mean value of cloudy image is much higher than that of cloud-free image. As shown in Fig. 7, the mean values of all bands in the proposed are obviously lower than that of the original image, whereas the mean values in the other methods are even higher than that of the original image. In addition, the mean values of five parts are similar to each other in the proposed method, whereas for the other methods, there are big
differences between these five parts. Higher standard deviation value usually indicates that the image is with higher definition and better quality. Although some standard deviation values of five parts of the proposed method are not the highest, the differences between these five parts are the smallest except the upper left part, indicating that the other four parts have the similar definition. Since there are some water areas in the upper left part, its standard deviation will be evidently lower than that of the other four parts. Therefore, the proposed method shows the best performance both subjectively and objectively (Fig. 8).

![Fig. 8. Thick cloud removal results: (a) Original cloudy image, (b) Ground truth image, (c) Tarel’s result, (d) He’s result, (e) MSRCR, (f) HF, (g) Wavelet-based result and (h) Our result.](image)

Fig. 8. Thick cloud removal results: (a) Original cloudy image, (b) Ground truth image, (c) Tarel’s result, (d) He’s result, (e) MSRCR, (f) HF, (g) Wavelet-based result and (h) Our result.

From subset images in the following Fig. 9, massive clouds can still be observed from the images processed by all algorithms except the proposed method. The ground objects under the clouds still present poor contrast. MSRCR produced the worst result because of the untrue color and residual clouds. Our processed image shows some differences with the ground truth image in terms of the color of green trees and buildings. These differences are caused by two main factors. First, the cloudy and ground truth images are acquired from different years, which resulted indifferent ground objects such as trees. Second, the cloud is too thick such that restoration of the exact spectral information of ground objects becomes difficult. However, compared with the results from the other methods, our method removed almost all of the clouds. Additionally, our image exhibits the best contrast, color, and texture because it is more similar to the ground truth compared with the other images.
Fig. 9. Subset images of thin cloud removal results in Fig. 8: (a) Original cloudy image, (b) Ground truth image, (c) Tarel’s result, (d) He’s result, (e) MSRCR, (f) HF, (g) Wavelet-based result and (h) Our result

The standard deviation, mean and definition of all images are calculated and the results are shown in Table 1. The definition is expressed as

$$ DE = \frac{1}{(M-1)(N-1)} \sum_{x=1}^{M-1} \sum_{y=1}^{N-1} \sqrt{\frac{\Delta_x^2 + \Delta_y^2}{2}} $$

where

$$ \Delta_x = I(x+1,y) - I(x,y) $$

$$ \Delta_y = I(x,y+1) - I(x,y) $$

$M$ and $N$ are the width and height, respectively, of image $I$, and $x$ and $y$ are the pixel coordinates. Higher definition means higher quality.

From Table 1, although some values of the proposed method are a little lower than Tarel’s and He’s methods, overall, the result of proposed method have highest standard deviation and definition, and smallest mean value, indicating that the proposed method have the best cloud removal effects.
Table 1. Objective evaluation of results in Fig. 8.

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>Tarel</th>
<th>He</th>
<th>MSRCR</th>
<th>HF</th>
<th>Wavelet</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>G</td>
<td>16.4952</td>
<td>47.3899</td>
<td>53.4386</td>
<td>48.6642</td>
<td>41.5763</td>
<td>43.3479</td>
</tr>
<tr>
<td>Deviation</td>
<td>B</td>
<td>16.5733</td>
<td>47.1934</td>
<td>61.2820</td>
<td>46.7704</td>
<td>40.3134</td>
<td>44.3737</td>
</tr>
<tr>
<td>Mean</td>
<td>G</td>
<td>191.71</td>
<td>125.70</td>
<td>119.62</td>
<td>142.61</td>
<td>127.99</td>
<td>131.53</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>203.93</td>
<td>132.97</td>
<td>148.19</td>
<td>138.12</td>
<td>129.50</td>
<td>140.36</td>
</tr>
<tr>
<td>Ave</td>
<td>G</td>
<td>186.67</td>
<td>123.02</td>
<td>119.31</td>
<td>135.83</td>
<td>127.98</td>
<td>132.67</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>203.93</td>
<td>132.97</td>
<td>148.19</td>
<td>138.12</td>
<td>129.50</td>
<td>140.36</td>
</tr>
<tr>
<td>R</td>
<td>17.0235</td>
<td>56.4719</td>
<td>46.7643</td>
<td>48.9785</td>
<td>42.8801</td>
<td>43.9912</td>
<td>56.4703</td>
</tr>
<tr>
<td>G</td>
<td>16.4952</td>
<td>47.3899</td>
<td>53.4386</td>
<td>48.6642</td>
<td>41.5763</td>
<td>43.3479</td>
<td>56.9952</td>
</tr>
<tr>
<td>B</td>
<td>16.5733</td>
<td>47.1934</td>
<td>61.2820</td>
<td>46.7704</td>
<td>40.3134</td>
<td>44.3737</td>
<td>56.9705</td>
</tr>
<tr>
<td>Ave</td>
<td>16.6973</td>
<td>50.3518</td>
<td>53.8283</td>
<td>48.1377</td>
<td>41.5899</td>
<td>43.9043</td>
<td>56.8120</td>
</tr>
<tr>
<td>R</td>
<td>186.67</td>
<td>123.02</td>
<td>119.31</td>
<td>135.83</td>
<td>127.98</td>
<td>132.67</td>
<td>96.76</td>
</tr>
</tbody>
</table>

Our proposed method can effectively remove clouds, restore true color, and enhance contrast. On the contrary, the results from the other algorithms, present several drawbacks such as untrue color and low contrast. Some additional results are listed below (Fig. 10) to prove the effectiveness of the proposed method in cloud removal.

![Fig. 10. Removal of clouds from several satellite images using the proposed method. (a), (c), and (e) are original cloudy images, whereas (b), (d), and (f) are the corresponding cloud-free images.](image1.png)

4. Conclusion

A two-step method based on the cloudy image degradation model is proposed to remove thin clouds from satellite images. The cloud background is first estimated and then adjusted using an adjustment function. An image, mainly influenced by transmission, is obtained by removing the cloud background from the original cloudy image. The cloud-free image is produced using the max–min radiation correction approach and an adaptive brightness factor. Results indicate that thin clouds can be effectively removed using our proposed method and the restored images also perform well in the visual aspect. Given that all bands are processed...
independently, our proposed method is also suitable for removal of thin clouds from satellite images with arbitrary bands, such as multi/hyper-spectral images. The proposed algorithm is effective and simple. Visual and objective performance of cloud removal could be improved by a more accurate estimation of the parameters of the physical model of thin clouds, and this is our future work.
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