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Resource Allocation in NFV:
A Comprehensive Survey

Juliver Gil Herrera and Juan Felipe Botero

Abstract—Network functions virtualization (NFV) is a new
network architecture framework where network functions that
traditionally used dedicated hardware (middleboxes or network
appliances) are now implemented in software that runs on top
of general purpose hardware such as high volume servers. NFV
emerges as an initiative from the industry (network operators,
carriers, and manufacturers) in order to increase the deployment
flexibility and integration of new network services with increased
agility within operator’s networks and to obtain significant reduc-
tions in operating expenditures and capital expenditures. NFV
promotes virtualizing network functions such as transcoders, fire-
walls, and load balancers, among others, which were carried out
by specialized hardware devices and migrating them to software-
based appliances. One of the main challenges for the deployment
of NFV is the resource allocation of demanded network ser-
vices in NFV-based network infrastructures. This challenge has
been called the NFV resource allocation (NFV-RA) problem. This
paper presents a comprehensive state of the art of NFV-RA by
introducing a novel classification of the main approaches that
pose solutions to solve it. This paper also presents the research
challenges that are still subject of future investigation in the
NFV-RA realm.

Index Terms—Network function virtualization, virtual net-
work functions, resource allocation, NFV orchestration,
VNF forwarding graph, scheduling, service chaining and
placement.

NOMENCLATURE

BSS Business Support System
CAPEX Capital Expenditures
EMS Element Management System
ETSI European Telecom Standards Institute
HVS High Volume Server
ILP Integer Linear Programming
NF Network Function
NFV Network Functions Virtualization
NFV-MANO NFV Management and Orchestration
NFV-RA NFV Resource Allocation
NFVI Network Functions Virtualization
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NS Network Service
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OPEX Operating Expenditures
OSS Operations Support System
SDN Software Defined Networking
SLA Service Level Agreement
SN Substrate Network
TSP Telecom Service Provider
VM Virtual Machine
VNF Virtual Network Function
VNF-FG Virtual Network Function Forwarding Graph
VNF-FGE VNF Forwarding Graph Embedding
VNFR Virtual Network Functions Request
VNFs-CC VNFs Chain composition
VNFs-SCH VNFs Scheduling.

I. INTRODUCTION

OFTEN, carrier networks are forced to substantially
increase both CAPEX and OPEX when they deploy

or update their physical network infrastructure, due to the
need of specialized network hardware (known as mid-
dleboxes or hardware appliances), to offer new network
services [1], [2]. Multimedia caches, QoS monitors, video
transcoders, gateways and proxies are examples of middle-
boxes used by carrier and network operators to meet Service
Level Agreements (SLAs). However, the use of middleboxes
to provide new services suffers of several shortcomings: they
i) are expensive, ii) require specialized managing personnel,
iii) have high energy costs, iv) do not allow to add new func-
tionality and v) have short lifecycles. Recent studies show that,
in an enterprise network, the number of middleboxes is com-
parable with the number of routers and switches needed to
maintain the operation of the network [3].

NFV emerges from the industry and promises to solve
the aforementioned inconveniences, thus avoiding the constant
proliferation of hardware appliances. It also facilitates and pro-
motes innovation in the network by leveraging virtualization
technology to offer a new way to design the networks [4], [5].
In November 2012, seven of the world’s leading telecom
network operators selected the European Telecom Standards
Institute (ETSI) [6] to be the home of the industry specifica-
tion group for NFV. Under the paradigm of NFV, traditional
middleboxes are managed as single modules of software, pro-
grammed to play the role of a particular Virtual Network
Function (VNF), this allows modularity and isolation of each
function, so they can be managed independently. In addi-
tion, NFV facilitates installation and deployment of VNFs
on general purpose servers (e.g., x86-based blades) [7], [8],
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Fig. 1. Service Chain.

thus allowing dynamic migration of VNFs from one server to
another, that is, to any place of the network [9].

In summary, NFV is the envisioned framework to solve
most of the current network problems due to the wide use
of specific hardware appliances. Also, it provides opportuni-
ties for network optimization and cost reduction. Moreover, it
enables to configure hybrid scenarios where functions running
on virtualized resources co-exist with those running on phys-
ical resources [10]. Such hybrid scenarios may be important
in the transition towards NFV.

The traditional deployment of a Network Service (NS)
requires the data traffic to pass through a certain fixed set
of middleboxes in a particular order, which cause some pro-
cessing according to the function they perform. The task of
choosing the needed middleboxes and steer the traffic among
them is commonly known as middleboxes orchestration [11].
Currently, this task is performed manually, and is set at the
forwarding table entries of routers; the above is a cumber-
some and error prone process [12]. Moreover, any placement
of these physical middleboxes is destined to become ineffec-
tive over time; because it is very costly and impractical to
keep changing the location of these hardware with changing
network conditions.

In the NFV ecosystem, an Network Service (NS) is a set of
chained VNFs as shown in Fig. 1. An NS is built and deployed
in NFV by defining its: i) number of VNFs, ii) their respective
order in the chain and iii) the allocation of the chain in the
Network Functions Virtualization Infrastructure (NFVI), also
called Substrate Network (SN).1

One of the main challenges to deploy NFV is to achieve
fast, scalable and dynamic composition and allocation of NFs
to execute an NS. However, since an NS requires a set of
VNFs, achieving an efficient services’ coordination and man-
agement in NFV raises two questions: 1) how to compose
VNFs for a determined NS, and 2) how to efficiently allo-
cate and schedule the VNFs of an NS onto a SN. The ETSI,
through its NFV technologies group, is partnering with net-
work operators and equipment vendors to promote NFV and is
currently progressing with regard to the first question above.

This paper gives a context on the promising NFV technol-
ogy and widely addresses the resource allocation challenge in
NFV-based networks. Here, a classification of the NFV-RA
problem by considering all its variants, namely; stages (VNFs
Chain Composition, Embedding and Scheduling), optimization
objectives, solution strategy and application domain.

The paper is organized as follows. Section II briefly
describes the main features of NFV. Section III details the

1Here, the terms Substrate Network, Network Functions Virtualization
Infrastructure and Physical Network are used interchangeably.

Fig. 2. NFV Environment.

resource allocation problem in the context of NFV, and intro-
duces its stages: VNF-Chain Composition, Embedding and
Scheduling. An extensive classification of existing approaches
to solve the NFV-RA is given in Section IV. Section V identi-
fies the main emerging research directions within the NFV-RA
field. Finally, Section VI concludes the paper.

II. NFV IN A NUTSHELL

In this section, we provide a short background on NFV,
including relevant aspects such as its architectural framework.
In addition, we introduce the resource allocation problem in
the NFV environment.

A. Purposes and Use Cases

Network functions virtualization is a recent initiative from
the industry [10], [13], [14]. It emerges due to the vast and
growing amount of proprietary and specific hardware currently
deployed in network operators and the costs that it entails.

Offering a new network service often requires to install new
proprietary hardware implying to find new physical space and
to incur in new acquisition, installation, operation and energy
costs. These costs added to the training of personnel able to
design, integrate and operate the increasing number of hetero-
geneous hardware are making it difficult and unprofitable for
the network operators to develop innovative network services.
Additionally, these proprietary equipment quickly reach the
end of their useful life, which leads to the cycle of i) acqui-
sition, ii) integration and iii) deployment, constantly repeated
with little economic benefit to network operators. This restricts
inventiveness, in a world eager to receive new services focused
on the Internet.

The goal of NFV is transforming the way network opera-
tors and network providers design, manage and deploy their
network infrastructure thanks to the evolution of virtualization
technologies. This transformation is being performed by means
of the consolidation of different VNFs types in standard gen-
eral purpose computers (servers, storage devices, etc.), which
may be located in data centers, network nodes and close to end
user premises (see Fig. 2) [15]. Even open source approaches
are being developed in the field of NFV [16].

It is worth highlighting that the general concept of
decoupling NFs from dedicated hardware does not neces-
sarily require virtualization of resources. This means that
the Telecom Service Provider (TSP) could still purchase or
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develop software (NFs) and run it on physical machines.
The difference is that these NFs would have to be able to
run on commodity servers [17]. However, the gains (such as
flexibility, dynamic resource scaling, energy efficiency) antic-
ipated from running these functions on virtualized resources
are very strong selling points of NFV. Needless to mention, it
is also possible to have hybrid scenarios as it was previously
mentioned.

The majority of the network nodes and functions may be
considered for virtualization but, in order to span the scope of
technical challenges, ETSI has selected a set of relevant use
cases [18]:

* Network Functions Virtualization as a service: NFV
infrastructure, platform and even a single VNF instance can
be provided as a service by a TSP, based on models similar
to the cloud computing service models [19].

* Virtualization of Mobile Core Network and IMS: Mobile
networks and the IP Multimedia Subsystem are populated with
a large variety of proprietary hardware appliances, which costs
and complexity can be reduced introducing NFV (specially for
the coming 5G) [20]–[23].

* Virtualization of Mobile Base Station: Mobile operators
can apply NFV in order to reduce costs as well as continuously
develop and provide better service to their customer [24].

* Virtualization of the Home Environment: Installation of
new equipment can be avoided in the home environment
with the introduction of VNFs, reducing maintenance and
improving service provision [25].

* Virtualization of CDNs: Content Delivery Networks use
cache node to improve the quality of multimedia services, but
it comes with lots of disadvantages (e.g., waste of dedicated
resources) that could be mitigated by NFV [26], [27].

* Fixed Access Network Functions Virtualization: virtualiza-
tion supports multiple tenancy in access network equipment,
whereby more than one organizational entity can either be
allocated, or given direct control of, a dedicated partition of a
virtual access node [28], [29].

B. Architecture

VNFs can be deployed and reassigned to share differ-
ent physical and virtual resources of the infrastructure, so
as to guarantee scalability and performance requirements.
This allows TSPs to rapidly deploy new and elastic ser-
vices [9], [30]. In general, there are three main compo-
nents in the NFV architecture: Services, NFVI and the
NFV Management and Orchestration (NFV-MANO), as shown
in Fig. 3.

These components are described as follows.
1) Services: A service is a set of VNFs, that can be imple-

mented in one or multiple virtual machines. In some situations,
VNFs can run in virtual machines installed in operating sys-
tems or on the hardware directly; they are managed by native
hypervisors or virtual machine monitors.

A VNF is usually administered by an Element Management
System (EMS), responsible of its creation, configuration,
monitoring, performance and security. An EMS provides the

Fig. 3. ETSI-NFV Architecture.

essential information required by the Operations Support
System (OSS) in a TSP’s environment.

The OSS is the general management system, that, along with
the Business Support System (BSS), help providers to deploy
and manage several end-to-end telecommunications services
(e.g., ordering, billing, renewals, problem troubleshooting,
etc.). NFV specifications focus on integration with existing
OSS/BSS solutions [31].

2) NFVI: NFV infrastructure covers all hardware and soft-
ware resources that comprise the NFV environment. NFVI
includes network connectivity between locations, e.g., between
data centers and the public or private hybrid clouds. Physical
resources typically include computing, storage and network
hardware providing processing, storage and connectivity for
VNFs through the virtualization layer that sits just above
the hardware and abstracts the physical resources (logically
partitioned and assigned to VNFs).

There is no specific solution for the deployment of NFV;
rather NFV architecture can take advantage of an existing vir-
tualization layer, such as a hypervisor, with standard features
that simply extracts the hardware resources and assigns them
to the VNFs. When this support is not available, often, the
virtualization layer is achieved through an operating system
that adds software on top of a non-virtualized server or by
implementing a VNF as an application [9].

3) NFV-MANO: NFV Management and Orchestration is
composed of: the orchestrator, VNFs managers and Virtualized
Infrastructure Managers. Such blocks provide the functionality
required for the management tasks applied to the VNFs, e.g.,
provisioning and configuration.

NFV-MANO includes the orchestration and lifecycle man-
agement of physical or virtual resources that support the
infrastructure virtualization, and the lifecycle management of
VNFs. It also includes databases that are used to store the
information and data models defining both deployment as well
as lifecycle properties of functions, services, and resources.

NFV-MANO focuses on all virtualization-specific man-
agement tasks necessary in the NFV framework. In addi-
tion, the framework defines interfaces that can be used for
communications between the different components of the
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Fig. 4. NFV Management and Orchestration.

NFV-MANO, as well as coordination with traditional net-
work management systems (i.e., OSS and BSS) to allow the
operation of both VNFs and functions running on legacy
equipment [10], [31].

Summarizing, if an NS using a firewall and a DPI is
deployed, then NFV-MANO shall be responsible to say where
these VNFs are located on the physical network. In turn,
these VNFs are controlled by the EMS and the same MANO.
Besides, the virtualization layer exposes the physical resources
of chosen NFVI locations to the VNFs.

C. Relationship Between NFV and Software
Defined Networks

NFV is closely related to other emerging technologies, such
as Software Defined Networking (SDN) [32]. SDN is a net-
working technology that decouples the control plane from the
underlying data plane and consolidates the control functions
into a logically centralized controller.

NFV and SDN are mutually beneficial, highly comple-
mentary to each other, and share the same feature of
promoting innovation, creativity, openness and competitive-
ness [33], [34]. For example, SDN can support NFV to
enhance its performance, facilitate its operation and sim-
plify the compatibility with legacy deployments. However, we
emphasize that the virtualization and deployment of network
functions do not necessarily rely on SDN technologies, and
viceversa [4], [35].

D. Resource Allocation Problem in NFV Architecture

Resource allocation in NFV requires efficient algorithms to
determine on which HVSs VNFs are placed, and be able to
migrate functions from one server to another for such objec-
tives as load balancing, reduction of CAPEX and OPEX,
energy saving, recovery from failures, etc. [36].

In the NFV architecture framework the component that
performs the resource allocation is the orchestrator. Fig. 4
illustrates a scenario where the orchestrator manages VNFs

through the VNF manager and the virtualized infrastructure
manager (see Fig. 3). The orchestrator evaluates all the con-
ditions to perform the assignment of VNFs chains on the
physical resources, leaning on the VNF managers and the vir-
tualized infrastructure managers. The resource allocation in
NFV is carried out in three stages: 1) VNFs Chain composition
(VNFs-CC), also known in the literature as Service Function
Chaining [37]–[40] 2) VNF Forwarding Graph Embedding
(VNF-FGE)2 and 3) VNFs Scheduling (VNFs-SCH). Next
section deeply details the NFV-RA problem and its derived
sub-stages.

If the reader wants to expand his knowledge on NFV, please
refer to [10].

III. NFV-RESOURCE ALLOCATION

This section is divided into three parts. First, we take a
look at the well-known Virtual Network Embedding (VNE)
problem and explain how it relates to the NFV-RA problem.
The second part gives a brief conceptual definition of VNFs
and services. The third part deeply elaborates on the NFV-RA
problem describing in detail each of its stages.

A. VNE Problem

Embedding virtual networks in a SN is the main resource
allocation challenge in network virtualization and is usually
referred to as the VNE problem [41], [42]. VNE deals with the
allocation of virtual resources both in nodes (mapped to sub-
strate nodes) and links (mapped to substrate paths) [43]. It is
mainly concerned with the efficient mapping Virtual Network
Requests onto a shared substrate network.

The VNE problem can be either offline or online. In
offline problems, all the virtual network requests are known
and scheduled in advance while for the online problem,
such requests arrive dynamically and can stay in the net-
work for an arbitrary duration [44]–[46]. VNE is known to
be NP -hard [47]; therefore, most of the work done in this
area has focused on the design of heuristic or metaheuristic
algorithms and the use of networks with minimal complex-
ity when solving mixed Integer Linear Programming (ILP)
models.

Embeddings can be optimized with regard to several param-
eters, such as: embedding cost, link bandwidth, QoS, econom-
ical profit, network survivability, energy efficiency [48], [49],
security [50], [51], etc.

VNE and NFV-RA are in the same problem domain; in the
end, the outcome of both problems is the efficient allocation of
virtual requests on top of the physical network infrastructure.
However, they present the following differences:

• VNE has static virtual network topologies where nodes
are arranged in a fixed, predetermined order as input.
In contrast, NFV-RA’s input is a network service
request composed of a set of VNFs with prece-
dence constraints and resource demands that can be
denoted by several Virtual Network Function Forwarding

2The terms embedding and mapping are used synonymously.
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Graphs (VNF-FGs)3; the task of the first stage of the
problem (VNFs-CC) is to efficiently build a suitable
VNF-FG with regard to the operator’s goals.

• Resource demands may change depending of the traffic
load directed to them: e.g., computing resource demands
of a transcoding VNF vary depending on how many
multimedia data have to be transcoded. Also, bandwidth
demands change depending on the ordering of VNF
instances [52], whereas resource demands are mostly
static in VNE.

• VNE shares several similarities with the second stage
of NFV-RA: VNF-FGE. In fact, we think of VNF-FGE
as a generalization of VNE because, while the lat-
ter considers only one type of physical (networking)
device, a much wider number of different network func-
tions coexist in NFV that can be mapped in different
kind of hardware (networking, computation and storage)
devices.

B. VNFs and Services

A NF is a functional block within a physical network infras-
tructure that has well defined external interfaces and functional
behaviour [53]. Examples of NFs are elements in a home
network, e.g., Residential Gateway; and conventional network
functions, e.g., DHCP servers, firewalls, etc.

In NFV, a NF is built as a software module that can be virtu-
alized and deployed on a Virtual Network Infrastructure (VNI).
A single VNF may be composed of multiple internal compo-
nents, and hence it could be deployed over multiple Virtual
Machines (VMs), in which case each VM hosts a single
component of the VNF [9].

A NS is composed of one or more NFs. In the case
of NFV, the NFs that make up the service are virtualized
and deployed on virtual resources such as a VMs hosted
on high volume server (HVS)s. However, in the perspective
of the users, the services, whether based on functions run-
ning dedicated equipment or on VMs, should have the same
performance.

C. Introduction to NFV-RA

A comprehensive description about the three stages that con-
form the resource allocation problem in NFV-based network’s
architectures is presented below.

1) VNFs - Chain Composition (VNFs-CC): NFV exploits
the flexibility introduced by virtualization to dynamically com-
pose chains of VNFs and strategically deploy them on a set
of physical network nodes so as to achieve a predefined oper-
ator’s objective or to meet an SLA, unlike the current static
network function chain placement that depends on the physical
location of the middleboxes in the SN [9].

The ETSI defines an NS as entities composed by an ordered
number of VNFs [9]. That is, a packet must pass through a set
of VNFs to be part of the offered network service. As VNFs
are software, one of the main challenges that arises is: How to
concatenate the different VNFs efficiently in order to compose

3As defined by ETSI, VNF-FG is a graph that describe how the flow should
traverse the service through the network functions.

Fig. 5. VNFs Chain Composition.

an NS in the most adequate way, with respect to the TSP
goals? This first challenge is the chaining process, that we
call chain composition. TSPs will need to efficiently compose
such chains to deploy customized and dynamic NFV-enabled
network services [54], [55].

Fig. 5 illustrates VNFs-CC. It shows a Virtual Network
Functions Request (VNFR)4 and two possible chainings
(VNF-FGs) of its VNF instances. For the i-th VNFR, VNFRi,
the initial data rate of the network flow -rinit(VNFRi)- and its
VNFs are given. Some VNFs may split the traffic flow; for
instance, a load balancer VNF separating incoming data into
two streams can specify that 60% of the incoming traffic is
forwarded to VNF 2 and 40% to VNF 3 (see VNF 1, 2, and 3
in Fig. 5a). li(VNF) denotes the set of “outgoing” links of a
VNF. For each link, relative traffic rate -rrel- percentage with
respect to the total outgoing VNF’s traffic is defined (60% and
40% in the case of VNF 1).

Neither bandwidth demands of the links nor capacity
demands of the nodes in the VNF-FG are static; they depend
on the ordering of the VNFs. This ordering is flexible, but it
is tied to the dependencies between VNFs; i.e., the network
flow first has to pass through a set of VNFs before it arrives
at a specific VNF (blue dotted line in Fig. 5a from VNF 4 to
VNF 1, implying that VNF 4 depends on VNF 1 and must
therefore be executed after VNF 1). Additionally, VNF link
dependencies can be defined for VNFs that should selectively
be placed on one of the sub-flows (see VNFs 2 and 3, both
pointing to the VNF links of VNF 1 in Fig. 5a).

Based on the dependencies, several valid chaining options
(VNF-FGs) of VNFRs can be derived. Fig. 5b shows two pos-
sible VNF-FGs for the VNFR in Fig. 5a). In VNF-FG 1, the 1
GBps (rinit) is divided in 600 MBps (60%) to VNF 2 and 400
MBps (40%) to VNF 2 as indicated in the VNFR. In VNF-
FG 2, the composition of the VNFs is different as in the lower
branch VNF 4 goes before VNF3, which is another perfectly
feasible chaining solution (see Fig. 5b).

4Here, VNFR and Network Service Request are used synonymously.
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Moreover, the amount of required processing capacities is
specified for handling the network flow. E.g., a VNF perform-
ing video encoding should always be embedded on top of
a computing node and demands 500 MHz of CPU process-
ing capacities to encode 100 MBit/s. The amount of required
capacities depends on the amount of data handled by that VNF
instance. Fig. 5b shows that relative data rate drel of VNF 3
is 30 units per GBps, then total data rate in the VNF-FG is
dtotal = 30 ∗ 0.4 = 12.

For each VNF, one or more subsequent VNF instances are
created. Multiple VNF instances of the same VNF need to be
created in scenarios where the network flow is split and traffic
has to be processed by the same type of VNFs, even if traffic
is not routed through the same VNF instance (in Fig. 5b, both
chains require two instances of VNF 4).

In this regard, performance of NSs will be affected by both
the different composing functions’ behavior and the order in
which functions are processed. Therefore, it is paramount to
achieve an efficient service chain composition with regard to
network operator’s objectives.

Up to now, most NFV-RA proposals consider the VNF-FG
as an input of the problem, i.e., the chain composition stage
is neglected. Few approaches have been proposed to solve
chain composition stage of NFV-RA: Mehraghdam et al. [56]
formulate a context-free language for formalizing the chain-
ing requests. In addition, they propose a greedy heuristic that
tries to minimize the total data rate of the resulting chain by
sorting the VNFs in ascending order according to their ratio
of outgoing to incoming data rate and trying to chain first
the VNF that reduces the data rate of the flows the most in
each step. Recently, Beck and Botero [52] proposed a scalable
recursive heuristic that, at each step, compose a VNF in the
service chain and, at the same time, embeds it in the SN. The
approach recursively maps the VNFs one by one and, when a
VNF cannot be embed, performs backtracking by going back
to the last successfully mapped VNF and looks for a dif-
ferent mapping alternative in order to rapidly find a feasible
solution.

2) VNF - Forwarding Graph Embedding (VNF-FGE):
As it has been previously stated, the chain of VNFs compos-
ing an end-to-end network service is called VNF-FG. This
resulting graph in the first stage is given as the input of
the embedding stage. VNF-FG is composed by the ordered
set of VNFs that the NS runs in order to fulfill ser-
vice’s attributes (e.g., reliability, availability, security and
performance) [53].

VNF-FGE is the second challenge identified in the
NFV-RA, which seeks to find where to allocate the VNFs in
the network infrastructure in a suitable way, considering a set
of requested network services. Besides, resource optimization
must be accomplished with regard to a specific objective (e.g.,
maximization of remaining network resources, minimization
of SN’s power consumption, optimization of a specific QoS
metric, etc.). As it has been previously discussed, VNF-FGE
can be seen as a generalization of the well-known VNE or
VDCE problem [42], [57]–[59].

VNE is NP -hard [47] and, as a VNF-FGE is a general-
ization of VNE, it is also NP -hard. Generally speaking, the

Fig. 6. VNFs forwarding-graph embedding.

problem consists on the mapping of virtual resources to can-
didate substrate resources. Only if all virtual resources can be
mapped, the entire network is then embedded and substrate
resources are actually spent. The two stages of VNE also
apply to VNF-FGE: virtual node and virtual link mapping.
In addition, in VNF-FGE, each VNF is annotated with a
type: computing, storage or networking and therefore, it
has to be allocated into a physical node that meet the
VNF’s type.

Fig. 6 shows the deployment of an end-to-end network ser-
vice S = {Firewall ⇒ LoadBalancing ⇒ Encryption ⇒
PacketInspection ⇒ Decryption} between two substrate nodes
in a NFV-enabled SN infrastructure. It illustrates the embed-
ding stage involving: Orchestrator, service, virtualization layer
and NFVI. The orchestrator is responsible of the embedding
stage; it is in charge of the management and orchestration
of software resources and the virtualized hardware infras-
tructure to realize networking services. The service is com-
posed by a set of VNFs that together provides a specific
functionality. The virtualization layer abstracts the physical
resources and anchors the VNFs to the virtualized infras-
tructure. It ensures that the VNF lifecycle is independent of
the underlying hardware platforms by offering standardized
interfaces [4]. This type of functionality is typically provided
in the forms of VMs and their hypervisors which can be
located in data centers, at network nodes, and in end-user
facilities [60].

A HVS is considered a physical network node in a NFV-
based network architecture, which uses a hypervisor to manage
virtual machines, according to the availability of resources
(CPU, Disk, NIC and RAM). VMs running on top of HVSs
can host one or more VNFs of the same type (computing,
storage, networking).

An example to illustrate the embedding stage is shown in
Fig. 6. First of all, it is important to clarify that the orchestrator
runs a VNF-FGE algorithm which makes embedding deci-
sions, according to the objective to optimize. Here, as in the
VNE, there are virtual node and link mapping phases. In the
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Fig. 7. VNFs deployment options.

virtual node mapping phase; VNF 1 is hosted onto HVS 1,
similarly, VNF 2 is embedded onto HVS 2, then, both VNF 3
and VNF 4 are mapped onto HVS 3 and finally VNF 5 is
allocated onto HVS 4. In the virtual link mapping phase, the
algorithm maps each virtual link between VNFs to a path in
the SN. It is important to note that the path may be composed
of more than one physical link; for instance, the virtual link
between VNF 3 and VNF 4 is mapped into the path com-
posed of the physical links HVS 3 - HVS 5 and HVS 5 -
HVS 4.

To support the embedding stage, NFVI typically includes
computing, storage and network hardware that provide pro-
cessing, storage and connectivity for VNFs through the
virtualization layer. In a hosted architecture VMs are allo-
cated onto hypervisors which manage their network connec-
tivity [61], [62]. While on bare-metal architectures, VNFs
directly access to the server’s physical resources, without
using the hypervisor [63]. Another recent architecture to
deploy VNFs is Container Virtualization [64]. This is a more
efficient virtualized element than VMs that can run a vari-
ety of VNFs and others applications in the cloud. Fig. 7
illustrates the different architectures on which VNFs can be
deployed.

The VNF-FGE stage may also be dynamic; it brings an addi-
tional dimension of complexity in terms of keeping track of
where a given VNF is running. In other words, the orches-
trator may trigger the migration of a VNF from a HVS
to another if necessary, to rearrange VNFs of several ser-
vices, in order to optimize the use and allocation of physical
resources.

Most of existing NFV-RA approaches solve just the
VNF-FGE stage; they consider the VNF-FG as a given input
of the problem. A good example of a VNF-FGE approach is
presented in [12]. Here, Bari et al. [12] propose to augment
the SN in order to cope with the fact that virtual resources
can be shared between multiple requests. With this augmented
graph, they create an ILP aiming to minimize the OPEX
caused by the allocation to the service provider while guaran-
teeing per service delay bounds. The OPEX is composed of:
VNF deployment cost, energy cost and the cost of forward-
ing traffic. Due to scalability issues of the ILP, the authors
present a heuristic that uses multi-stage graphs and the viterbi
algorithm to solve the problem reaching near optimal perfor-
mance results with a noticeable execution time reduction. Also,
Elias et al. [65] formulate the centralized version of VNF-FGE
as a non-linear integer optimization model where the objective

Fig. 8. VNFs Scheduling.

TABLE I
RUNTIME SERVICES

function is to minimize the total network congestion. In addi-
tion, they present a game theory based approach to solve the
problem in a fully distributed fashion resulting in near optimal
solutions.

3) VNFs - Scheduling (VNFs-SCH): A third and final stage
of the NFV-RA problem is the scheduling process, that we call
Virtual Network Functions Scheduling. This stage attempts to
give an answer to the following question: is it better to exe-
cute each function in order to minimize the total execution
time without degrading the service performance and respect-
ing all the precedences and dependencies between the VNFs
composing the NS?

The NFV infrastructure is comprised of several and differ-
ent HVSs, therefore, a proper scheduling of VNFs’ execution
should be performed in order to minimize the total execu-
tion time of the network services, and thus obtain improved
performance.

Fig. 8 is an example that illustrates an example on how
three different NSs, with different chains, and different net-
work functions, can be scheduled over a limited NFVI, five
servers in this case, minimizing the total execution time of
the service set in order to maximize the system performance.
Service 1 is composed of four VNFs; e.g., VNF 1 runs onto
HVS 1 and takes 2.5 time units, VNF 2 runs onto HVS 4
and takes 1.0 time unit, VNF 3 runs on HVS 2 and takes 1.0
time unit, VNF 4 runs onto HVS5 and takes 2.5 time units,
VNF 5 runs onto HVS 1 and takes 2.0 time units. The run-
time of service 1 was 10 time units. While service 2 has the
shortest runtime. Table I shows the summary information for
the services 1, 2 and 3 respectively.

The effectiveness, performance, and efficiency of the
scheduling process can be defined in terms of: i) number of
available HVSs in the NFV infrastructure so they can process
the functions composing the services; ii) the computing capac-
ity of each server to process all the assigned functions; and
iii) the complexity of the different network services, i.e., the
number of functions composing each service.



HERRERA AND BOTERO: RESOURCE ALLOCATION IN NFV: A COMPREHENSIVE SURVEY 525

Fig. 9. NFV-RA Mapping and Scheduling.

Considering that NFV is still seen as a concept under inves-
tigation, little research has been conducted on VNFs schedul-
ing. Riera et al. [66], [67] provided the first formalization of
the scheduling problem in NFV as a Resource Constrained
Project Scheduling Problem. Here, the final objective is to
determine a feasible schedule with a minimal makespan (i.e.,
the final execution time of the last VNF of the last exe-
cuted NS). However, although the problem is formulated, no
solution is proposed to solve the problem in [66] and [67].
Recently, Mijumbi et al. [68] proposed an approach to tackle
the online VNF-FGE and VNFs-SCH by proposing greedy and
metaheuristic (tabu search) approaches aiming at reducing the
flow execution time. The algorithms perform both mapping
and scheduling at the same time (one-shot) resulting in high
acceptance ratio, low average flow time and low embedding
cost. This work considers a resource sharing approach that
allows a given VM to process multiple VNFs, one after another
(possibly) from a queue, as is illustrated in Fig. 9.

Automation is paramount to the success of NFV. This calls
for, among other things, algorithms that are able to perform the
composition, mapping and scheduling of VNFs in an online
and dynamic fashion. These algorithms must ensure that phys-
ical hardware resources are used efficiently. The success of
NFV will depend, in part, on the existence and performance
of algorithms that determine how, where, and when the VNFs
are instantiated and executed.

IV. NFV-RA PROBLEM FEATURES

In this section, we discuss issues related to parameters,
embedding objectives, coordination and optimization strate-
gies that can be used by NFV-RA approaches. Besides, we
include various useful metrics to assess the performance of
NFV-RA solution proposals and existing simulation tools to
implement and evaluate such algorithm proposals.

A. NFV-RA Parameters

Resources in the NFV-RA problem are annotated with
parameters. Physical resources have individual capacities and
types. For example, a substrate node can provide a certain
computing capacity relating to the CPU available to it. In

contrast, a virtual node will require a certain computing capac-
ity in order to properly compute routing information. These
parameters are of paramount importance in order to achieve
a valid embedding stage. Parameters can be categorized
according to several dimensions.

As a first step, one can distinguish between node and
link parameters. Node parameters are attributes that refer to
nodes. Depending of the type of function a physical node
is able to host, its parameters may differ; for instance, a
storage node has big memory resources while a process-
ing node counts on big CPU resources. Link parameters are
attributes that refer to links, such as bandwidth or propaga-
tion delay. Fischer et al. [69], have presented a categorization
of parameters for VNE algorithms, that could be also used in
the NFV-RA scenario. For instance, Mehraghdam et al. [56]
have considered parameters such as latency, computational
resources, data rate capacity, and data rate demand for the
placement of VNF chains. Also, another important parameters
such as CPU and bandwidth, were considered in [52] and [70].
Basta et al. [24] proposed a model that resolves the functions
placement and aims at minimizing the transport network load
overhead against several parameters such as data-plane delay,
number and placement of potential datacenters and control
overhead.

B. Coordination of NFV-RA Stages

The NFV-RA problem is completely solved when its three
stages VNFs-CC, VNF-FGE and VNFs-SCH, are solved. Most
of the existing approaches focus their attention on solving one
of the problem stages (in particular, the VNE-FGE stage).
In this context, some approaches solve stages VNFs-CC,
VNF-FGE [71] or VNFs-SCH [66] independently. However,
lastly, some approaches have been proposed to solve more than
one stage of the NFV-RA problem. These approaches can act
in an uncoordinated or a coordinated fashion:

• Uncoordinated: As it has been described in Section III-C,
the output of each NFV-RA stage is the input of the
one that follows. However, some approaches attempting
to solve more than one stage do not coordinate them
in order to obtain a better solution. A good example
that demonstrates this lack of coordination was proposed
in [56] to solve the VNFs-CC and VNF-FGE stages of
the problem where: 1) a greedy heuristic is proposed
to generate a VNF-FG trying to reduce total data rate
of the flows and, 2) once the service request has been
chained, the VNF-FGE sub-problem is solved exactly by
using a mixed integer quadratic constrained program with
regard to three different optimization criteria: a) maximiz-
ing remaining data rate on network links, b) increasing
energy efficiency, and c) minimizing the latency of the
assigned substrate paths. As discussed in this paper, solv-
ing VNF-FGE with an exact algorithm comes with high
cost in terms of runtime for big networks, making it
unsuitable for medium to large-size scenarios. Also, solv-
ing the problem in separated stages does not guarantee
that the generated VNF-FG is able to be embedded in the
second stage, even if there is a feasible solution for the
whole problem.
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• Coordinated: In contrast, coordinated approaches try to
perform each stage in a way that its result is prepared
to optimize the following stage. In fact, some approaches
try to perform more than one NFV-RA’s stages in one
step. A good example is presented in [52]. The approach
introduces the following contributions: 1) coordinated
allocation as it proposes a recursive heuristic that solves
VNFs-CC and VNF-FGE in a coordinated way, that is, the
VNF-FG is composed and allocated simultaneously. In
this way, the proposed approach improves the likelihood
of successful embedding as the building of the VNF-
FG depends, in each step, on its successful allocation
and 2) scalability as the heuristic nature of the proposal
computes results within reasonable runtimes with neg-
ligible performance effects when compared against [56].
Another coordinated approach is presented in [68], where
VNF-FGE and VNFs-SCH are heuristically solved in
a coordinated way. The approach introduces the time
to execute each VNF for a specific service in order to
include a constraint that forbids a physical node to exe-
cute more than one VNF at a certain time as part of the
embedding phase. The main objective of the proposal is
to minimize the total flow time, i.e., the final execution
time of the last VNF of the last executed NS. The paper
proposes a greedy heuristic and a tabu search metaheuris-
tic to solve the problem with very good results in terms
of acceptance ratio and flow time.

C. NFV-RA Optimization Strategies

The NFV-RA is a NP -hard optimization problem, as it can
be seen as a generalization of the VNE which is, in turn
NP -hard [47], meaning that runtimes to optimally solve the
problem are unaffordable for medium to large instance sizes.
This kind of problems can be solved by applying the following
optimization strategies: exact, heuristic or metaheuristic.

Exact solutions propose optimal techniques to solve small
instances of the problem and to create baseline solutions
that represent an optimal bound for heuristic-based solutions.
Heuristic-based solutions are not expected to always find the
global optimum. Instead, they try to find a good solution
while keeping execution time low. Usually, heuristic solu-
tions suffer from the problem that they can get stuck in a
local optimum that can be far away from the real optimum.
Metaheuristic solutions improve the quality of the result by
escaping from local optima in reasonable and tunable running
times.

i) Exact solutions: Optimal solutions can be achieved by
means of linear programming algorithms. Particularly, ILP
can be used to optimally formulate the VNF-FGE problem.
Although ILPs are in many practical situations NP -complete,
there are exact algorithms (e.g., branch and bound or branch
and price) that solve small instances of the problem in reason-
able time [72]. Software tools implementing these algorithms,
commonly called solvers, are available either as open-source
(e.g., GLPK [73]), or proprietary (e.g., CPLEX [74]).

A good example of exact strategies is presented in [75].
Here, the authors consider a NFV-enabled hybrid environment

when specific and general purpose hardware coexist. Their
proposal is to solve the VNE-FGE problem by formulating
an ILP where the objective is to minimize the number of
used physical nodes. Due to the inherent ILP complexity, the
performance of the proposal is evaluated in a small service
provider scenario under different traffic loads. Another exact
strategy is presented in [76] where a network-enabled cloud
is considered the NFVI. An ILP is formulated there to solve
VNF-FGE where the objective is to minimize the used band-
width in the physical network. Results show that when all the
physical nodes are NFV-enabled, the bandwidth savings are
greater than in hybrid physical network scenarios.

ii) Heuristic solutions: Execution time is crucial in NFV-RA.
NFV deals with dynamic online environments where arrival
time of service requests is not known in advance. Therefore,
to avoid delay when solving the NFV-RA problem, the exe-
cution time of the proposed algorithms should be minimized.
Accordingly, heuristic-based solutions are proposed.

An example of a heuristic approach to solve the VNF-FGE
stage in WLANs NFV scenarios is presented in [77] where
a recursive greedy algorithm is implemented trying to map
VNFs to physical node trying to balance the total network
load. For link mapping, the approach uses shortest path
algorithms. Another heuristic approach to solve VNE-FGE
trying to minimize the OPEX is presented in [71]. In this
approach, the authors propose to separate VNF-FGE in two
well-known NP -hard problems: the facility location problem
and the generalized assignment problem. Then, they introduce
rounding-based heuristics to solve the problem and obtain
better results with regard to OPEX when compared with
greedy-based solutions.

iii) Metaheuristic solutions: NFV-RA can be seen as a com-
binatorial optimization problem where an optimal solution is
sought over a discrete search-space. As the optimal solution for
large instances of these problems is hard to find, metaheuris-
tics can be used to find near-optimal solutions by iteratively
improve problem solutions with regard to a given measure of
quality [78].

To the best of our knowledge, the only metaheuristic-based
NFV-RA approach is presented in [68]. Here, tabu search is
used to solve VNF-FGE and VNFs-SCH in one step aiming
at reducing the flow execution time. Simulation results show
high acceptance ratio, low average flow execution time and
low embedding cost.

D. NFV-RA Objectives and Metrics

Solving NFV-RA requires a strategic objective to opti-
mize. Objectives related with QoS, profit maximization, fault
tolerance, load balancing, energy saving, etc., are common
examples of NFV-RA’s main goals.

There are several situations where these requirements are
explicit in the request. For instance, a network service that
provides voice over IP services needs to count on medium
bandwidth and low delay requirements. From TSP’s point of
view, a natural objective would be to maximize the economic
benefit of accepting service requests (long-term average rev-
enue); this objective is directly proportional to maximize the
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number of allocated service requests (acceptance ratio). In
order to reach this goal, NFV-RA approaches should try to
minimize the resources spent by the NFVI (cost minimiza-
tion). Resilience in NFV-RA may also be brought into the
picture by integrating fallback resources within the NFVI.
Backup nodes/links can be setup either for all or just for some
specific nodes/links that may fail. Besides, multi-objective
functions (i.e., minimum CPU utilization and minimum energy
consumed) could be considered.

Different optimization objectives have been proposed in sev-
eral NFV-RA approaches. For instance, the objective function
of [70] aims at minimizing the number of virtual network func-
tion instances mapped on top of the NFVI. Another example
is presented in [79], where the objective of the algorithm is to
maximize the number of successfully embedded service func-
tion chaining requests. Mehraghdam et al. [56] try to solve the
stage 2 of NFV-RA by considering three different objectives:
1) maximizing remaining data rate, 2) minimizing the number
of used nodes and 3) minimizing the latency of created paths.

Another important aspect are the NFV-RA problem metrics.
Metrics are necessary to assess the quality of a NFV-RA solu-
tion proposal. They are used to compare different approaches
and to quantify advances in optimization. Different metrics can
be structured according to the objective function as discussed
above.

Below, we mention some performance metrics used for mea-
suring and evaluating the VNF placement algorithm of the
NFV-RA problem.

• Mijumbi et al. [68] carry out evaluations of RA algo-
rithms considering metrics such as successful service
mappings, total service processing times, revenue or cost,
under varying network conditions.

• Important metrics such as number of active physical
nodes, node buffer capacity, function processing times
and function buffer demand were also considered in [68].

• Additional metrics such as acceptance rate, resources
utilization and traffic congestion, were used in [80]–[82].

E. Simulation Tools

In order to evaluate NFV-RA proposals, simulation tools are
needed. Typically, algorithms are run with a randomly gener-
ated set of scenarios. Each of these scenarios consists of a
NFVI and a set of VNFRs to be attended. Appropriate param-
eters are assigned to both substrate and virtual resources. After
the algorithms have tried to attend the VNFRs, results are
evaluated using one or more metrics. The following are some
simulation tools that could be used in a NFV-RA ecosystem.

Some simulation environments have been developed to work
with NFV-RA-oriented algorithms. However, they are closed
solutions for specific proposals that difficult the possibility of
comparing different approaches [24].

An example of a wider simulation environment is
ALEVIN [83], a Java project with well-defined interfaces
to implement new optimization algorithms and metrics.
While ALEVIN was created to implement solutions to the
VNE problem; Beck and Botero [52] have made some

modifications to the code to adapt it to the requirements
of NFV-RA.

F. Taxonomy of NFV Approaches

Here, a taxonomy of the main proposals to solve NFV-RA
is presented. Table II summarizes the different NFV-RA
approaches with regard to their main characteristics. Each
work is classified according to 1) the stage or set of
stages it solves (VNFs-CC, VNFs-FGE or VNFs-SCH) and
the coordination strategy when it solves more than one
stage, 2) solution strategy (exact, heuristic or metaheuristic),
3) the scenario of application of each solution is identified;
and finally 4) the main contribution of each approach is
summarized.

V. EMERGING RESEARCH CHALLENGES

NFV is still in the early stages. There are still important
aspects that should be investigated to efficiently manage and
allocate the use of the resources in NFV-based network archi-
tectures. This section discusses future research directions that
we consider of paramount importance for the development and
implementation of the NFV technology.

A. NFV-RA Coordination Stages

Solving the resource allocation problem in NFV-based net-
work architectures in a coordinated way is a major challenge.
The NFV-RA has three stages that are related to each other,
and the intention is to carry out the execution of each stage
in a coordinated way. The aim is to optimize the use of
resources which would improve the performance of the net-
work. It will also facilitate the migration VNFs of a HVS
another nimbly. To the best of our knowledge, there are not
proposals that try to solve the three stages of NFV-RA in a
coordinated way.

B. Dynamic NFV-RA

In real situations, NFV-RA has to be tackled as an online
problem. That is, service requests (VNFRs) are not known in
advance. Instead, they arrive to the system dynamically and
stay in the network an arbitrary time. Therefore, a NFV-RA
algorithm must handle the VNFRs as they arrive, rather
than attending a set of VNFRs at once. While in princi-
ple, all approaches can be operated in an online manner,
static NFV-RA approaches do not contemplate the possi-
bility of remapping, or even recomposing, one of more
VNFRs to improve the allocation performance. Also, it is
worth mentioning that VNFRs may change over time, that
is, new VNFs may be added or deleted from a VNFR mean-
ing that recomposition, remapping and rescheduling may be
necessary.

C. Resources Discovery

With VNFs executing on shared environments, the quali-
fication of resources available on NFVI should be measur-
able regarding to computing, storage and network domains
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TABLE II
SUMMARY OF STATE-OF-THE-ART NFV-RA APPROACHES
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TABLE II (continued)

in automatic/on-demand ways. Discovering NFV infrastruc-
ture idle resources incurs on evolved cloud computing
methods, e.g., scheduling of VNFs requires bandwidth and
latency metrics collected through distributed measurement
mechanisms.

D. QoS Compliant Allocations

Network services must be deployed in the NFVI so that the
QoS parameters negotiated between the TSP and the end user
in the SLA, are guaranteed. Up to now, most of the existing
NFV-RA proposals guarantee bandwidth between VNFs, com-
putation power and memory in physical nodes and they even
consider end to end latency [12], [56], [68], [70]. Experimental
benchmarks to perform resource monitoring and enable run-
time resource evaluation and test-before-deploy have been
recently proposed [106]. Also, validation and testing of NFV
management and orchestration of the QoS compliance is an
important branch of research [107].

However, QoS parameters such as jitter (for real time ser-
vices) or loss probability (for availability related services) have
not been considered up to now. Also, as it is detailed next,
survivability has not been still tackled in NFV-RA.

E. Chain Re-Composition and Resilience to Failure

The success of a network service directly depends on the
high levels of availability and reliability of the hardware and
software. In the NFV landscape, network service requirements
should provide resilience to failure, service continuity, and
service assurance. Resilience to failure is provided by imple-
menting an automated on-demand mechanism in the NFV
framework to reconstitute the chain of VNFs after a failure.
Chain recomposition should not have any impact on the sys-
tem to ensure stable service. Service assurance is provided by
the NFV orchestrator, which is monitoring network-function
performance and scale resources almost in real time [54].

F. Energy Saving

In terms energy efficiency, the current trend is towards
renewable energy and eco-friendly solutions, there is a need
to consider the type of energy sources used in the NFVI as a
parameter in the NFV-RA process (placement, scheduling and
chaining algorithms). The implementation of NFV foresees to

reduce OPEX including the levels of energy consumption. We
hope that the storage and processing of VNFs on the cloud
can significantly reduce energy consumption. Future research
could be focused on the provision of energy-aware strategies
to find efficient NFV-RA solutions within reasonable time.

It is important also to avoid rejecting VNFRs when shifting
to more energy efficient NFV-RA solutions. Besides, topology
and load dependence are also non-negligible aspects in energy
consumption. Recent work on the energy possibilities of NFV
is presented in [108].

VI. CONCLUSION

The wide deployment of future network architectures based
on NFV will depend largely on the success of resource allo-
cation. This challenge has been called the NFV-RA problem.
It is comprised of three different stages, the first stage is the
VNFs-CC, which seeks to concatenate the VNFs efficiently
in order to compose an NS in the most adequate way, with
respect to the service provider’s goals. The second stage is the
VNF-FGE which seeks to find where in the NFVI, the VNFs
will be allocated in a suitable way, considering the require-
ments of individual requests as well as the overall requirements
of all NSs. The third and final stage is the VNFs-SCH, which
seeks to determine when is better to execute each function into
the NFVI in order to minimize the total execution time with-
out degrading the service performance and respecting all the
precedences and dependencies between the VNFs composing
the service at the same time.

This paper has discussed a comprehensive survey about
NFV-RA problem. Our key contribution is to give a detailed
categorization of research works in the NFV-RA context,
including works-oriented to chains composition, embedding,
and scheduling of VNFs into NFVI. Finally, we summarized
the main research challenges appearing in the NFV-RA realm.
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