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1 | INTRODUCTION

Abstract

Objective: To evaluate a method to assess surgical skills of veterinary students that is
based on digital recording of their performance during closure of a celiotomy in canine
cadavers.

Sample Population: Second year veterinary students without prior experience with
live animal or simulated surgical procedure (n = 19)

Methods: Each student completed a 3-layer closure of a celiotomy on a canine cadaver.
Each procedure was digitally recorded with a single small wide-angle camera mounted to
the overhead surgical light. The performance was scored by 2 of 5 trained raters who were
unaware of the identity of the students. Scores were based on an 8-item rubric that was cre-
ated to evaluate surgical skills that are required to close a celiotomy. The reliability of
scores was tested with Cronbach’s o, intraclass correlation, and a generalizability study.

Results: The internal consistency of the grading rubric, as measured by o, was .76.
Interrater reliability, as measured by intraclass correlation, was 0.64. The generaliz-
ability coefficient was 0.56.

Conclusion: Reliability measures of 0.60 and above have been suggested as
adequate to assess low-stakes skills. The task-specific grading rubric used in this
study to evaluate veterinary surgical skills captured by a single wide-angle camera
mounted to an overhead surgical light produced scores with acceptable internal con-
sistency, substantial interrater reliability, and marginal generalizability.

Impact: Evaluation of veterinary students’ surgical skills by using digital recordings
with a validated rubric improves flexibility when designing accurate assessments.

Education charges veterinary educators with observing and
assessing student competencies in several areas, including

Closing a celiotomy is one of the most common surgical
tasks expected of veterinarians in companion animal practice.
This task requires surgical skills that veterinary graduates
are expected to possess, such as placing secure knots with
instruments and closure of subcutaneous tissue layer.'?
The American Veterinary Medical Association’s Council on

basic surgical skills.” Educators are expected to provide doc-
umentation supporting the accuracy of their assessments.’
Establishing the reliability and validity of an assessment
method is critical in justifying decisions that are based
on that assessment, such as assigning a passing or failing
grade.“’5 Reliable, valid assessments improve the evaluation
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of student educational outcomes, support research in educa-
tional methods, and could eventually assist with credentialing
decisions.*” Demonstrating adequate reliability of scores
generated by a rubric in a particular setting is an essential
component of validity evidence.>®° The situational nature of
measures of reliability requires that veterinary educators re-
evaluate the reliability of scores generated by an assessment
tool whenever any feature of the assessment is changed, such
as location, raters, or student level of training.5 10

Methods used to assess veterinary surgical skills have
previously relied on a direct observation by the rater or have
been based on digital recordings, similarly to the assessments
in human medical education.''?® The evaluation of digital
recordings offers some benefits over assessing skills in real
time. Raters are able to start and stop digital recordings to
take breaks, make notes, or replay particular sections of the
performance, which may reduce rater errors as a result of
rater fatigue or skimming.”?' Blinding digitally recorded per-
formances can decrease rater biases such as favoritism.”>'
Assessments that are based on digitally recorded performan-
ces can be replayed if scores are challenged by a student,
improving defensibility.* The ability to have multiple raters
score a digitally recorded surgical performance can establish
interrater reliability and offer support for generalizing the
scores beyond those obtained by a single rater.”* Digitally
recorded performances were used to assess veterinary stu-
dents’ surgical skills, specifically ligation, in a report, but the
reliability of scores was not reported.'* No method has been
described or evaluated to generate and assess digitally
recorded surgical skills of novice veterinary students.

This study had a twofold objective: (1) to describe a digi-
tal recording technique of veterinary students closing a celi-
otomy on canine cadavers, with small wide-angle cameras
mounted to the overhead surgical lights, and (2) to evaluate
interrater reliability, internal consistency, and generalizability
of scores derived from those digital recordings by using com-
ponents of a previously published task-specific rubric. We
hypothesized that the digital recordings collected by small
wide-angle cameras attached to overhead surgical lights
would allow consistent assessment of surgical skills that are
involved in closing a celiotomy, by using the task-specific
rubric.

2 | MATERIALS AND METHODS

2.1 | Population

The institutional review board of Lincoln Memorial Univer-
sity approved the use of veterinary students for this study. A
convenience sample of second year veterinary students
(n=19) was recruited to participate during their clinical
skills course and completed informed consent. None of the
students had ever closed an abdominal incision on a live

animal. During the preceding year, students received surgical
skills training in placing secure ligatures and suturing fabric
on low-fidelity models. Eight fresh mixed-breed canine
cadavers, ranging in size from 15-25 kg with body condition
scores of 2.5-3.5 on a 5-point scale, were positioned in dorsal
recumbency on surgical tables. Each cadaver was draped
with a single impermeable fenestrated drape. A ventral mid-
line incision was created by 1 of the investigators (J.A.W.),
starting at the umbilicus and extending caudally to a point
halfway between the umbilicus and pubis on females or
immediately cranial to the prepuce on males.

2.2 | Digital recording of the partial closure
of a celiotomy by students

Study participants were instructed to view a digital video of
a 3-layer abdominal closure before coming into the labora-
tory to partially close a celiotomy in 3 layers: 2 simple inter-
rupted sutures in the body wall, a short section of simple
continuous subcutaneous tissue closure with buried knots,
and 2 simple interrupted or cruciate skin sutures. Students
placed sutures in each layer directly above the sutures in the
layer beneath it, closing a small section of the larger abdomi-
nal incision. Sutures were removed before the next student
performed his or her 3-layer closure. After a section of the
incision had been sutured and reopened, subsequent students
were directed to suture an adjacent portion of the incision to
prevent the tissue maceration and its potential consequences
on students’ performance.

Small wide-angle portable cameras (HERO; GoPro, San
Mateo, California) were clipped with flexible arms (HERO;
GoPro) to the handle of the moveable light above the surgi-
cal table. Cameras were positioned approximately 35 cm
above the cadaver’s abdomen and were directed at the center
of the abdominal incision. This positioning allowed inclusion
of the entire surgical field along with the student’s hands and
forearms (Figure 1).

Surgical lights were illuminated to half of their maximum
capacity and covered with parchment paper (Reynolds Con-
sumer Products, Lake Forest, Illinois) to diffuse the light,
which prevented washout of the image while maintaining an
intensity of light adequate for surgery. Students were identi-
fied by numbers on their surgical gloves to raters unaware of
the student identity. To obtain quality video recordings dur-
ing the study, researchers and assistants did not allow stu-
dents to adjust the intensity or direction of the surgical light
and discouraged them from leaning over the sterile field and
obscuring the video.

2.3 | Assessment of digital recordings

From the digital recordings, students’ performance scores
were based on 8 checklist items relevant to the closure of a
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FIGURE 1 Sample frame from a student’s digital recording

celiotomy contained in the canine ovariohysterectomy grad-
ing rubric published by Read et al.'” The rubric was chosen
for this study because some validity evidence has been estab-
lished for its use in evaluating veterinary student surgical
skills performance. Among the 12 items contained in this
portion of Read and colleagues’ rubric, 8 items were relevant
to the current study and were used to score students’ per-
formance. The 4 items of the rubric that were not evaluated
included suture selection, starting and ending the body wall
closure at an acceptable distance from each end of the inci-
sion, and burying knots in the skin layer. Anchoring descrip-
tions such as “student performs pattern with some errors”
(eg, missed bites, interlocking suture, etc) or “does not
include enough tissue in closure” were added for each item
in an effort to improve rater consistency. Items were scored
by using a 4-point scale: zero points were awarded for unsat-
isfactory performance or unperformed skill, 1 point for a bor-
derline performance, 2 points for a good performance, and 3
points for an excellent performance (Table 1). Raters were
instructed to deduct 1 point from each item in which the stu-
dent demonstrated traumatic tissue handling, incorrect instru-
ment use, or poor knot quality as assessed by the number of
square throws placed, the number of half hitches or granny
knots created, and tension as indicated by apposition of the
tissue. Students could achieve a maximum score of 24
points.

Five educators who are experienced at evaluating surgi-
cal skills were selected from 3 veterinary schools in the
United States, Canada, and the Caribbean as raters. On an
internet video-hosting site (YouTube; Google, San Bruno,
California), raters watched a 30-minute training presentation
describing how to score student performances with the rubric
(https://www.youtube.com/watch?v=Ib-Woddh5fw). ~ This
20-slide narrated presentation described each item on the
rubric, reviewed examples of how to score different student

performance scenarios, and discussed methods to avoid com-
mon sources of rater error. Raters were provided with a copy
of the training presentation for reference purposes. Students’
digital recordings were divided randomly among the raters,
with 2 raters scoring each recording. Raters streamed the dig-
ital recordings from an internet file sharing site (Hightail,
Campbell, California) and watched the recordings on their
personal computer monitors. Raters were permitted to pause
or replay the digital recordings as often as they deemed
necessary.

2.4 | Data analysis

Descriptive statistics such as range, mean, and SD were used
to characterize the performance scores. Data were assessed
for normality by using the Shapiro-Wilk test and found to be
normally distributed. Internal consistency was measured by
Cronbach’s «; values of .7-.9 are generally considered
acceptable by medical educators.>* Interrater reliability was
evaluated by using a 1-way random single-measure intraclass
correlation; values of 0.61-0.8 are considered to demonstrate
substantial agreement among raters.”> A nested generalizabil-
ity analysis was used to assess variance and generate a gener-
alizability coefficient (G-coefficient). Statistics were
performed in SPSS (IBM, Armonk, New York) and R (R
Foundation for Statistical Computing, Vienna, Austria) statis-
tics software.

3 | RESULTS

Scores obtained from the rubric were combined to create a
total score for the task, and all analyses were performed by
using this total score. The mean performance score awarded
for the 3-layer abdominal closure task was 12.76 of 24
(53%), with SD of 5.00 points. Student performance scores
ranged from 4 of 24 (17%) to 22 of 24 (92%). The relatively
low mean score was consistent with the second year stu-
dents’ limited level of previous training for the task. The
wide SD suggests that students varied significantly in their
baseline skill level. Raters used a very wide r of the rubric’s
possible scores, which improved internal consistency and the
ability to differentiate student skill level.

Reliability as assessed by internal consistency was 0.76.
Intraclass correlation was used to evaluate interrater reliabil-
ity, or the degree to which evaluators demonstrated consis-
tency in their ratings of student performance. The intraclass
correlation for performance scores was 0.64 with a 95% CI
from 0.29 to 0.84.

The G-coefficient, a robust measure of an assessment’s
reliability that quantifies the amount of error attributed to
defined variables such as setting, rater, or occasion, was
0.56.2 The generalizability study attributed 9.2% of the


https://www.youtube.com/watch?v=Ib-Woddh5fw

WILLIAMSON ET AL.

1dwone
jsa1y uo dendordde
ST UOISUQ) AImng

ydweye ISy uo A[3091100
uroped sooed juopms

AIndas jouy 0) sjeary)

190 J0 SuryoNy Jrey

oM jdwene IsIy oy
U0 JOUY 9} SAHNQ JUIPMS

jduwone
1S11J 9y} U0 A[)091I00
woped swopred juopms

Kynoas jouy 0)

SJeQIY) YO JO SuryoIy

Jrey moyim ydwene sy oy
uo Jouy 9y} SoLNg JUIPNIS

juowooe[d [enrur
uo 19Ke[ 9endoidde
A[uo sepnyour juapms

paoerd owmn
IR S v (gI=g
Apuaisisuod sem 3uroedg

jdwone 81y uo W ()-§
APUQ)SISUOD d1oMm SN

jduwdye 3sayy uo Apudjadurod
[IDIS suL10yaad udEIXH—¢

jdwope 1< Yooy
nq 9yeurdoxdde st uorsug) aImng

ydwepe 1< sommbarx
Inqg Apoorod urened sooerd Juopmg

youy Jrey |
QA®RY Aew Juapmys 10 jdwane ISy
Uo J0U Jnq Jouy Ay} SALNg JUIPMS

(s)ose)sTu FunoaII0d 1)k A[uo Ing
Apoen10o ureped suuojred juopms

Yoy Jrey A[suis v
QARY Arw Juapmys 10 jdwone ISy
uo J0U Jnq Jouy AY) SALNg JUIPMS

IoA%] yer ATuo apnjour 0)

pooerdar ueaq dary Aew sarmns

‘sarmns [[e A[Ieau ur erosej snj
001 [eNUOA A[UO SOpNIOUl JUIpPMS

Joxd Suroeds ordwirs e pajoariod
JUSpNIS Ay} J9Je AJUO Jnq W ()]
-G SeM SaIMNS UQIM)AQ QOUBISI(T

az1s
a11q 2jenbope 193 01 papaou arom
sydwoye ordnnw Jo ww (<
IO W ¢G> Sem 9J1q [3UIS Y

SUOISIAJI 10 SME[J JOUIWI [JIM
[Iis suriogr_d ‘poon—g

0s
A[owenxa jou Jng 9s00[ 00} I0 Y31 00}
‘saImns [eulj Jo UOISUQ) (PIM SONSSI AWOS

(ewunen onss1 QAIS

-s00x0 sojeard ‘uroped spueyoeq ‘S9)

Juowooerd uT JOIIO JUBOLTUSIS B Soyew
nq uropned ysu oY) swoyred Juopms

(seyony Jrey peyoauiodun rdninw

sey ‘armns [eroryIadns e Jo doj 10A0 san

‘pua [eronaadns € 0) san ‘doo Suoim

0) SN ‘39) JOLID JUBOYIUSIS B SR
nq 1deduod JIseq Spue)sIopUN JUIPMS

QINSO[O ur
anssn Yy3noua apnjour Jou S0P 1o (939
‘QImins SUD[OO[IAUI ‘SO)Iq PISSIW ‘Fo)
SI011 QoS I widyed surojrad juepms

(soyony Jrey pajoar

-100un J[dnnw sey ‘axmns [eroradns

® jo doj 10A0 san ‘pud [eroryIadns

B 0) $91) ‘39) JOLI JUBOYIUSIS B soyew
nq 1deduod JIseq Spue)sIopunN JUIPNIS

I9A®] 1091100

3umo3 jo sseooid ur ewnen anssn

QAISSOIX IO [[B JOU JNQ SAININS QWOS Ul
SIOAR] [[eM [BUILOPQE [[B SOpN[OUl Juopms

Suroeds ww-()1-¢ 393 0) sewmn

oidnnuwr saxmns aoefdar 0y pey juepms

10 (Suroeds Ju9)SISUOSUT) SISY)O UT JOU

Jnq $9SBd QWOS UI W ()] < JO W §>
JB 3JO] Sem saImns uaamjaq Juroedg

w ()] < 1o Wil ¢> 19M $9)Iq dWOS

smepj Juediusis 10 AYPI0Md)ou PIM
IS surioyrad ‘Quipraprog—ri

Apued
-J1uSts defIoAo 10 910A9 ‘younq
0] unys Sursned y3n A1A

st armns 10 ‘pasodde jou are so3pg

Apoanoour pawiojrod uioped

jouy] paumnq
B 9[QUUASI Jou S0p 3ulk) jouy]

urened amuo spueyyorq juapn)s
IO “yuepms premo) [erorjrodns
0) doop ‘doop 0 [eroryradns jo

woped snonunuod oydwis wIojy
-12d A1qeideooe jou soop juopms

jouy] paumnq
B 9[QUUASAI J0u S0p 3ulk) Jouy]

saInns [[e ur S19Ae[ [[em
[eUUIOpQe [[e SOPN[OUl JUSpmS

wu ()< Io ww ¢>
sem saImns [[e ueamjeq Suroedg

wur O] < 1o
W G> 2I9M SIIq [[8 IO ISOI

[9A9] d[qedadde je s urroyrd
0} s[iej ‘K1ojoeyspesu)—(

Qouewioy1ad Juopn)s SULIOOS J0J Pasn LGNy

anss1 snoaurINAqns ‘0OS

Y31 00} J0U INq
pasodde—ainsopo
Jo uone[dwod uo
uorsu9) 1odoxd umyg S

Apoa1100 paoerd

uwoped ojeronId

10 paydniroyur
ofdus :unyg L

jouy pamng mrm
Spud A[)001100 DS 9

Apoa110d
paoerd uroped
snonunNuod

orduts :0OS S

JI)S 1B Jouy|
sounq Aporod OS ¥

AJuO ®BIOSBJ SNJOAX
(JeUIDIXQ) [eNUIA

ur s9)1q sajerodioour

IoAe] voull :[rem Apog €

(wwr (7-g) Suroeds
9)1q 9enbape
‘qres Kpog T

(wwr g1-G) sozIs
ay1q 2enbope
rem Apog 1

AseL

THTIVL



WILLIAMSON ET AL.

TABLE 2 Generalizability analysis and variance components

Factor Variance Variance (%) G-coefficient
Students 2.36 9.2 0.56

Raters 2.53 9.8

Students by rater 12.14 47

Residual 8.80 34.1

..., not applicable

variance in scores to the students’ performance of the task.
The variance attributed to each rater was similar at 9.8%.
Variance attributed to the student by rater facet was 47%.
Unsystematic error resulting from residual factors was calcu-
lated at 34.1% (Table 2).

4 | DISCUSSION

Using small wide-angle portable cameras to record students’
abdominal incision closure skills on canine cadavers allowed
raters to produce scores with acceptable internal consistency,
substantial interrater reliability as assessed by intraclass cor-
relation, and marginal generalizability. These results provide
evidence to support the use of this rubric in low-stakes
assessment. Reliable scoring of digitally recorded surgical
skills can improve the defensibility of high-stakes assess-
ments, serve as training aids for raters, provide feedback to
educators about instructional methods, encourage student
reflection and self-assessment, and facilitate educational
research by allowing raters to be blinded to participants’
identities.*”

The results of this study are consistent with a review of
surgical skills assessments in human medical education, in
which checklist scores are typically found reliable, valid, and
sensitive.”’ However, the rubric used to evaluate abdominal
closure differs from most reported checklists in veterinary
and human medical education with a dichotomous choice of
“performed” or “not performed.” One study in humans
reported on a nondichotomous task-specific rubric, the opera-
tive component rating scale (OCRS), in which each step of
the procedure is scored based on a numeric scale, similarly
to the abdominal closure rubric.® The OCRS resulted in
adequate interrater reliability for 3 of 4 tested surgical tasks.®
Clarifying the nomenclature of assessment tools would facili-
tate the design, interpretation, and generalization of future
research related to performance evaluation. We suggest
reserving the term checklist for a task-specific dichotomous
rubric and using operative component rating scale to
describe a task-specific rubric with nondichotomous rating.

Surgical skills development is influenced by the number
of hours spent in deliberate practice.”*?* The low scores

reported here reflect the students’ lack of previous hands-on
experience. The wide variation in students’ baseline ability
may translate into large differences between students in edu-
cational time and resources that are required to acquire surgi-
cal skills. This variability supports the concept of mastery
learning, a paradigm of competency-based education that
requires students to reach predetermined performance stand-
ards for advancement, independent of curricular time.3032
The variation in baseline ability also suggests that researchers
should be cautious about using only a student’s raw perform-
ance score at the completion of an educational intervention
to assess its effectiveness. Preintervention and postinterven-
tion testing and calculation of a net improvement score may
be more appropriate for evaluating an educational method,
particularly with novice participants.

In a generalizability study, educators define variables or
facets that may introduce error into the assessment, including
the student, rater, occasion, or task performed.23 Unidentified
facets are combined into residual or random error, which
cannot be eliminated.”> A low G-coefficient indicates a high
level of random error in the assessment. What constitutes an
acceptable G-coefficient is, just as with other measures of
reliability, dependent on the proposed interpretation of the
scores.”> Scores for high-stakes assessments, such as pro-
gression hurdles or credentialing decisions, should be associ-
ated with more rigorous validity evidence, including
reliability measures, than scores for low-stakes assessments
that provide only feedback about students’ progress.** Scores
obtained by using the abdominal closure rubric resulted in a
G-coefficient of 0.56, which fell just short of the generally
accepted benchmark of 0.60.%° The more detailed error anal-
ysis performed in G studies typically leads to a larger esti-
mated standard error and lower G-coefficients than values
obtained by using other reliability measures.”® The rubric’s
scores reached a G-coefficient similar to other reports in vet-
erinary skills assessments, which include G-coefficients of
0.23-0.67 for assessing feline abdominal palpation® and
0.42-0.86 for 4 medical and surgical skills.'"® The cadaver
used by each student and the order in which it was used were
not noted in the present study. This limitation prevents calcu-
lation of the variance specific to those facets; instead, those
facets were included in the measurement of random error.

The intraclass correlation coefficient showed that scores
from different raters were in substantial agreement. However,
the high “students by rater” facet of the generalizability study
indicated that inconsistencies in the raters’ rank ordering of
students contributed to the majority of the assessment’s var-
iance. The presence of mild variations in the distance and
angle between the camera and the cadaver and the lack of
standardization of the size of computer screen on which
raters viewed recordings could have made tissue layers and
suture spacing easier to evaluate for some students. Standard-
izing the camera distance, angle, and rater viewing screens
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would eliminate these as potential sources of error. Instruc-
tions about how to score global flaws, such as poor instrument
handling, knot quality, or tissue handling, were given in the
rater training presentation; however, placing these items sepa-
rately in the rubric or adding them to the rubric’s anchoring
descriptions may have improved rater reliability. Rank order-
ing could have been influenced by raters unequally scoring
students with global flaws. Finally, raters were at different
institutions, and may have been variably sensitive to particular
errors, depending on the emphasis placed on those in their
present or previous teaching institutions. Raters pose the great-
est risk to reliability and validity of skills assessment.** Var-
iance in scores attributed to the rater can be decreased by
enhancing rater training or by increasing the number of raters
contributing to each score.*® In retrospect, performing a statis-
tical decision study would have predicted the impact of having
multiple raters score each performance on reliability. However,
because skills assessments are inherently labor intensive,
improving rater training is typically more feasible than adding
raters. Raters in the present study were trained with 2 goals:
first, making them aware of common sources of rater error
and, second, familiarizing them with the performance stand-
ards for the task to be observed.?' All raters were experienced
veterinary educators; less experienced raters may have required
additional rater training to reach similar reliability measures.
Interrater reliability likely could be improved by collectively
scoring sample performances.

Pitfalls in assessing digitally recorded surgical skills have
been previously described and include surgical lights wash-
ing out recordings, low resolution equipment resulting in
poor quality recordings, excessive motion when using head-
mounted or hand-held cameras, obstruction of the video by
members of the surgical team, and lack of sterility of the
camera limiting placement options and hampering intraopera-
tive adjustment.”® To address these challenges, we used
high-definition video cameras and set surgical lights on low
power and covered them with parchment paper to diffuse
light. We also mounted cameras on the surgical light, which
did not move during the recording. A review article in
human medical education suggested that evaluation of digi-
tally recorded surgeries may differentiate performance levels
only if those differed markedly.'” However, many of the pro-
cedures reviewed were performed laparoscopically and are
rare in general veterinary practice. In addition, all surgeries
involved participants who were more experienced than vet-
erinary students.'® The surgical novices enrolled in our study
may have had wider variations in baseline skill levels, facili-
tating the identification of quantifiable variations.

This study was limited by a small sample from a single vet-
erinary school, which may reduce its generalizability to differ-
ent settings. In addition, several students inadvertently sutured
a portion of the same incision on the cadavers. Although the
previous student’s sutures had been removed, the remaining

effects of these sutures on the tissue may have influenced the
performance of subsequent students. If so, this impact was cap-
tured as a component of the residual error in the generalizability
analysis. When the availability and cost of cadavers, storage
facilities, and disposal requires having multiple students suture
1 cadaver, redraping the cadaver between procedures to expose
only the current student’s section of the incision would conceal
any evidence of previous students’ attempts.

This study considered several measures of reliability of
assessment scores, which is only 1 component of validation
evidence. Although creating and evaluating a full validation
framework was beyond the scope of this study, content evi-
dence supporting validation has also been provided by the
cognitive task analysis process that Read and colleagues'®
used to create the parent rubric for canine ovariohysterec-
tomy. Our study reports on the reliability of scores, but we
did not measure the accuracy of raters’ perceptions. For
example, raters scored the suture spacing observed on the
digital recording, but these scores were not compared with
the actual distance measured on cadavers between sutures.
Placing a measuring device on the cadaver would have
allowed calibration and may have improved reliability. Also,
raters assessed whether students identified and sutured the
proper tissue layers, but cadavers were not examined after
each student performance to verify the accuracy of raters. In-
person scoring allows raters to measure suture distances and
touch tissue layers if required for their evaluation, but this
option is not available to raters when they are scoring by dig-
ital recordings. Future research should focus on the correla-
tion between scores obtained from digital recordings and
those obtained from in-person scoring. The application of
this method to assess other surgical tasks also warrants fur-
ther investigation. Finally, additional study is required to
determine how variables such as the position and angle of
the camera, order of students, features of the cadaver, num-
ber of sutures placed, and size of the rater viewing screen
influence generalizability and rater accuracy.

In conclusion, the surgical skills required from a novice
veterinary surgeon to close an abdominal incision can be
assessed by using a digital recording of the procedure,
obtained from a single small wide-angle camera mounted in
an overhead surgical light. The task-specific rubric used to
score recorded performances led to acceptable internal
consistency, substantial interrater reliability, and marginal
generalizability in the present setting. Standardizing the envi-
ronmental arrangement of cameras and cadavers could fur-
ther improve reliability. These results provide evidence to
support the use of this rubric in low-stakes assessment.
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