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The genome sequences of humans and several model organisms have established a nearly complete list of the genes required to enact cellular, developmental, and behavioral processes in these organisms (1–4). The next major challenges are to elucidate the functions of the large fraction of genes in the genome whose functions are currently unknown and to discover how the genes interact to perform specific biological processes. DNA microarrays provide us with a first step toward the goal of uncovering gene function on a global scale. Because genes that encode proteins that participate in the same pathway or are part of the same protein complex are often coregulated, clusters of genes with related functions often exhibit expression patterns that are correlated under a large number of diverse conditions in DNA microarray experiments (5–8).

However, coregulation does not necessarily imply that genes are functionally related. For example, cis-regulatory DNA motifs are predicted to occur by chance in related. Many of these relationships provide strong evidence for the involvement of new genes in core biological functions such as the cell cycle, secretion, and protein expression. We experimentally confirmed the predictions implied by some of these links and identified cell proliferation functions for several genes. By assembling these links into a gene-coexpression network, we found several components that were animal-specific as well as interrelationships between newly evolved and ancient modules.

To elucidate gene function on a global scale, we identified pairs of genes that are coexpressed over 3182 DNA microarrays from humans, flies, worms, and yeast. We found 22,163 such coexpression relationships, each of which has been conserved across evolution. This conservation implies that the coexpression of these gene pairs confers a selective advantage and therefore that these genes are functionally related. Many of these relationships provide strong evidence for the involvement of new genes in core biological functions such as the cell cycle, secretion, and protein expression. We experimentally confirmed the predictions implied by some of these links and identified cell proliferation functions for several genes. By assembling these links into a gene-coexpression network, we found several components that were animal-specific as well as interrelationships between newly evolved and ancient modules.

The recent availability of large sets of DNA microarray data for humans, flies, worms, and yeast makes it possible to measure evolutionarily conserved coexpression on a genomewide scale (9–11). We developed a computational method to analyze 3182 DNA microarrays from humans, flies, worms, and yeast (most of which were previously published) to identify gene interactions that are evolutionarily conserved.

**Construction of a gene-coexpression network.** We selected evolutionarily diverse organisms for which extensive microarray data were available: Homo sapiens, Drosophila melanogaster, Caenorhabditis elegans, and Saccharomyces cerevisiae. To identify genes that are coexpressed across multiple organisms, we first associated genes from one organism with their orthologous counterparts in other organisms. We used an approach similar to previous approaches for identifying orthologous sets of genes (12, 13). Orthologs were identified by performing an all-against-all BLAST between every pair of protein sequences from each of the organisms (14). We then defined a metagene as a set of genes across multiple organisms whose protein sequences are one another’s best reciprocal BLAST hit (14). Using this method, we assigned each gene to at most a single metagene. For example, metagene MEG273 refers to the human gene Psmd4, the C. elegans gene rpn-10, the D. melanogaster gene Pros54, and the S. cerevisiae gene Rpn10, all
of which encode a non-adenosine triphosphatase subunit of the 19S proteasome cap (Fig. 1A) (15). In total, this construction resulted in 6307 metagenes, consisting of 6591 human genes, 5180 worm genes, 5802 fly genes, and 2434 yeast genes (table S1).

We sought to identify pairs of metagenes that not only were coexpressed in one experiment and in one organism but that also showed correlation in diverse experiments in multiple organisms. We used data from a diverse set of DNA microarray experiments that were obtained from four different organisms: 1202 DNA microarrays from humans, 979 from worms, 155 from flies, and 643 from yeast (Fig. 1B and table S2). These gene-expression databases contain many different expression profiles that show how gene expression is perturbed by developmental stages, different growth conditions, stress, disease, and specific mutations. Correlation of expression profiles for a set of genes across different experimental conditions suggests that the set of genes are functionally related.

We then identified pairs of genes whose expression is significantly correlated in multiple organisms, indicating that their coexpression is conserved across evolution. We computed the Pearson correlation of the expression profiles between every pair of genes in the microarray data sets for each organism and then ranked all other genes according to their Pearson correlations. Next, we used a probabilistic method based on order statistics to evaluate the probability (P value) of observing a particular configuration of ranks across the different organisms by chance (14, 16, 17).

We used this probabilistic model to define a gene-coexpression network. We used $P < 0.05$ as a cutoff to indicate that two metagenes are coexpressed and combined all of the links between pairs of coexpressed metagenes to construct the network. The resulting network contained 3416 metagenes connected by 22,163 expression interactions (available on http://cmgm.stanford.edu/~kimlab/multiplespecies). Under the assumptions of the statistical model we used and our selection criteria ($P < 0.05$), we expected only 236 interactions by chance, significantly fewer than the 22,163 observed interactions.

We verified the significance of the interactions in the network by means of a variety of statistical tests. First, it was theoretically possible that the set of metagenes exhibited only a few simple types of expression patterns, so that even random pairs of metagenes might appear to have significant coexpression interactions. To rule out this possibility, we generated a set of permuted metagenes, consisting of a random collection of genes from each organism, and constructed a network from these permuted metagenes. We...
compared the number of interactions in the random network with the real network for a wide range of $P$ values (Fig. 2A). We repeated this procedure five times with different random permutations of orthologs. For each permutation and for every $P$ value, we found significantly more links in the real network than the random network; for example, at $P < 0.05$, the real networks contained $3.5 \pm 0.03$ times as many interactions as the random networks contained.

Second, we wanted to evaluate whether a large fraction of potential gene interactions was represented by the available microarray experiments. The current microarray experiments might reveal only a small fraction of possible gene interactions, and so the particular set of gene interactions found in each organism would be heavily dependent on the specific set of microarray experiments that we conducted. Alternatively, the microarray experiments might be broad and diverse, revealing a large fraction of possible gene-expression interactions. In this case, the coexpression relationships in the network would be robust to the choice of microarray experiments; for example, a significant fraction of the gene-expression links should be present in networks built with only a random half of the data. We randomly split the DNA microarray data in each organism’s data set into two halves and then built two coexpression networks, each with only half of the data. We then counted the fraction of interactions that were significant in one network ($P < 0.05$), given that they were significant in the other network at $P < p$ for various values of $p$. We repeated this entire procedure five times. At $P = 0.05$, we found that 41% of the significant expression interactions in one network were also significant in the other network. These results indicate that the microarray experiments are reasonably broad and diverse, revealing a general set of gene interactions (Fig. 2B).

Finally, because gene-expression measurements contain some inherent variability, we tested whether the network was stable with respect to added noise. For example, *C. elegans* DNA microarray experiments typically vary by a SD of 0.3 to 0.5 (log$_{10}$ expression ratios) (18, 19). We added increasing levels of Gaussian noise to the entire data set for each of the organisms and constructed new networks from the perturbed data. Networks constructed following the addition of realistic levels of noise were very similar to the network from the original data (Fig. S1).

**Biological function of conserved gene-expression links.** The multiple-species gene-coexpression network differs from previous gene-expression compendiums (such as the yeast compendium and the worm gene-expression terrain map) (6, 7) in two major ways: (i) the multiple-species network only maps those genes that have orthologs in other species and thus focuses strongly on core, conserved biological processes; (ii) interactions in the multiple-species network imply a functional relationship based on evolutionary conservation, whereas interactions using data from single species only indicate correlated gene expression.

We next visualized the interconnectivity of the network in order to gain insights into the evolutionarily conserved patterns of expression and the coregulation architecture common to all four organisms. We chose to view the network as a terrain map with a three-dimensional (3D) layout program called VxInsight (20). In this visualization, metagenes are placed near each other in the $x$-$y$ plane according to the negative logarithm of their $P$ value, and the density of genes in a region is shown by the altitude in the $z$ direction (Fig. 3). Using VxInsight, one can find highly interconnected areas of the network as peaks in the map as well as specific gene-gene interactions. The network and the VxInsight application are available on http://cmgm.stanford.edu/~kimlab/multiplespecies.

Each link in the terrain map suggests a potential interaction between two genes that has been conserved across evolution, and is therefore likely to be functionally related. We used K-means clustering on the $x$-$y$ coordinates to define 12 regions of the terrain map that contain a large number of highly interconnected metagenes, and we refer to these regions as components (14). Most of the components were enriched for metagenes involved in similar biological processes, such as protein degradation, ribosomal function, cell cycle, metabolic pathways, and neuronal functions (Fig. 3 and Table 1).

Component 5 is an example of a group that is strongly enriched for metagenes involved in a common biological process. This component contains a total of 241 metagenes, all of which were previously known to be involved in the cell cycle (out of a total of 202 cell cycle metagenes in the network; 7.7 times as many as were expected using the hypergeometric distribution, $P < 10^{-45}$) (Table 1). Of the cell cycle metagenes, 30 are involved in regulating the cell cycle, such as MEG2742 (encodes cyclin E) and MEG5621 (encoded Wee1), along with 80 that perform terminal cell cycle functions, such as MEG1092 (encoded DNA polymerase-α).

The remaining 131 genes were not previously known to be involved in the cell cycle, and so linking these genes to known cell cycle metagenes in the coexpression network suggests new cell cycle functions for these genes.

If a gene is linked in the network to many genes that participate in the same biological process, it is reasonable to hypothesize that it also participates in that process. We experimentally validated some of the gene functions that were predicted by the multiple-species network. We selected five metagenes that showed conserved coexpression with genes known to be involved in cell proliferation and the cell cycle but that were not previously known to be involved in these processes. Specifically, we chose MEG1503 (which encodes an sNRP protein involved in splicing), MEG342 (which encodes a nucleoporin-interacting component), and three...
other metagenes (MEG4513, MEG1192, and MEG1146) that encode previously unknown proteins of unknown function (table S1). All five of these metagenes showed a significant number of links in the coexpression networks to known cell proliferation genes (table S3).

We first tested the expression levels of these genes in dividing pancreatic cancer cells and in nongrowing normal cells, using recently published data from Iacobuzio-Donahue et al. (21). (These data were not used to construct the gene-coexpression network.) Figure 4A shows that all five genes are overexpressed in human pancreatic cancers relative to normal tissue, to the same extent as genes known to be involved in cell proliferation. In our second experiment, we tested the loss-of-function mutant phenotype for one of these metagenes, MEG1503, which includes the C. elegans gene ZK652.1. We induced a loss-of-function mutant phenotype for ZK652.1 by feeding worms double-stranded ZK652.1 RNA. We found that RNA interference (RNAi) of ZK652.1 resulted in excess nuclei in the germ line, suggesting that the wild-type function of this gene is to suppress germ line proliferation (Fig. 4B). Together, these experiments provide validation for the functional characterization of these genes in two different organisms.

The function of these five genes was much clearer in the multiple-species–coexpression network than it was in a network constructed with data from only a single organism. For each gene, we constructed an organism-specific neighborhood, which consisted of the genes that are most coexpressed with the given gene in that organism. On average, the neighborhoods of these five genes were over four times more enriched for cell proliferation and cell cycle genes in the multiple-species network than they were in the best single-species neighborhood (table S4). This observation supports our hypothesis that the multiple-species network tends to retain coexpression links between functionally related metagenes, whereas it discards spurious gene-expression links.

We evaluated this hypothesis on a more global scale by comparing the ability of the multiple-species and single-species networks to link together genes that were previously known to be involved in a single function, excluding genes not known to participate in that function. For most functional categories [as defined by the Kyoto Encyclopedia of Genes and Genomes (KEGG) database] (22), the multiple-species network performed significantly better than the single-species networks. In the case of the cell cycle function, for example, the multiple-species network performed significantly better than any of the networks that were formed using a single species (Fig. 2C). Specifically, for a given P-value cutoff, the multiple-species network had a higher percentage of cell cycle genes linked to one another (y axis;...
metagenes that encode proteins of unknown function (orthologs that are conserved across evolution but whose function is poorly understood in any organism) (table S1). These metagenes have a total of 3943 connections to other metagenes in the network (many of which have known functions), potentially allowing these metagenes to be characterized.

**Conservation and interaction of genetic modules.** In addition to learning about the function of individual genes, one can use the network to analyze entire sets of genes to understand the system as a whole. Consider three types of genetic modules: (i) ancient, dedicated modules, (ii) evolving modules, and (iii) modules with interchangeable parts. Ancient modules, such as the group of metagenes involved in ribosomal function, have a main core cellular function that has been conserved from yeast to humans. Metagenes in these modules would be expected to have highly conserved coding regions and to contain gene-expression links that are conserved. Evolving modules, such as those modules involved in neuronal function, show rapid change among the four species. Metagenes in this type of module are expected to lack a yeast ortholog and to show relatively large changes in expression links between invertebrates and humans. Modules with interchangeable parts are composed of metagenes that have different links in different species. For example, *sir-2* encodes a protein that is highly conserved from yeast to humans and is involved in regulating chromatin structure and gene expression, but it has different downstream targets in each species (23). Other types of metagenes with adaptable, interchangeable functions would include those encoding transcription factors, signaling molecules, and adaptor proteins. These metagenes have coding sequences that are conserved but are likely to have different sets of gene-expression links in each species.

We tested the extent to which different modules are present in our gene-coexpression network. We split the set of metagenes into a set of 2969 metagenes that contained a yeast ortholog and a set of 3338 metagenes that were animal-specific in that they included genes from worms, flies, or humans but not yeast. Next, we determined the degree to which the gene-expression links have been conserved for each metagene by defining a set theoretic quantity called the expression-conservation index (ECI), in which larger values indicate stronger conservation (14).

We examined the degree of conservation of the different biological functions represented by the 12 main components in the gene-coexpression network (Fig. 5). Components 1, 7, and 11 were the most enriched for animal-specific metagenes and also showed the lowest degree of evolutionary conservation of their gene-expression links (ECIs of 0.67, 0.56, and 0.61, respectively) (Table 1 and Fig. 5). Component 1 was enriched for metagenes that were involved in signaling pathways, consistent with the idea that signaling pathways are animal-specific and regulate diverse sets of downstream genes in different organisms. Component 11 was enriched for metagenes involved in neuronal function, consistent with the idea that neuronal functions show large amounts of evolutionary change. Component 7 has yet to be correlated with any biological function. Nevertheless, the low conservation of both the coding region and gene interactions for this component suggests that it may be involved in processes that are evolving. In contrast to components 1, 7, and 11, component 9 is the least enriched for animal-specific metagenes and shows the highest degree of evolutionary conservation (2.4 average conservation degree), consistent with the known biological function associated with this component (ribosomal function).

We used the network to investigate the interconnections between multicellular and core cell-biological processes, and found several examples of processes that were intertwined. Component 3 is enriched for metagenes involved in metabolic pathways, particularly those used to generate energy such as the glycolytic pathway and the tricarboxylic acid cycle (Table 1). Within component 3, there is a small cluster of 76 metagenes that is enriched for
animal-specific metagenes (1.5 times more enriched; P < 10−1) and metagenes with a low conservation degree of gene-expression links. Of the 48 animal-specific metagenes, 4 are involved in muscle function (10 times more enriched; P < 10−4.6), which is consistent with the very high energy demands of muscle. Component 4 is enriched for metagenes involved in protein degradation, such as metagenes that encode proteasomal subunits (such as MEG1013) or ubiquitin ligases (such as MEG1223) (Table 1). Within this component, there is a cluster of 92 metagenes that are animal-specific. Within this animal-specific portion, three metagenes are involved in apoptosis (2.1 times more enriched; P < 10−1.3), indicating a functional link between a core cell-biological process (protein degradation) and an animal-specific process (programmed cell death).

**Connectivity properties of genetic networks.** Some biological functions require the coordinated effort of a large number of genes. For example, many protein subunits are required for the ribosome to synthesize new polypeptide links, and many enzymes are required to generate energy in the glycolysis pathway. Other biological functions may be comprised of genes that either act alone or that have multiple sets of interaction partners. For example, transcription factor genes act with different regulators to regulate different downstream targets depending on cell context; they thus appear as isolated metagenes in the gene-coexpression network, because they do not have a consistent group of interacting partners. The network of genetic pathways that comprise an organism will be composed of some pathways that are designed to be large and others that are engineered to be small.

To characterize the connectivity properties of the gene-coexpression network, we counted the number of neighbors for each metagene in the network and compared this with neighboring sizes arising from networks constructed from permuted data (Fig. 6) (14). We found that the distribution of gene-expression links in the gene-coexpression network was highly nonrandom, containing significantly more metagenes with a larger number of gene-expression links than the control networks. For example, there were 1290 metagenes with 10 or more links compared with only 168.3 ± 11.1 such links in the control networks.

The connectivity of the network follows a power-law distribution (Fig. 3; linear regression to log-log plot explains 92% of the variation) (24). This power-law function has been observed in other analogous natural and social phenomena (such as the distribution of U.S. firm sizes or the neighborhood sizes in the World Wide Web) and also in biological networks (such as protein-protein interaction) (25–28). This result suggests the existence of a selective force in the overall design of genetic pathways to maintain a highly connected class of genes.

### Table 1. Network components.

<table>
<thead>
<tr>
<th>Component</th>
<th>Size*</th>
<th>Biological function†</th>
<th>Genes in component‡</th>
<th>Enrichment; P value§</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>353</td>
<td>Cellular cortex</td>
<td>16/57</td>
<td>2.7; 10−6.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Signaling</td>
<td>44/321</td>
<td>1.3; 10−5.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Animal-specific</td>
<td>195/4141</td>
<td>1.3; 10−7.2</td>
</tr>
<tr>
<td>2</td>
<td>349</td>
<td>Ribosome biosynthesis</td>
<td>102/125</td>
<td>8.0; 10−8.3</td>
</tr>
<tr>
<td>3</td>
<td>320</td>
<td>Energy generation</td>
<td>77/147</td>
<td>5.6; 10−4.2</td>
</tr>
<tr>
<td>4</td>
<td>271</td>
<td>Proteasome</td>
<td>31/32</td>
<td>12; 10−3.2</td>
</tr>
<tr>
<td>5</td>
<td>241</td>
<td>Cell cycle</td>
<td>110/202</td>
<td>7.7; 10−8.5</td>
</tr>
<tr>
<td>6</td>
<td>201</td>
<td>General transcription</td>
<td>47/142</td>
<td>5.6; 10−2.4</td>
</tr>
<tr>
<td>7</td>
<td>167</td>
<td>Animal-specific</td>
<td>124/1441</td>
<td>1.8; 10−17</td>
</tr>
<tr>
<td>8</td>
<td>156</td>
<td>Translation initiation</td>
<td>20/110</td>
<td>4.0; 10−7.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>elon elongation, and termination</td>
<td>14/31</td>
<td>9.9; 10−11</td>
</tr>
<tr>
<td>9</td>
<td>139</td>
<td>Ribosomal protein subunits</td>
<td>74/78</td>
<td>23; 10−10.7</td>
</tr>
<tr>
<td>10</td>
<td>92</td>
<td>Secretion</td>
<td>37/85</td>
<td>16; 10−3.8</td>
</tr>
<tr>
<td>11</td>
<td>65</td>
<td>Neuronal</td>
<td>17/42</td>
<td>21; 10−19</td>
</tr>
<tr>
<td>12</td>
<td>57</td>
<td>Lipid metabolism</td>
<td>58/1441</td>
<td>2.1; 10−5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Peroxisome</td>
<td>6/16</td>
<td>22; 10−17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>14/32</td>
<td>26; 10−17</td>
</tr>
</tbody>
</table>

*The total number of metagenes in the component. †Biological functions were based on edited terms from Gene Ontology (15) and the KEGG database (22). ‡The number of metagenes in the biological function group and in the component divided by the total number of metagenes in the biological function group that were also in the network. §The ratio between the number of observed metagenes in a category and the number expected by chance. The P value was computed as the probability of obtaining the observed number of overlaps by chance under a hypergeometric distribution.
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Control Mechanism of the Circadian Clock for Timing of Cell Division in Vivo

Takuya Matsuo,† Shun Yamaguchi,† Shigeru Mitsui,† Aki Emi,† Fukuko Shimoda,† Hitoshi Okamura†

Cell division in many mammalian tissues is associated with specific times of day, but just how the circadian clock controls this timing has not been clear. Here, we show, in the regenerating liver (of mice) that the circadian clock controls the expression of cell-cycle-related genes that in turn modulate the expression of active Cyclin B1-Cdc2 kinase, a key regulator of mitosis. Among these genes, expression of wee1 was directly regulated by the molecular components of the circadian clockwork. In contrast, the circadian clockwork oscillated independently of the cell cycle in single cells. Thus, the intracellular circadian clockwork can control the cell-cycle division cycle directly and unidirectionally in proliferating cells.

Circadian (~24-hour) rhythms and cell division are fundamental biological systems in most organisms. There is substantial evidence that, in mammals, circadian rhythms affect the timing of cell divisions in vivo. Day-night variations in both the mitotic index and DNA synthesis occur in many tissues (e.g., oral mucosa, tongue keratinocytes, intestinal epithelium, skin, and bone marrow (1–6), some of which persist even in constant darkness (7). However, how the circadian clock controls the timing of cell divisions is not known.

To explore the relationship between cell division and circadian rhythms, we used a model with partial hepatectomy (PH) (8–13). After a two-thirds partial hepatectomy (14), most of the remaining hepatocytes rapidly and simultaneously enter into the cell cycle, resulting in restoration of the liver mass in a few days.

Diurnal control of cell cycle in wild-type mice. PH was performed on mice (15) at ZT8 or ZT0 (ZT, Zeitgeber time in a 12 hour light–12 hour dark cycle; ZT0 represents lights on and ZT12, lights off) to compare the kinetics of subsequent cell cycles. The kinetics of S-phase (DNA-synthesizing) hepatocytes for both ZTs were comparable as determined by bromodeoxyuridine (BrdU) incorporation into nuclei, peaking at 36 hours after PH (Fig. 1A). In contrast, subsequent mitotic waves differed (Fig. 1B). When PH was performed at ZT8 (PH/ZT8), a massive entry of hepatocytes into the M phase occurred within 40 hours after PH. In the case of PH/ZT0, however, only a few cells entered the M phase within 44 hours, and a mitotic peak was reached 48 hours after PH. These results suggest that the time of operation has a marked effect on the timing of mitosis controlling the progression of cell cycling itself.

To investigate the molecular mechanism underlying this time of day–dependent regulation of the cell cycle, we examined the kinase activity of Cdc2 (15), an inhibitor of mitosis (16). Peaks of Cdc2 activity after PH/ZT8 and PH/ZT0 occurred 40 and 48 hours after PH, respectively, corresponding to the observed mitotic peaks (Fig. 1, B and C). This suggests that the regulation of the expression of the active Cdc2 kinase is an important process for the diurnal control of the cell cycle.

Analysis of the expression profiles of 68 cell cycle–related genes by DNA microarray and Northern blot analysis (fig. S1, A and B; fig. S2; and table S1) revealed that although 11 genes showed moderately different kinetics between PH/ZT8 and PH/ZT0 (differenices of 1.5–2.2-fold or 0.67–0.42-fold; ratios of PH/ZT0 to PH/ZT8) (fig. S2 and table S2), only three genes—cyclin B1, cdc2, and wee1—showed remarkably different expression profiles (a difference of more than 2.7-fold) between 28 and 56 hours after PH (Fig. 1D). The expression peaks of cyclin B1 and cdc2 transcripts, whose products form Cyclin B1–Cdc2–complex kinase, corresponded with Cdc2 kinase activity peaks (Fig. 1, C and D).

Both mRNA peaks were delayed by 8 to 12 hours after PH/ZT0 as compared to PH/ZT8. The wee1 gene product phosphorylates Cdc2 on Tyr-15 [p-Cdc2(Tyr 15)] and keeps it in an inactive form (17, 18); the decrease of its mRNA corresponded with the increase of the Cdc2 kinase activity (Fig. 1, C and D) with the same time delay. These results suggest that the transcript-level regulation of cyclin B1, cdc2, and wee1 contributes to the timing of entry into mitosis.

Impaired liver regeneration in arrhythmic Cry-deficient mice. Mice that lack the clock regulator cryptochromes (Cry) completely lack free-running rhythmicity. Yet, embryogenesis and postnatal development in these mice appear normal (19), suggesting that clock function is not absolutely required for cell cycling. Although the mean weights of the pre-PH livers of wild-type and Cry-deficient animals were the same (P > 0.05), the weights of the regenerating livers in Cry-deficient mice 72 hours after PH/ZT8 were significantly lower than those of wild-type mice (53.1 ± 3.0% and 64.1 ± 1.7% of pre-PH liver weight, respectively; Student’s t test, P < 0.05) (Fig. 2A). This value for Cry-deficient mice was also lower than that of wild-type mice 72 hours after PH/ZT0 (66.4 ± 1.7%; P < 0.01), suggesting impairment of hepatocyte proliferation in Cry-deficient mice. However, in both genotypes, liver weight returned to pre-PH levels by day 10 (Fig. 2A), and histological analyses (including comparisons of the number and cell size of hepatocytes and average distances separating portal and central hepatic veins), did not reveal any major differences (20). This indicates that circadian clock function is required for efficient cell cycling in vivo.

The kinetics of S-phase hepatocytes after PH/ZT8 or PH/ZT0 in Cry-deficient and wild-type mice were comparable (Fig. 2B). However, in the subsequent mitotic wave, the maximum value of mitotic hepatocytes was low (less than 4% for both PH/ZT8 and PH/ZT0) (Fig. 2B). Furthermore, Cdc2 kinase activity was reduced (Figs. 2B and 1C). Therefore, the cell cycle progression from S to M phase was impaired during liver regeneration in Cry-deficient mice. In