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Abstract
Clusters of symmetric multiprocessors (SMPs) are the most currently used architecture for large scale applications and combining MPI and OpenMP models is regarded as a suitable programming model for such architectures. But writing efficient MPI+OpenMP programs requires expertise and performance analysis to determine the best number of processes and threads for the optimal execution for a given application on a given platform.

To solve these problems, we propose a framework for the development of hybrid MPI+OpenMP programs. This paper provides the following contributions: (i) A compiler analyser that estimates the computing time of a sequential function. (ii) A code generator tool for generating hybrid code based on the compiler analyser and a simple analytical parallel performance prediction model to estimate the execution time of an hybrid program. (iii) An evaluation of the accuracy of the framework and its usability on several benchmarks.

1. INTRODUCTION
Clusters of symmetric multiprocessors (SMP) are the most cost-effective solution for the large scale applications. In the Top500 list of supercomputers, most of them (if not all) are clusters of SMPs. In this context, using a hybrid MPI+OpenMP approach is regarded as a suitable programming model for such architectures. Some works [8, 13] have presented the performance improvement when using MPI+OpenMP. On the other hand, there are also significant reports of poor hybrid performance [7, 10] or minor benefits when adding OpenMP to an MPI program [5, 18]. The factors that impact the performance of this approach are numerous, complex and interrelated:

- MPI communications efficiency: performance of the MPI communication constructs (point to point, broadcast, all-to-all, ...), message sizes, interconnection latencies and bandwidths are key factors, applications related problems such as MPI routine types (point to point, collective), message size and network related problems such as network connection and bandwidth.
- OpenMP parallelization efficiency: using critical section primitives, the overhead of OpenMP threads management and false sharing can reduce the performances.
- MPI and OpenMP interaction: load balancing issues and idle thread inside the MPI communication part reduce the parallel efficiency.

To obtain an efficient hybrid program one must determine the number of MPI processes and OpenMP threads to be launched on a given platform for a given data size. With N nodes, each of them having p cores, it is customary launch N processes with p threads per process. This choice raises two potential sources of performance loss. First, as the volume of interprocessor communication increases with the number of processes, the consequent overhead could become a disadvantage. Second, concurrency between threads (data and/or explicit synchronization) is also a factor that limits the scalability, thereby leading to performance stagnation or slowdown. In addition to this performance aspect, there is a technical effort to derive and deploy hybrid programs. To solve these problems, developers need solutions in terms of effective automatic parallelization tools and libraries.

The main contribution of this work is the design and development of a new framework that is able to produce an efficient hybrid code for multi-core architectures from the source code of a sequential function. Some consequences of this contribution are:

- The developers can generate an efficient hybrid code without learning new materials, just by using a list of sequential functions.
- The integration of the existing legacy codes, such as the codes using the SPMD model, can be ported without significant loss of efficiency. It is the case for many sequential or MPI codes.

This paper is organized as follows: Section 2 presents the related works. Section 3 describes the framework and its architecture, The experimental results on various HPC algorithms are given in Section 4. Finally, Section 5 sums up our contributions and opens on future works.

2. RELATED WORK

2.1. Existing tools
The MPI+OpenMP programming model has been extensively discussed in the literature, including source analysers, performance-analysis and parallel computing models.
In [9], the authors implemented a source code analyser to predict the performance of MPI applications. The compiler tool parses the source code to extract informations on the MPI routines and the arithmetic operations. Within the PERC project [20], the authors combine two profiles: the Machine profile and an application signature to estimate the performances of sequential and/or MPI programs. The combined process is called the convolution, which is a “mapping” of the application signature within the machine profile.

The EXPERT tool [23] performance-analysis environment is able to automatically detect the performance issues in event traces of MPI, OpenMP or hybrid MPI+OpenMP applications running on parallel computers with SMP nodes. The EXPERT analysis process is composed of two parts: a semi-automatic multi-level instrumentation of the user application followed by an automatic analysis of the generated performance data.

In [3], the authors developed a performance model of hybrid MPI+OpenMP applications. The framework uses their own compiler named OpenUH. In [17], the paper presents a compile time cost model for OpenMP programs: the model estimates the CPU processing time, the memory access time and also the overhead of OpenMP pragmas.

In [19], the paper presents a tool for the automatic generation of hybrid code. This tool uses LLC, a high level parallel language. Different directives have been designed and implemented in LLC to support the LLCOMP [19] annotation directives. The hybrid MPI+OpenMP code is generated using the LLCOMP directives.

On the other hand, there are many performance models for parallel programming such as LogP [11], LogGP [4] and PLogP [15]. LogP predicts the communication performance of small messages. LogGP is an extension of the LogP model that additionally consider large messages by introducing the gap per byte parameter. PLogP is another extension of the LogP model that considers the cost of data copies to and from the network interfaces. Our code generator is based on the BSP - Bulk Synchronize Parallel model

2.2. The BSP model

The Bulk Synchronous Parallel Model (BSP) was introduced by Leslie G. Valiant [21] as a bridge between the hardware and the software to simplify the development of parallel algorithms. Classically, the BSP model is defined by three components:

- A machine model that describes a parallel machine as a set of processors linked through a communication medium supporting point-to-point communications and synchronizations. Such machines are then characterized by a set of experimental parameters [6]: \( P \), the number of processors; \( r \), the processor speed in FLOPS; \( g \), the communication speed and \( L \), the synchronization duration.

- A programming model that describes how a parallel program is structured (Figure 1). A BSP program consists of a sequence of super-steps in which each process performs local computations followed by communications. When all processes reach the synchronization barrier, the next super-step begins.

- A cost model that estimates the duration \( \delta \) of a super-step as a simple function combining the machine parameters \( (L \), \( g \)), the maximal amount of data that is sent or received by one processor \( (h) \) and the maximal workload of all the processors \( (W_{max}) \). For any given super-step, we have:

\[ \delta = W_{max} + h \cdot g + L \]

One common objection against BSP is the cost of global synchronizations that can become dominant for large parallel machines. This cost can be reduced by using the efficient communications between SMP cores using OpenMP to minimize the synchronization overhead and to perform fast communications. The advantages of the BSP model for hybrid systems are: 1) As it is based on a simple analytical model, the BSP cost model facilitates the execution time estimation. 2) As the underlying model of BSP is SPMD, the use of the OpenMP SPMD model on shared memory architecture with the OpenMP paradigm provides a performance improvement compared to MPI and fine-grain OpenMP [16, 22].

The fine-grain OpenMP model within the hybrid parallelization is very complicated to predict as it uses many directives and critical clauses such as single, master, threadprivate ...etc. We propose to use the SPMD style that is far more simple. It allows:

- The performance prediction, as the execution time can be split into Computation time and Communication time.
- It avoids the false sharing issues, as we use private vectors on each thread.
- The load balancing is good, as all threads execute the same program.

3. METHODOLOGY

To facilitate the development of efficient programs on clusters of SMP architectures, we propose a framework that:
• Uses the BSP cost model to estimate the execution time.
• Finds the best configuration (number of MPI process and the number of OpenMP threads) over all valid configurations.
• Generates the corresponding hybrid code.
Our framework tool follows the ideas of [3] and the PERCS project [20], but uses an analyser instead of an application signature to estimate the execution time of the program on the architecture.

3.1. Global view
The framework tool consists of three modules: Analyzer, Searcher and Generator. It takes as inputs the user source file containing the sequential functions and the XML file that describes the parallel code. It produces the hybrid MPI+OpenMP program as an output.

Our framework tool works as follow: first the Analyzer retrieves the estimate computation time for each function in the user source file (1). Since the data size is known only at runtime in most case, the Analyzer generates a numerical formula with the data size as a parameter. Then the Searcher, uses this formula and the informations extracted from the System profile (2). These informations are derived from the runtime benchmarks and the communication patterns extracted from the user XML file (1). The Searcher computes the estimated cost of all possible configurations. After choosing the best configuration, the Generator generates the corresponding code using a customized library (3). The framework overall architecture is depicted in Figure 2.

In the following section we describe each module of the framework and the global work flow. The "inner product" is used as an example to show the effect of each step.

Figure 2. Overall architecture of the framework

3.2. Analyzer
The Analyser module estimates the cost model by combining the static analysis and measures of runtime benchmarks. The cost model of a step under the hybrid BSP model is

\[ \delta = T_{\text{comp}} + T_{\text{comm}} + T_{\text{lc}} \]

\( T_{\text{lc}} \) (Time Level Changing) corresponds to the overhead for managing the OpenMP threads due to the switch between the MPI level and OpenMP level. \( T_{\text{comp}} \) represents \( W_{\text{num}} \) in the original BSP analytic model and \( T_{\text{comm}} \) corresponds to \( b * g + L \). The Analyzer module involves two models: the Computation Model and the Communication Model.

3.2.1. The Computation Model
This model is mainly used to estimate \( T_{\text{comp}} \) by counting the number of cycles needed to execute a sequential function. A source parser is not accurate as it cannot detect the compiler optimizations. A more accurate estimation consists in parsing the code generated by a compiler with all optimization (-O3). To do so, we use Clang [1] to generate the byte-code of the user source code. Then we implement a new pass in the LLVM [1] compiler to count the number of cycles in the byte-code. For each function in the byte-code, the parser counts the number of instructions in each basic block and in each loop block. Using a database mapping the number of cycles of each instruction in a basic block, the parser generates the Numerical formula for each function.

This model itself is decomposed into two sub-models: Processor Model and Cache Model.

Processor Model: The sub-model for the CPU estimates the number of cycles spent doing computation. It counts the number of operations executed in the CPU functional units, including load and store operations assuming there is no cache misses. In addition, it considers intrinsic functions like SQRT as basic operations [9]. The model takes into account the difference between FP and ALU operations. The model can be expressed as the sum of the hardware cost \( (C_i) \) for each operation \( i \). The hardware cost \( C_i \) is derived from the system Profile, which can be obtained either from the processor’s manual and the design specification, or by benchmarking [9].

Listing 1. BSP++ list of sequential functions : inner product

```cpp
double inner_product(vector<double> const& in) {
    return std::inner_product(in.begin(), in.end(), in.begin(), 0);
}

double Global_sum(vector<double> const& in) {
    return std::accumulate(in.begin(), in.end(), 0);
}
```

For this byte-code, the parser counts 1 cycle for each \textit{add} instruction at line 4 and line 8 and for the \textit{icmp} instruction. It counts 3 cycles for the load instruction at line 7. Then we get 6 cycles for each iteration of the loop and there are \( N \) iterations. The parser counts also 7 cycles outside the loop block corresponding to the initialization, and produces this numerical formula:
Global — sum : 7 + 6*N

Listing 2 represents the byte-code corresponding to the loop in the Global — sum function generated by Clang.

Listing 2. BSp+ Byte-code: Global-sum function

```
// body 1  . global: %body 1  . value 0 . body 1
2 %inds i = phi [i64 %inds, %other body 1 ]; // phi
3 %inds i = phi [i64 %inds, %other body 1 ]; // phi
4 %inds i = phi [i64 %inds, %other body 1 ]; // phi
5 %inds i = phi [i64 %inds, %other body 1 ]; // phi
6 %inds i = phi [i64 %inds, %other body 1 ]; // phi
7 %inds i = phi [i64 %inds, %other body 1 ]; // phi
8 %inds i = phi [i64 %inds, %other body 1 ]; // phi
9 %inds i = phi [i64 %inds, %other body 1 ]; // phi
10 %inds i = phi [i64 %inds, %other body 1 ]; // phi
```

Cache Model: This model estimates the time spent accessing data in the memory hierarchy [9]. As mentioned before, for the processor model, we assume all memory references are cache hits in the L1 cache. However, the execution time of a program depends on the number of data misses on the different cache levels.

The Cache-Model can be expressed as follows:

\[
\text{Cost}_\text{cache} = \sum_{i} (M_i \times \text{Penalty}_i)
\]

where \(M_i\) is the number of cache misses at the \(i^{th}\) level of the memory hierarchy. \(\text{Penalty}_i\) is expressed on cycles and it represents the number of cycles needed to access the \(i^{th}\) level.

The parser accumulates the footprint of each instruction that represents the number of data references multiplied by the size of the elements (\(\beta\)). If the number exceeds the cache capacity, then we assume a cache miss on this level. Thus, \(M_i\) is:

\[
M_i = \sum_{j} (ref * \beta)/\text{Capacity}_i
\]

This analytical cache model is not accurate, but we don’t need more accuracy because: 1) the estimated computation time is just used to decide how many processors must be used and in which mode (MPI or Hybrid) by computing the ratio of the parallel computation to the pure parallel communication time. 2) as both OpenMP and MPI use the same SPMD style they have the same memory access pattern that leads to the same cache behaviours.

3.2.2. Communication Model

Our communication model requires the values of \(g\) and \(L\). As they depend on the level of the hybrid BSP machine (MPI or OpenMP) and the number of processors [14], we express them using the level and the number of processors at each level: \(g_k(P_k)\) and \(L_k(P_k)\) where \(k\) represents the level and \(P_k\) the number of processors for the \(k^{th}\) level. Then we have:

\[
T_{\text{comm}} = h_k \times g_k(P_k) + L_k(P_k)
\]

The system profile is used to find these values. The profile combines many benchmarks and the Sphinx tool [2] to determine the accurate values. As the program uses a BSP-based library, we need to evaluate the overhead of a subset of the MPI routines and the OpenMP directives (MPIAlltoAll, MPIAllGather, OMP PARALLEL SECTION and the Barrier Synchronization for both MPI and OpenMP). The current version of Sphinx was sufficient to get all the results. The Communication Time is the sum of sub-communication times at each level and the sub-communication time is:

\[
T_{\text{SubComm}} = h_1 \ast g_1(P_1) + L_1(P_1) + T_{icl}(N)
\]

3.3. Searcher

After computing the cost for the user algorithm we use it to find the best configuration. The performance of a hybrid MPI+OpenMP program depends on the number of MPI processes, the number of OpenMP threads per MPI process, and the data size of the application. Finding these numbers for each step of the program is a critical task. One way to find these values is to solve the partial derivative equations of the analytical cost model: this is a complex task as we must find the global minimum for each variable for the entire program and the corresponding values for each step. A simple solution is to make an exhaustive search on the entire space of configurations. To do so, we build a graph and explore all valid configurations. We denote \(G = (V,E)\) the Direct Acyclic Graph (DAG) where \(V\) is the set of vertexes. Each vertex is a configuration of execution for a given step with the corresponding mode (MPI/OpenMP). \(E\) represents the set of edges. A vertex is a quadruplet \(V(S(n\{m\{o\})\})\) where \(S\) is the step to be launched, \(n\) the number of physical nodes that are used, \(m\) the number of MPI processes launched per node and \(o\) the number of OpenMP threads per MPI process.

The weight of an edge \(V(S_1(n\{m\{o\})\})\) is the cost of executing \(S_1\) with the configuration \(S_1(n\{m\{o\})\) knowing that \(S_1\) has been executed with the configuration \(S_1(n\{m\{o\})\). The cost of the edge depends on the configuration in which the step \(S_1\) will be executed, because of the global synchronization with MPI, the OpenMP threads management and the data split over thread overheads. The estimated cost of an edge is carried out by the Analyzer module and the communication pattern extracted from the XML file.

The Graph \(G\) is then hierarchically built. First we choose the number of physical nodes to be used. There is a sub-graph for each number. Then, inside each sub-graph, we choose the number of MPI processes to be launched and for each MPI process the number of OpenMP threads. As the cluster is homogeneous, and we use the SPMD model, all nodes may utilize the same configuration (with 2 nodes, the same configuration is running on each node). Thus, the number of configurations can be expressed as:

\[
V = q \ast (S \ast \alpha + 2) + 2
\]
where $q$ is the node number of the Cluster, $S$ is the number of steps of the program and $\alpha$ is:

$$\alpha = \sum_{k=1}^{P} \text{card}\{(m,o) \in \mathbb{N}^2 : m \cdot o = k : k \leq C, 1 \leq o \leq C\}$$

where $C$ is the number of cores in a node. $\alpha$ represents the number of valid configurations in a node: the number of MPI processes $\times$ number of OpenMP threads is less or equal to the number of cores in the nodes.

The number of MPI processes or the number of nodes cannot be changed between steps. In other words, there is no edge between two sub-graphs and inside a sub-graph there is no edge between two configurations with different values of $m$ (number of MPI processes).

Finally, we use the Dijkstra’s shortest Path algorithm to find the fastest execution along the graph edge.

**Listing 3.** XML file for the BSP inner product program:

```xml
<program name="inner-product">
  <step id="1">
    <Compute>
      <F_name> inner-product </F_name>
      <Arg> 6400000 </Arg>
    </Compute>
    <Communicate>
      <Comm_type> Proj </Comm_type>
    </Communicate>
  </step>
  
  <step id="2">
    <Compute>
      <F_name> Global-sum </F_name>
      <Arg> Exp </Arg>
    </Compute>
    <Communicate>
      <Comm_type> Proj </Comm_type>
    </Communicate>
  </step>
</program>
```

The XML file (Listing 3) describing the Parallel algorithm of the inner product program involves two steps. During the first one, a local computation of a the "partial" result is done using the inner – product function, followed by a communication phase to gather all the partial results on all nodes. Afterwards, an accumulation of all the received partial results is implemented within the "Global – sum" function.

The shortest path of the generated graph for the BSP inner product program (figure 3) using the information of the BSP machine (2 nodes, 4 cores/node) extracted from the system profile, shows that the step 1 is executed with the hybrid MPI+OpenMP model using 2 nodes (2 MPI processes) with 4 OpenMP threads per node. However, as the second step requires fewer cycles (the data size is equal to the number of MPI processes), executing it on one core is the fastest solution because of the overhead to manage OpenMP threads and the synchronization.

### 3.4 Code generation with BSP++

After determining the Shortest Path, we generate the corresponding parallel code using our BSP++ library [14]. BSP++ is an object-oriented implementation of the functional BSML library [12]. To localize the source of potential parallelism, it provides a structured interface to the BSP model based on the notion of `par` and the `boost::phoenix` library and the C++ style lambda function.

In addition to C-style functions and classical C++ function objects, BSP++ also supports the two main implementations of lambda function in C++: the `boost::phoenix` library that supports BSP style communication patterns.

The hybrid code is obtained by using an OpenMP enabled super-step function inside a MPI super-step computation phase as shown in Figure 4. Basically, part (a) shows the typical layout of an MPI superstep. To enable hybrid computation (figure 4 (b)), the computation phase of the MPI superstep is replaced by a call to an OpenMP BSP function. A `split` of MPI data into OpenMP private variables by passing a range of iterators may be needed.

However, with an hybrid configuration, for some algorithms, replacing the computation function by an OpenMP function including only the step, gives an incorrect hybrid code. To generate a correct hybrid code, the function must be replaced by the entire BSP program. To do so, when the `Searcher` and `Generator` detect the recursive call (i.e. the sequential user function of a step has the same name than the BSP program in the XML file), they respectively estimate, generate the OpenMP BSP function for this step including the entire BSP program.

Listings 4 and 5 show the hybrid code of the inner-product program generated by the `Generator` module using the BSP++ library. In listing 4, the OpenMP function shows an example of recursive call generation. Indeed, in the user XML file, the name of sequential function in step 1 is the same as the name of the BSP program, then the `Generator`, in a hybrid configuration, generates an OpenMP function including the entire BSP program (both steps) for the first step.

**Figure 3.** The Graph generated for the inner product example. Bold edges represent the Shortest Paths.
4. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the solution that is provided by our tool according to the number of MPI processes and OpenMP threads. In other words, we compare the best solution generated by the tool and the execution times of all correct configurations.

The evaluation is based on four benchmarks: the inner product, the vector-matrix multiplication (GMV), the matrix-matrix multiplication (GMM) and the Parallel Sorting by Regular Sampling Algorithm (PSRS). Our experiments were conducted on a cluster located in the Bordeaux site of the GRID5000 platform. We used four nodes connected by a 2 x BCM5704 Gigabit Ethernet Network. Each node is a bi-processor bi-core 2.6-GHz AMD Opteron 2218 with 4-GB of RAM and a 2-MB L2 cache. The MPICH2.1.0.6 library was used. For each benchmark and each algorithm, we measured the median execution times of 100 runs.

4.1. Model accuracy

Table 1 reports the results of the communication performance predictions for the benchmarks with the hybrid implementation. The error ranging between 4% and 17% (except for the Inner Product benchmark) asserts the accuracy of the sub-model. Knowing that the standard deviation of sphinx is up to 150% [2], we believe that this error is acceptable. For the innerprod benchmark, the large difference between the estimated and the measured run-times (up to 40%) is due to the communication pattern. In this benchmark, each processor only sends one element to all other ones.

<table>
<thead>
<tr>
<th>Bench</th>
<th>CPUs</th>
<th>Estim_Time</th>
<th>Meas_Time</th>
<th>Error%</th>
</tr>
</thead>
<tbody>
<tr>
<td>InProd</td>
<td>4</td>
<td>5 \times 10^{-3}</td>
<td>5.4 \times 10^{-3}</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2.3 \times 10^{-4}</td>
<td>3.9 \times 10^{-4}</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>3.4 \times 10^{-4}</td>
<td>5.2 \times 10^{-4}</td>
<td>34</td>
</tr>
<tr>
<td>GMV</td>
<td>4</td>
<td>2.4 \times 10^{-3}</td>
<td>2.9 \times 10^{-3}</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3.6 \times 10^{-3}</td>
<td>3.2 \times 10^{-3}</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>4.2 \times 10^{-3}</td>
<td>4.6 \times 10^{-3}</td>
<td>8</td>
</tr>
<tr>
<td>GMM</td>
<td>4</td>
<td>0.50</td>
<td>0.44</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.80</td>
<td>2.03</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>2.6</td>
<td>3.01</td>
<td>13</td>
</tr>
<tr>
<td>PSRS</td>
<td>4</td>
<td>2.5 \times 10^{-3}</td>
<td>2.4 \times 10^{-3}</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>5.2 \times 10^{-3}</td>
<td>4.8 \times 10^{-3}</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>6.1 \times 10^{-3}</td>
<td>5.5 \times 10^{-3}</td>
<td>10</td>
</tr>
</tbody>
</table>

4.2. Performance analysis

Due to the space limitation, we only discuss the performances for two benchmarks: 1- The Inprod benchmark because it is the simplest one and has the same behaviour as GMM and GMV. 2- The PSRS benchmark as it has an interesting ratio computation/communication and uses recursive calls for the hybrid version.

For the inner product benchmark with a small data size, the performance decreases when the number of processors increases. The communication time is larger than the computation time due to the synchronizations. Our tool determines the best configuration, which only uses OpenMP (1 node, 0 MPI, 2 OMP) as presented in Figure 5 with a predicted time of 6.5 \times 10^{-5} sec and the measured time is 7.1 \times 10^{-5} sec. In all figures the HSb−OMP_i represent the hybrid codes with i threads per MPI process. With a large data size, as the computation time...
is bigger than the communication time and the synchronization is better with a hybrid model, the tool chooses the hybrid solution (4 nodes, 1 MPI, 4 OMP). Figure 6 shows that this configuration is the best one. Table 2 shows the times.

For the PSRS benchmark the situation is quite different. The BSP algorithm has 4 steps and within 3 of them there is a "recursive" call to a Sort function. As discussed before, each call to sort is replaced by the entire BSP program. This increases the computation time. The advantage on the communication time of the hybrid program does not compensate the increase of the computation time.

As for the inner product, with a small data size, the best configuration is Pure OpenMP program with 4 threads (figure 7). However, for a large data size, the ratio \( \frac{\text{parallel computation time}}{\text{parallel communication time}} \) decreases with the number of processors. The fastest configuration uses all the processors in a pure MPI mode as shown in figure 8. The tool predicted times, the measured times and the error for these configurations are depicted in table 2. The error is less than 16%.

### 5. CONCLUSION

In this paper, we have presented a framework to model, evaluate and generate parallel OpenMP, MPI and hybrid MPI+OpenMP programs. Our approach use a combination of a static analysis carried out by the Analyzer and feedback from the runtime by the System profile for communication and overhead measurements. The static analysis performed by Analyzer aims to estimate the computation time while the runtime benchmarks used by Sphinx and prob−benchmark are used to retrieve the machine and network information.

Our future works involve: 1) The implementation of
BSP+ on a larger set of multi-core and many-core architectures including the Cell processor and GPGPUs. 2) In a similar way, the framework will be extended to generate hierarchical heterogeneous MPI/OpenMP/GPU programs and/or MPI/cells programs.
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