On-line Dynamic Security Assessment based on Kernel Regression Trees
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Abstract: This paper presents a neapproach to perform on-line
dynamic security assessment and monitoring of rdeqiower
systems exploiting a statistical hybrid learninghteiqgue — the Kernel
Regression Trees. This technique, besides produeistg security
classification, can still quantify, in real-timehet security degree of
the system, by emulating continuos security indibes translate the
power system dynamic behavior. Moreover it can jg®v
interpretable security structures. The feasibitifythis approach was
demonstrated in the dynamic security assessmensblafted systems
with large amounts of wind power production, likethe Crete island
electric network (Greece). Comparative results ndigg
performances of Decision Trees and Neural Netwaasks also
presented and discussed. From the obtained residisproposed
approach showed to provide good predicting strestuwhose
performance stands up to the performance of thedter existent
methods.

Keywords: Power system security, Dynamic securisgeasment,
Automatic learning, Regression trees, Kernel regoes models,
Wind power generation.

[. INTRODUCTION

Fast dynamic security assessment is becoming ortbeof
key issues in the operation of networks, namelynvianaged
within a competitive and deregulated electricity rked
environment. The increased penetration in the systd
independent power producers and specially wind pdsvalso
contributing to decrease system robustness. latstlpower
systems, like the ones operating in large islattds,problem
is quite critical and deserves a special care.

In the last decade a big research effort has beeelaped
in the field of the application of automatic leargitechniques
to deal with this problem. Pattern Recognition, Bien Trees,
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A common aspect to all these problems is the remeént to
ensure that sufficient reserve capacity existsiwithe system
to compensate for sudden loss of generation. Thissnatches
in generation and load and/or unstable system é&mequ
control might lead to system failures. This typerstability is
termed frequency instability and depends on thétaloif the
system to restore balance between generation aad
following a severe system disturbance with minimiass of
load [4]. Generally, frequency instability problemasre
associated with inadequacies in equipment resporses
coordination of control and protection equipment or
insufficient generation reserve.

In medium-sized or large isolated power systemb Wigh
penetration of wind power sources, wind power potidn has
a strong influence in the dynamic security and eocon of
dispatch and generation schedule. Thus, besiddsfdtmacast,
the suggested units scheduling and generation tdispaust
consider wind power forecast and, contrary to ouanected
systems, can no longer be performed off-line. Eotoo
operation must be divided into a unit commitmentdoie and
a dispatch module that are performed in sequenié, an
optional intermediate decision step that allowsdperator to
take into account information automatically prodiidey a
module of fast dynamic security assessment. Inwlaig, the
wind power penetration can be increased withoybgedizing
the system security. Such functions have been dpedl and
are integrated within an advanced control systeiloréal to
the needs of small isolated power systems witregwed wind
power penetration.

Such a work was developed within the framework of a
European R&D project of the JOULE/THERMIE program -

(o]

Neural Networks and Regression Trees have been tsedh® CARE project. The CARE system is an advancetdrob

provide fast security assessment in several dom&ose
examples can be found in [1] and [2].

The application of these techniques in the dynasaiurity
assessment of isolated systems has been partjcuiaail
succeeded, as demonstrated by the Lemnos projecTiig
main problems faced by isolated electrical powestesys are

system that aims to achieve optimal utilizationrefiewable
energy sources, in a wide variety of medium anddasize
isolated systems with diverse structures and oipgrat
conditions [5]. During 1999, a pilot installatiofi this system
was installed on the energy management centeraié@land.
The objective of this paper is to present a metlogyothat
applies Kernel Regression Trees (KRT) — a new phoae of

related to system security, control of frequencyd anautomatic learning presented by Torgo in 1997 [6]to-

management of system generation reserve.

perform fast dynamic security assessment and $gcuri
monitoring. The application domain is related withe
operation of isolated systems with high penetrafiom wind
power production. The security evaluation strucueovided
by this approach were integrated into the previoogntioned
CARE system.

The KRT security evaluation structures that camls@ined
provide a classification on dynamic security. Moreg they
also produce the degree of security, which is eatell by
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Fig. 1 — Main steps to apply Kernel Regression Jteeperform dynamic security assessment

emulating the expected value of a security indibhastranslate disturbance occurs. Some typical security indicesdufor
the power system dynamic behavior. Comparative lteesufrequency stability problems are:

regarding performances of two other automatic i@@m a) Maximum and minimum values reached by transient

techniques, namely Decision Trees (DT) and Argfidileural
Networks (ANN), are presented and discussed.

II. MAIN STEPS TO APPLY KRT

Four main steps must be considered in order toyafginel
Regression Trees to perform dynamic security assds(see
Fig. 1). All these steps are performed off-line.eTfinal
product of the procedure — the security structurds to be
used in an on-line environment in the power systemtrol
center, or to obtain physical interpretation of thgstem
behavior. These steps are synthetically descrileémib

A. Step 1: Identification of the Security Problem

The first thing to do is to identify the dynamiccaety
problem to evaluate. This analysis involves a pdace of
understanding the power system dynamic behavionehato
identify the potential situations for which the &ya may lose
security. This typically requires making questiones: to the
system operators, and also performing sensitivitgliss by
running analytical tools of dynamic simulation. JHirst step
defines the structure of the data set to genenatagly:

frequency deviationf ., andfi,);

b) Maximum value reached by the rate of frequency ghan
(df/dtynay.

The selection of the candidate attributes is a \enyortant
issue in the procedure because, in order to adhigwod

results, it is required to use as candidate ateithe power
system operating parameters that have influendbetype of
dynamic behavior to predict. Candidate attributesagerating
parameters that can be directly or indirectly meagdrom the
power system and which can be of the following twain

categories: a) Pre-disturbance steady state vasab) Post-
disturbance transient state variables.

B. Step 2: Data Set Generation

This step concerns with the generation of a larg& det
(DS) of pre-analyzed security scenarios of the esyst
behavior, consisting of samples with the for@P(y). These
samples will be the input data to the design amfopeance
evaluation of the security structures. In fact, design a
security structure a learning set (LS) is requinetiereas to

- the disturbances for which is important to knowr thevaluate its performance characteristics an indégrrnesting

expected behavior of the system;

set (TS) is also required. The LS and TS, although

- the security indices to predicy, and corresponding independent, must result from the same distribufldverefore,

security boundaries;
- the measurement vector of candidate attrib@® =

[as,a,...,&4q, tO use in order to characterize the syste

operating points.

A complete security assessment should include &l t

disturbances that are eminent to occur and mighmyer the
power system security. The selection of the secuniices,
must be made having in mind that what is importargredict
is the “distance” to the security boundary if a-gedined

they must be obtained by randomly dividing the B3ulting
in the following sets:

Ms= {(OP7y)1""’(OP'y)N(LS)} TS= {(Op'y)ll""’(Op'y)lN(TS)} 1)

Luis Torgo in [7] claims that to have a sufficieamhount of
samples in the LS and TS to ensure quality of tHRTK
security structure and reliable error estimates, ftillowing
method must be used to decide the size of the TS:

#{Ts = min(0.3#{DS} 1000 2)



The data set generation procedure can be summasizedrequirements, the security structures can be etedudy

follows:

Given an operating range and resolution, a data eét
samples is created that reflects the dependentlyeosystem
behavior (i.e., the security index y) with the a#idn in its
operating conditions (i.e., the measurement ve®ioy.

For the particular problem under analysis, the afiegy
conditions that are usually considered to changevesn
samples are the following: a) system load levelpdnetration
of renewable power sources; c) network configurati) unit
commitment and generation dispatching schemes. €Th
operating conditions must have high influence andiinamic

looking into account three main issues: a) pregicticcuracy;
b) computational efficiency; c¢) comprehensibilityf the
security structures. This evaluation is mandatooy ke
performed since it is the only way that allows camipg
predicting performance between different automégarning
methods, and between security structures extramtesl same
automatic learning method.

The comprehensibility of the designed structurea wuite
interesting feature as preventive control proceslucan be
extracted from the security structures if their ptewity is not

es
Very large.

behavior y to predict. Otherwise, they will unnecessarily lll. APPLICATION OF KERNEL REGRESSION TREES

increase the number of samples to generate, withqarbving
the information contained in the DS.

In the generation procedure, among the operatingitions
to change, the ones that are independent paranfetersheir
values do not depend on other operating conditicarg)
randomly sampled by a systematic method, accordirgpre-
defined operating range and resolution. Then, &mhesample,
a unit commitment and economic dispatch module grneethe
generation scenarios. Finally, both measurementore€@P

As the Kernel Regression Tree approach is beintiezbfor
the first time in the dynamic security assessmietd fa short
description of the main stages of the method ackidted in
the next paragraphs. The Kernel Regression Traa Isybrid
algorithm that integrates Regression Trees (RTh Wiernel
Regression (KR), dealing with continuous goal Jaga (i.e.
regression problems). The model used in this reke#m
obtain the KR is the one described by L. Torgo@h [The
design of a RT consists in the extraction of intetable
security rules. The existing RT approaches differ the

and dynamic behavioy of each sampled operating scenarigyredicting function used in the leafs. For instariceCART

are provided by running a proper analytical toait timulates
the system behavior.

When defining the operating scenarios to creatsaneples,
the actual operating practices that are performeithé power
system must be considered. This is a very imporissue
because if the information contained in the datadses not
reflect the mechanism of the system behavior inopgr way,
then, in spite of having a good testing accurabgre is no
assurance that the extracted structures will barate enough
when making prediction to real life operating secesa For
the same reason, the data set should consist cenaugh
number of samples to cover all possible stateshefpower
system under study. Therefore, the generated ORS couer
the breadth of the system operating range and thighbest
possible resolution. Specially, in order to obigaod accuracy
when predicting security classification, the dagaraust have
good resolution in the neighborhood of the securdyndary.
This can be improved by generating more samplesveider,
the computational time for the generation and mtedi
procedure will always introduce some limitation this
number.

C. Step 3: Security Structure Design

After the LS and TS being generated, it is thersjis to
apply the Kernel Regression Trees technique toaeixtr
security structures from the LS, which are designearder to
be the best approximation to the unknown funcyienf(OP).

D. Step 4: Performance Evaluation

To select the best security structure within the afethe
extracted ones, the designed structures are applige TS to
evaluate their performances. According to the adrtenter

[8] a mean value of is used, whereas Karalic [9] and Quinlan

[10] use a linear regression function. Kernel Rsgjan
models ([11] - Watson; [12] - Nadaraya), which isnen-
parametric statistical methodology, provide quitpague
models of the data, but, on the other hand, are &bl
approximate highly non-linear functions. By intetgrg this
regression procedure in the tree leafs, we canirobtanodel
with a better accuracy, by increasing the non-ligaf the
functions used at the leafs. Furthermore, in higiop-linear
problems, by integrating kernel regression modelthe tree
leafs, it is possible to overcome the limitation§ the
individual kernel regression model, both in ternisaccuracy
and computational efficiency [13].

The design of a KRT involves two interrelated stage

o Design of a binary tree structure by considerirg rtiean
value as the model to use at the tree leafs, wtdcisists
in designing a regression tree (RT);

o Obtain the KRT structure by assigning a kernelagsgjion
model to make prediction in the tree leafs.

The technique applied to avoid overfitting problewes a
pruning algorithm based in the one presented in Tf. To
perform this algorithm, first a very large RT, wihids
supposed to overfit the LS, must be designed bylyaqap
stop-splitting rules.

A. Design of a Regression Tree Using Stop-Splittinig&Ru

The design of a RT is determined by the followingp t
issues: a) the optimal splitting test; b) the sipfitting rules.
Starting with the root node, which correspondshi LS, the
growing of the RT is made by successively splittitheir
nodes. This splitting is performed by a test defins:



{a (sample) >u, }? (3) nearest neighbor (KNN) rule to define the bandwidthd a

. —d2 . .
whereuy is the optimal threshold value of the chosen aimgi CaussiarK(d)=e “to define the kernel function. KNN
attributeay. By applying this test to all the samples in tbeley, method sets the bandwidth valbeas the distanc® to the
two successor nodes are created, which correspotiettwo k-nearest neighbor of. It also sets that only the k-nearest
possible instances of the tes{a,(sample >u,} and neighbors will be used to make prediction.

{a(samplg <u.}. The design of the RT consists inC. Design of Kernel Regression Trees by Applying anPiy

explaining as much as possible the variance ofstwurity Algorithm

indexy observed in the LS. According to this goal, thit b

each node must be performed according togimal splitting K

criterion, which corresponds to the sght’ that maximizes:

Asz(s,t):sz(t)—PLxsz(tL)—PRxsz(tR) (4) 1 Design a very large regression tre®Jna, which is
supposed to overfit the LS, by applying the presipu
described design procedure that exploits only togp-s
splitting rules.

2) Generation of a sequence of pruned trees with dsitrg
complexity, RT; = RT, > ... =root where RT;<=RTa, by
progressively prunin@®T,ax upward in the “right way” until
being reached the root. Note that a sub®dgof RT is
referred as a pruned tree BT if root(RT) = root(RT),
which can be denoted bRT~RT. To generate the
sequence of pruned trees, a selective pruning psoise
applied, that generates a reasonable number oégriiees
of RTnayx With decreasing size, such that each subtreeeis t

The implemented pruning algorithm, applied to desi
RT structure, comprises the following stages:

where:s{(t) - variance ofy at the learning samples stored in
node t; P. and Pg - proportion of the number of learning
samples at the left and right successor nosfés) ands(tg) -
variance ofy at the left and right successor nodes.

The procedure continues splitting the created sswre
nodes, until a stop-splitting criterion is met &k the non-split
nodes. The criterion used is defined by the twe-slitting
rules:

— Rule 1 It is not possible to further reduce variance/ @ a
statistically significant way. This corresponds verify if a

minimum number of learning samplés,,;, has been reached “best” pruned tree in its size range. To make selection,

in the node. , o _a minimum error-complexity criterionis applied as
— Rule 2 The variance o has been sufficiently reduced. This  jascribed in [8].

corresponds to verify if a minimum vall&(y)mn as been

. 3) By considering the kernel regression model prewous
reached in the node.

described to make prediction at the tree leafs haf t

B. Predicting with Kernel Regression Models in the éTre  generated set of regression tre€®TH{ RT;,RT,,...,root},
Leafs results a set of kernel regression treeSR{}={ KRT,,
KRTy,...,root}.

4) To select, among the available s&kRT}, the more
suitable security structure to make on-line dynaseicurity
assessment, the designed structures are applted TS to
obtain an accurate estimation of their performancasely
predictive accuracy and computational efficiency.

V. CASE STUDY AND RESULTS

Once the design of the RT, to obtain a KRT strugtur
kernel regression model is assigned to make prediétt the
tree leafs. Given a new unseen operating pQjrd prediction
for its security index,y(Q), is obtained by applying a
regression model to the learning samples stor¢derRT leaf
that verifies theQ operating conditions. Kernel Regression
models make prediction by a weighted average of¢bponse

y of the form: This section presents the results obtained withptioposed
samples Kernel Regression Tree approach, to perform fastaohc
Kn[D(Q.OR)xy; security assessment of the Crete power systemsflidy case

Y (Q)= is:imples (5) §ystem is a realistic model of the power sygenthefCrete
ZK [D(Q OP)] island, projected for the year 2000. It comprisegesal types

h ! of oil-fired units and a meshed 150 kV transmisgietwork,

i=1

) : : ; -Where a peak load of approximately 360 MW and atelfed
where D(Q,OR) normalized distance functloh measured I&ind power of 81 MW was considered. The generatibthe
the attributes ~hyperspace;h - bandwidth  value; yeie gata set was developed by National Techbinadersity
Ky[x]=K[x/h], being K() the Kermel function. The ot athens (NTUA), within the framework of the CARE
prediction is obtained using the samples (also aemated by project. The data set comprises 2765 samples, whz
neighbor$ that are "most similar” tQ, being this similarity belong to the LS and 921 to the TS. Each sampledasio
measured by the distance function. The Kernel fanct was pre-analyzed using an analytical tool of dymami
estimates the weight of each neighbor, giving meegght to  simulation — EUROSTAG software — to extract, amotiggrs,
neighbors that are nearest @ The design of the kernel the following security indicesy;= fmin due tomachine loss
regression model includes the choice of the digtdnoction, y,= f... due to short circuit To verify system security

the bandwidth value, and the kernel function. Ire thregardingf., security index, the following security boundary
implemented model it was used an Euclidean distaace was considered:



Pentium [l machine), being therefore suitable for-lioe
If fmin< 49 Hzthen sample is “insecure”; implementation.

else sample is “secure”.

For the vector of candidate attributes that charaxts each
OP, 22 pre-disturbance steady-state operating pdeasnwere
selected. A more detailed description of the posystem and
applied data set generation procedure can be faurd4].
Because of lack of space, only some comparativeltses
regarding performances of Decision Trees (DT) aredirhll
Networks (ANN) are presented in this paper. The &
ANN used approaches are the ones described i ffig] ANN
approach was applied to obtain a security strudimréhey,
andy, security indices, whereas a DT structure was nbthi
only for they, security index.

Making a general analysis, we can say that all ttree
approaches were able to provide efficient secutityctures,
and with comparable predicting error performan&ssed on
the KRT proposed technique, simple, interpretabtéraliable
security structures can be provided. The KRT andNAN
methods have the advantage of producing simultahecu
classification structure and giving the degreeaffustness of
the system, whereas the DT method can only persacurity
classification. On the other hand, the KRT and Dathrads
can provide interpretable rules of the system sgcuetass
(i.e., classification rules), whereas ANN alwaysyide quite
opaque models of the data. Besides classificatibesr the

The testing set (TS) predictive accuracy resulisained for KRT method can still providg interpretable rulesiud system
the designed security structures, are presenteiginl and Security degree (i.e., regression rules).

Fig. 2. The classification errors used were thabal, false To illustrate a KRT structure, Fig. 3 presents thee
alarm andmissed alarm errorsin order to quantify regression g ciure with equivalent regression and classicarules, of
errors, the indicators used were thean absolute errpand a KRT (with 9 nodes) obtained for tiye security index. This
theroot mean square errofMAE andRMSE. In each figure, ree contains nodes of two types: non-terminal echinal
the number of secure and insecure samples in thes 880 |,,ges (leafs). The root node (node number 1) imsiud
presented. information related with the total number of storedrning
samples (1844 - total LS), theriance () of the security
index in the LS and the splitting test. Non-terrhimades
present the node number, containing also informateated
to the splitting test. The leaf nodes present mfttion related
with the node number, the number of learning sasptered
Shere (), and theMean and variance of the security index in
those samples. In this classification structure cene assign a

Regarding security classification, among the ANN &RT given degree of security to each leaf accordinglyts Mean

approaches, the previous one showed to achievéesraaiors Value. Namely, for this example, the security st can be
for the y; security index and higher ones for thesecurity translated into the interpretable regression amgsdication

index. Regarding the DT performance for Jaesecurity index "ules that are also presented in Fig. 3.
(machine loss), the KRT showed to provide smajlebal and An important feature of this approach is that aeghKRT

false alarmerrors and a lightly highenissed alarm structure, although being selected among #R T} set with a

For the obtained KRT structures, the estimatedeslof e cific objective (classification, emulation oteirpretation),
their response time to predict a security index tore

operating point is quite small (in the order oflisédconds in a

From the obtained regression errors, one can obdéat,
regarding the evaluation of the system securityremgamong
the ANN and KRT approaches the latest one showebeto
more accurate for the; security index, whereas for the
emulation ofys,, it is not possible to state clearly that on
approach is more accurate than the other.

Classification Errors (%)
20% 0.0395 0.0432
15% 0.05 !
15% 10% 0.04 TEL )
0.0215 N° of insecure samples = 20
10% 0031 o0.0155 N° of secure sample = 901
0.02
5% 0.33% 0.22% 0% 0% 0.01
. =<z )
0%-+ T T T 0.00+ T
Global False Alarm Missed Alarm MAE RMSE
O KRT (39 Nodes; K=3) O ANN O KRT (39 Nodes; K=3) O ANN

Fig. 1 — TS performance evaluation results forKRT and ANN approacheg;(security index
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0.00-
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Fig. 2 — TS performance evaluation results forKRT, ANN and DT approacheg(security indek



N = 1844
yes

2 | N =662

Mean =49.8029
§2=0.003372

Cc1~

5|N=77

SR1>11.25MW s%=0.53857

7 | N=623
Mean =48.9922

Else system “insecure”

Equivalent Regression Rules :
it [pey > 37.6MW ] Then i = 49.8029 Hz
it (e < 37.6Mw Jand [wp > 23.45% ) and [sR, < 11.25Mw ]| Then 1,

min = 48.9922 Hz

it (Pe, < 23:35Mw Jand [wp > 23.45% | and [sR, > 11.25Mw ]} Then 1, = 48.8979 Hz
it (e, < 37.6Mw Jand [wp < 23.459]) Then |,

min = 48.1913 Hz

If ||23.35 <P, < 37.6MW |and [WP > 23.45%]and [SRl > ll.ZSMW])Then fmin =47.0629 Hz

Equivalent Classification Rules :
Mean=48.1913 { If [P<:1 >37.6MW]Then system “secure”

List of selected candidate attributes :
Pc1l - Active generation in conventional power plant 1
SR1 - Spinning reserve in conventional power plant 1

Pc1>23.35MW $2=0.019686
T‘ N=24 T‘ N =458 WP - Wind penetration
Mean =47.0629 Mean =48.8979
s2=0.431058 $2=0.003651

Fig. 3 — KRT security structure with 9 nodes anttasted regression and classification rujessécurity index

can always be used simultaneously, in a consistayt to
perform the three previous functions. This providas

framework, such that a KRT used for on-line segurityg

evaluation, can be exploited afterwards for preiventontrol
purposes, namely by the extracted security rules.

V. CONCLUSIONS

This paper described a new hybrid automatic legrnin

technique, named as Kernel Regression Tree, to ,nfiakéhe
first time, dynamic security assessment of powstesy in the
field of frequency stability problems. Within theafnework of
the European R&D project JOULE/THERMIE,
implemented KRT approach was
advanced control system that is being installedjnduthe
present year, on the energy management centeretd Stand,
to perform dynamic security assessment functiomemFa
performance evaluation of the obtained results and
comparative assessment with Decision Tree and idafif
Neural Network, the KRT showed to provide good [mtg
structure whose performance stands up to the peafuce of
the two other existent methods.
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