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Abstract

In this paper we present a novel interactive modeling sys-
tem, calledVR Modeler, to create 3D geometric models
from a set of photographs. In our approach standard auto-
matic reconstruction techniques are assisted by a human
operator. The modeling system is efficient and easy to
use because the user can concentrate on the 2D segmen-
tation and interpretation of the scene whereas our sys-
tem is responsible for the corresponding 3D information.
Therefore we developed the user interface of VR Mod-
eler as a monocular 3D modeling system. Additionally,
we are able to obtain coarse as well as high resolution
models from architectural scenes. Finally, we tested the
modeling system on different types of datasets to demon-
strate the usability of our approach.

CR Categories: I.4.5 [Image Processing and Com-
puter Vision]: Reconstruction—Transform Methods;
I.3.5 [Computer Graphics]: Computational Geometry
and Object Modeling—Modeling Packages

Keywords: interactive modeling system, user interface,
feature based modeling, photogrammetry, 3D reconstruc-
tion, image sequences, 3D modeling

1 Introduction

The creation of 3D models for use in an interactive vir-
tual environment is an expensive and tedious process and
is still a challenging problem in computer vision. Typi-
cally the requirement that the virtual environment should
mirror an existing scene demands accurate three dimen-
sional (3D) geometry, as well as surface materials or tex-
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tures. Thus, there is a need for a method to directly ex-
tract realistic 3D models from real photographs.

In the fields of photogrammetry and computer vision
many approaches have been developed which allow the
production of photorealistic 3D models [Pollefeys et al.
2000], [Zisserman et al. 2000]. In general, these algo-
rithms take multiple images of a real environment using
a calibrated camera and then create from these images a
3D structure of the scene. The output of such an algo-
rithm is a dense point cloud, corresponding to important
features in the scene. These point clouds should be con-
verted into logical objects in order to create suitable rep-
resentations for a virtual environment. Current available
methods for automatic segmentation are not yet robust
enough to build useful geometric models for the visual-
ization, thus fully automatic segmentation yields to an
ill-posed poblem.

In this paper we discuss how we can make the modeling
process more convenient and efficient. So far there are
two separate research areas in computer vision, one is
the reconstruction problem and the other one the recog-
nition problem. In our approach we solve the recon-
struction problem by highly redundant information about
the scene, in our case image sequences. The recognition
problem is handed over to a human operator, who is sup-
ported by an intelligent user interface. Thus the operator
can focus on the segmentation and interpretation of the
scene using only one image while the system takes care
about the associated 3D information.

Essentially our interactive modeling system, calledVR
Modeler(Virtual Reality Modeler) allows a user to con-
struct a geometric model of the scene from a set of pho-
tographs. The images are taken with a hand-held digi-
tal consumer camera using short baselines. After some
preprocessing the relative orientation of the image se-
quences are calculated fully automatic. Our orientation
method, which is not the topic of this paper, is based on
work described by Horn [Horn 1990], Klaus et al. [Klaus
et al. 2002] and Nister [Nister 2003]. Once we have de-
termined the relative orientation between all image pairs
we are able to extract 3D information from the pho-
tographs automatically by employing area and feature
based matching techniques. The 3D information consists
of 3D points, 3D lines and 3D surfaces, as illustrated in
Figure 1.

After applying this automatic reconstruction process all



Figure 1: Fusion of automatically extracted 3D lines and
3D point cloud. The illustration shows the bell tower on
the castle hill in Graz.

2D features in the images correspond to their 3D coun-
terparts. Due to the fact that we like to obtain a consistent
3D model of the scene it is necessary to combine the ex-
tracted different model representations. In our approach
we decided to accomplish this task by utilizing a human
operator in terms of his interpretation and segmentation
abilities. As a result of the modeling process we are able
to achieve a coarse as well as a detailed 3D model of the
scene.

The remainder of this paper is structured as follows: af-
ter a section related work we describe our approach to
build 3D geometric models from image sequences. Fur-
thermore we present the achieved results and finally we
conclude our approach and outline some aspects of future
work.

2 Related Work

The process of reconstructing 3D models from image se-
quences is a very active research topic in computer vi-
sion. Nevertheless no general technique exists to ob-
tain fully automatic 3D models from image sequences.
However three different research fields provide methods
to recover 3D information from oriented digital images.
These research fields are known as area based modeling,
feature based modeling and human assisted reconstruc-
tion from image information.

2.1 Area based Modeling

The estimation of dense 3D point clouds from image se-
quences is discussed by Pollefeys et al. [Pollefeys et al.
2000] and Brown et al. [Brown et al. 2003]. The geomet-
rical theory of these methods relies on being able to solve
the reconstruction problem. From corresponding points
the relative orientation can be estimated and 3D points
are extracted. These procedure is applied to many pixels
within stereo or multiview images which results in dense
3D point clouds.

2.2 Feature Based Modeling

Several authors discussed the problem of 3D data acqui-
sition from digital images using various feature extrac-
tion and matching methods. A general overview of these
methods is given in Baillard et al. [Baillard et al. 1999],
where they propose a line matching method over multi-
ple oriented views. Schmid and Zisserman [Schmid and
Zisserman 2000] assume a 2D feature extraction method
from images including contour chains, line segments and
vanishing points to automatically recover planes from ar-
chitectural images.

2.3 Human assisted Reconstruction
from Image Information

One of the most popular approaches in this field is the
modeling and rendering of architecture proposed by De-
bevec [Debevec 1996], calledFacade. This approach,
which combines geometry-based modeling and image-
based modeling, can be separated into two main compo-
nents. The first component facilitates the recovery of a
basic geometric model of the photographed scene. The
second component describes an efficient view dependent
texturing method to better represent geometric details of
the basic model. Another project namedRealise[Ley-
marie et al. 1996] is based on a hybrid approach with
vision techniques to assist users to extract models from
image sequences. A user specifies interactively the topol-
ogy of the scene whereas the system reconstructs the ge-
ometry from the images. The commercial product Image
Modeler from Realviz [Modeler 2004] is inspired by both
approaches.

3 VR Modeler: 3D Models from
a Image Sequences

In this section we present the underlying model repre-
sentations and algorithms. Furthermore we discuss some



user interface aspects illustrated on the implementation
of VR Modeler. As already mentioned the input im-
ages are captured with a digital consumer camera using
short baselines, thus a digital video camera with a rea-
sonably high resolution will work as well. The extracted
3D primitives (3D points, 3D lines) and 3D surfaces ac-
quired with current state of the art techniques will be in-
sufficient in terms of interpretation, segmentation and vi-
sualization aspects. To make this aspects more concrete
we will outline various problems of modeling 3D scenes
in more detail. Consequently in this paper we focus on
three aspects:

• The segmentation and interpretation of a scene to
obtain a consistent 3D model from image sequences

• How the modeling process is affected by the visual-
ization aspect

• How the user interface can make the process of
modeling more convenient and accurate.

Figure 2 shows the Herz-Jesu church in Graz represented
as a 3D point cloud. Obviously it is very difficult to ob-
tain fully automatic a correct segmentation and interpre-
tation of the scene from this model representation. In fact
the segmentation and interpretation task includes the lo-
calization and classification of facades, windows, doors
or any other relevant scene objects. Therefore in our
opinion the better choice to acquire 3D models is to com-
bine 3D surface representations with feature based mod-
eling assisted by a human operator.

Figure 2: 3D point cloud from of the Herz-Jesu church
in Graz. The generated 3D point cloud includes many
outliers from areas like the sky, thus a segmentation and
interpretation of the scene is needed.

The second question yields to the level of detail con-
cept, where geometry, which is to complex to be rendered
fast enough, is replaced by a simpler model. We ob-
served that standard simplification methods are not well
suited to generate different levels of detail for architec-
tural models, since they do not preserve for example up-
right walls to which humans are very sensitive. Hence,
we decided to produce a coarse as well as a high detailed
polygonal models of the scene. Furthermore with such
a coarse polygonal model we can achieve realtime ren-
dering in high quality even on low bandwidth network
connections [Zara and Slavik 2003].

The last question is related to the user interface of VR
Modeler. In general user interfaces represent a key con-
cept to computer applications and directly relate to the
usability of a given application [Schneiderman 1998].
The key concept of our interactive modeling system is
based on the fact that humans are not good at precise or
accurate operations in 3D. Therefore we developed our
VR Modeler as a so called monocular 3D modeling sys-
tem.

3.1 3D Model Representations

In the VR Modeler, an architectural building is repre-
sented as a set of different model representations. Vari-
ous representations can be found in [Bauer et al. 2002]
and [Klaus et al. 2002]. Our approach deals with the
following three types of model representations: marker
points, marker lines and 3D point clouds. This ordering
also reflects the complexity of the geometric primitives.
The following sections give a detailed description of the
mentioned representation types.

Marker Points

The extraction of marker points from image sequences is
related to the reconstruction problem, which is to identify
the 2D points in two images that are projections of the
same 3D point in the world. From corresponding points
within the image sequences the relative orientation and
the 3D positions of the corresponding points can be es-
timated. Once we have determined the relative orienta-
tion, additional 3D points can be easily extracted from
two 2D points in the image sequence, as illustrated in
Figure 3. In VR Modeler we distinguish between a semi
automatic and a fully automatic marker point extraction.
The semi automatic extraction is supported over an incre-
mental and straightforward process by a human operator.
Consequently the user defines marker points in the im-
age sequence over a simple point and click interface with
subpixel accuracy by zooming into the images.



The automatic marker point generation is based on a stan-
dard point- -of-interest detector introduced by Harris and
Stephens [Harris and Stephens 1988] followed by an au-
tomatic matching procedure [Brown et al. 2003]. The
output of both procedures is a direct assignment of 2D
marker points and their 3D counterpart.

Figure 3: Reconstruction of a 3D point from two 2D
points over a known relative orientation.

Marker Lines

Man-made objects, for example architectural buildings,
require the usage of so called marker lines for the mod-
eling step. Marker lines provide higher accuracy and are
simpler to localize during the modeling step than marker
points. The extraction of 2D line segments is based on
the method proposed by Rothwell et al. [Rothwell et al.
1995]. Utilizing this algorithm it is possible to extract
contour chains with subpixel accuracy. After applying a
RANSAC [Fischler and Bolles 1981] based line detec-
tion method for all extracted contour chains and an op-
timization step based on vanishing points [Bauer et al.
2002], we derive a set of 2D line segments. These line
segments in combination with the known relative orien-
tation represent the input for our automatic line match-
ing algorithm. The overall procedure of our 3D line
matching method is described in [Schmid and Zisserman
2000]. Similar to marker points the outcome of the algo-
rithm yields to a direct connection between 2D and 3D
marker lines.

3D Point Cloud

The generation of dense 3D point clouds from calibrated
images is performed by an iterative and hierarchical
matching procedure exploiting the already known epipo-
lar geometry between the images. For every sampling
point the matching procedure optimizes a cost function,
which contains the similarity between the template win-
dows and a regularization term to favor smooth surfaces
in textureless regions. Using a hierarchical approach

Figure 4: Automatically extracted 3D line set from the
Herz-Jesu church in Graz.

many problems with repetitive patterns, as often encoun-
tered with building facades, are resolved [Brown et al.
2003]. Figure 5 shows a 3D point cloud of the clock
tower on the castle hill in Graz.

Another possibility to incorporate 3D surfaces into the
VR Modeler is obviously achievable with 3D laser scan-
ning data.

3.2 Coarse 3D Models

The construction of coarse 3D models within VR Mod-
eler is an incremental process supported by an human
operator. Our approach allows the user to create 3D sur-
faces applying two different techniques.

The key concept of the first strategy is based on a selec-
tion of the interesting area of the scene by a human oper-
ator. In consideration of this segmentation issues a user
connects in the image space the available marker points
to a polygon, whereas the triangulation of the polygon
and the 3D surface generation is performed by our sys-
tem.

In a second method we emphasize marker lines to recon-
struct polygons from the image sequence. Consequently
the user supplies the input to the VR Modeler by speci-
fying and grouping the marker lines in one of the images
to facades, windows or doors. As a consequence of the
direct link between the 2D and 3D model representation
the 3D surface can be easily extracted.



Figure 5: 3D point cloud of the clock tower on the castle
hill in Graz.

Texturing

Typically, texturing the reconstructed polygon from one
image produce various disturbing artefacts, for instance
occlusions yield to incorrect textured polygons. There-
fore a multi view texturing approach [Bornik et al. 2002]
allows to texture a polygon from all images more accu-
rately and additionally increases the visual quality of the
scene. Hence the texture information of the polygon is
generated from all images in which the polygon is visi-
ble.

Results

Figure 6 shows a coarse model of the bell tower on the
castle hill in Graz. Note, that this model has been created
with the VR Modeler in 5 approximately minutes. This
time takes into account all 3D modeling steps except the
automatic orientation of the image sequence.

3.3 Detailed 3D Models

So far we have described the creation of a coarse model
of the scene, but in general a facade of an architectural
building will have additional geometric details which are
not presented in the basic model. Therefore this section is
dedicated to explain the creation of this detailed 3D mod-
els. As already outlined in section 3.1 we automatically
recover a 3D point cloud from the image sequence of the
scene. This point cloud and the marker points, respec-
tively the marker lines are further used as an input for

(a) Front side

(b) Back side

Figure 6: Two views of the reconstructed bell tower on
the castle hill in Graz.

our detailed modeling process. Note, that we obtain in
both cases a segmentation and interpretation of the scene
in meaningful units, like windows, doors or roofs. Addi-
tionally the the whole modeling procedure is supported
by a human operator.

As outlined the segmentation process to create a coarse
3D model is based on two different techniques. We ei-
ther utilize marker points or marker lines to obtain a seg-
mented area of the scene. Obviously the detailed recon-
struction is performed exclusively inside of this empha-
sized borderline. To obtain a polygonal 3D surface rep-
resentation a standard image-based triangulation method
can be finally performed.

Basically the algorithm works as follows: The already
known region of interest provides a set of 2D line seg-
ments. Each of this 2D line segment corresponds to a 3D
marker line, which is further utilized to construct an ob-
ject plane. In the next step the final plane parameters are
computed with a robust least-squares fit to the 3D lines
endpoints. Finally, the acquired object plane is merged
with the 3D point cloud, thus that we obtain a high res-
olution model of the segmented area of the scene. This



process is illustrated in Figure 7 where the red area indi-
cates the acquired object plane.

Figure 7: Illustration of the reconstruction process: All
selected marker lines are used to compute a object plane
which is merged with the previous extracted 3D point
cloud. The red area indicates the acquired plane.

Detailed modeling of the scene via marker points or
marker lines is advantageous for a number of reasons:

• Typical problems of area based modeling ap-
proaches are avoided, hence the final high resolution
model is free of disturbing outliers

• As a consequence of the previous mentioned con-
straints a significant increase of the performance can
be achieved

• Almost all architectural models can be easily cre-
ated by arrangement of various polygons

The first point represents the main advantage of our in-
teractive modeling system, which is shown in more detail
in the following section.

Results

Figure 8 illustrates the raw 3D point cloud, whereas in
Figure 9 the result of our detailed reconstruction ap-
proach is shown. Another high resolution model, which
presents the bell tower on the castle hill in Graz is il-
lustrated in Figure 10. As expected in both models the
segmented regions are free of disturbing artifacts.

3.4 User Interface

The automatic creation of digital 3D models from images
of real objects can be split into two main components:
the user component, which is represented by simple hu-
man interaction and the computer component which is
represented by more or less computational complex al-
gorithms. In general user interfaces are directly related
to the behavior of the human interaction. Therefore we
designed the user interface as a monocular 3D modeling
system, which emphasizes the advantages of 2D segmen-
tation and interpretation.

Figure 11 illustrates our implemented user interface
which contains two types of windows: image viewer
and model viewer. Typically the user supplies the input
to the program by utilizing the image viewer, whereas
the model viewer is used to verify the reconstruction
progress. The bottom image preview box comprises an
overview of the captured photographs, thus a human op-
erator can easily select the appropriate image for the re-
construction process.

Since the reconstruction problem is already solved a hu-
man operator can concentrate on the segmentation and
interpretation of the scene. Therefore the general idea
of the user interface is based on the fact that humans are
clumsy at simultaneously controlling multiple degrees of
freedom. Furthermore they are not good at precise or ac-
curate operations in 3D, especially with a 2D interface
such as a standard monitor and mouse. In contrast to hu-
mans computers are the better 3D operators, because they
are not limited to two eyes. Additionally, they are able to
handle multiple views simultaneously.

Due to this facts we implemented our user interface as
a monocular 3D modeling system, where the user is re-
sponsible for the segmentation and interpretation in 2D,
while the modeling system deals with the correspond-
ing 3D information. Another benefit of this concept is
that we obtain a full interpretation of the scene in logical
units, like windows, roofs, doors, facades etc. These are
the main differences between our user interface and those
proposed in [Debevec 1996] and [Leymarie et al. 1996].

4 Conclusion and Future Work

We have presented a method to semi-automatically re-
construct virtual environments from a set of photographs.
Furthermore we have discussed the underlying model
representations, as well as our incremental method for
3D model building. Consequently our approach can be
separated into two main components. The first compo-
nent is an convenient interactive modeling system to re-
cover a coarse geometric model of the scene. The second



Figure 8: Illustration of the Herz-Jesu church as a raw 3D point cloud.

Figure 9: Different views of the reconstruction result. In contrast to the previous illustration the reconstructed regions
are free of disturbing artifacts.

Figure 10: Two views of the front side of the bell tower represented as high resolution model.



Figure 11: Overview of the user interface of VR Modeler, implemented as a monocular 3D modeling system.

component represents a reconstruction system to gener-
ate an accurate high resolution model of the scene.

Additionally, in VR Modelerwe focus on the segmen-
tation and interpretation of the scene, which is supported
by an intelligent user interface. During the modeling pro-
cess the need for manual interaction should be minimized
to obtain a nearly automatic reconstruction. While the re-
sults are very promising and already satisfying for many
scenes, improvements both in the modeling as well as in
the user interface are suggested.

Future work includes evaluating the accuracy of geomet-
ric reconstructions and improve the functionality of the
user interface. Further we will concentrate on an almost
automatic 3D reconstruction based on additional knowl-
edge of the scene. Therefore it would be necessary to in-
tegrate standard recognition techniques into the 3D mod-
eling process.
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