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Abstract

Construction and facilities maintenance projects involve a large number of people and tasks with resource constraints and precedence constraints. This paper presents a new approach to model this problem as a resource-constrained multi-project scheduling problem (RCMPSP) with cost minimization. The scheduling problem is first decomposed into two sub-problems: schedule generation and sequencing. For the schedule generation problem, an effective forward and reverse schedule generation (FRSG) method is developed to generate a feasible solution for a given valid sequence. For the sequencing problem, a novel complete local search with memory approach embedded with FRSG is proposed to find the solution which has the best objective value. The proposed approach has been tested on the benchmark instances. Computational results show that it performs very well in terms of both effectiveness and efficiency.
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1. Introduction

Construction and facilities maintenance projects usually involve a large number of people and tasks with resource constraints and precedence constraints. This problem can be modeled as a resource-constrained multi-project scheduling problem (RCMPSP). The objective of multi-project scheduling is to allocate available resources to multiple projects and tasks with the highest efficiency and cost effectiveness. The problem belongs to the class of NP-hard [1] problems and it is very difficult to solve. Considerable efforts have been devoted to deal with the classical resource-constrained project scheduling problem (RCPSP) throughout the past decades [2-3]. Similar to machine scheduling, a representation was introduced for project scheduling. Classical project scheduling models were classified, along with their algorithms being surveyed. New models were also investigated for various applications. Other than these efforts, the research interest has been broadened to incorporate additional constraints from industrial applications, including: a pair of
activities must be separated by at least a given duration [4]; activities can be split during scheduling under situations where resources may be temporarily unavailable [5]; a schedule-dependent setup time is required depending on the assignment of resources to activities overtime [6].

Because of the complexity of RCMPSP problems, heuristic-based methods become very promising to construct a feasible and robust algorithm. Most of the existing heuristics methods can be roughly classified into two categories: the priority rule-based methods and the meta-heuristic-based approaches (such as genetic algorithms). Mendes [7] proposed a genetic algorithm in which the chromosome representation is based on random keys and the priorities of the activities are defined by a genetic algorithm. Mika [8] adopted simulated annealing and tabu search for a multi-mode RCPSP with discounted cash flows.

In this paper, a complete local search with memory approach is proposed for the resource-constrained multi-project scheduling problem (RCMPSP). The objective function is to minimize the cost of facilities maintenance considering setup cost, idle cost, and resource rate.

The rest of the paper is structured as follows: Section 2 presents a problem statement; Section 3 proposes a forward and reversed schedule generation (FRSG) method; Section 4 and Section 5 describe the proposed schedule generation approach and a complete local search with memory algorithm; Section 6 shows some experimental results; and finally, Section 6 provides some concluding remarks.

2. Problem Statement

The foundation of our work is based on the concept of task network. A traditional task network is composed by a set of tasks and a set of precedence relationships between the tasks. Precedence constrains the schedule in that an activity cannot start until all of its predecessors have finished. However, activities do not get completed on their own; instead, they consume resources during their progress. The scheduling problem becomes difficult to solve when the required resources have limited capacities because allocating scarce resources among competing activities adds significant complexity to the optimization objectives. We can transfer the RCMPSP to a classical RCPSP problem by combining all projects as one super project which contains all tasks from different projects as its activities. The resultant RCPSP problem for the above super project is NP-hard in strong sense and it is described as follows.

Let \( J = \{0, 1, \ldots, n, n+1\} \) denotes the set of activities to be scheduled and \( K = \{1, \ldots, k\} \) be the set of resources. Activities 0 and \( n+1 \) have a zero duration and represent two dummy activities – dummy source and dummy sink, respectively. The activities are interrelated by two types of constraints:

1. Precedence constraints force each activity \( j \) to be scheduled after all predecessor activities \( P_j \) are completed;

2. Activities require resources with limited capacities.

While being processed, activity \( j \) requires \( r_{j,k} \) units of resource \( k \in K \) during the whole period of its duration \( d_j \). The assumption we made is that no preemption is allowed. Resource type \( k \) has a limited capacity of \( R_k \) available all the time. The
parameters $d_j$, $r_{j,k}$ and $R_k$ are supposed to be integer, non-negative and deterministic. For the dummy source and the dummy sink, we have $d_o = d_{n+1} = 0$ and $r_{o,k} = r_{n+1,k} = 0$ for all $k \in K$. The precedence constraint denoted by $A = \{(i, j) \mid j \in J, i \in P_j\}$ records all precedence relationships among activities.

Solving the RCPSP problem means finding a schedule for the activities, taking into account precedence and resource constraints, while minimizing a certain objective function. Figure 1 shows an example of a project network, where the activities are presented on nodes and precedence are on directed arcs. A project network is denoted as $PN$. The resource requirements are given to top of each node and the total available numbers of resources are provided at the bottom of the network.

![Figure 1 A project network example](image)

In the FM system, solutions are represented in form of a precedence-feasible activity sequence $\pi(\pi_{[1]}, \ldots, \pi_{[n]})$ where $\pi_{[i]} \in J$ and $i$ is the index of an activity in the sequence. The *precedence-feasible activity sequence* is a sequence of activities satisfying the precedence constraints, i.e. any activity must have all its predecessors sequenced ahead. In the context of this paper, a precedence-feasible activity sequence is also called a valid sequence for short. For example, $(1, 4, 2, 3, 5, 6, 7, 8, 9, 10)$ and $(2, 5, 6, 1, 4, 7, 8, 3, 9, 10)$ are two valid sequences for the example project network in Figure 1.

Let $t_{[i]}$ represent the start time of activity $\pi_{[i]}$. A schedule for a valid sequence can be represented by a vector of start times $(t_{[1]}, \ldots, t_{[n]})$. For the same example, Figure 2 shows a feasible schedule with the makespan of 17.

The RCPSP can be decomposed two sub-problems: (1) the schedule generation problem, in which a feasible schedule for a given valid sequence is calculated and (2) the sequencing problem, in which a valid sequence is found to have the optimal schedule. The schedule generation problem is embedded in the sequencing problem. A forward and reverse schedule generation method is developed for the schedule generation problem and a complete local search with memory is proposed for the sequencing problem.
3. A Forward and Reverse Schedule Generation Method

Given a valid sequence, a schedule generation method is to generate a feasible schedule for the sequence and evaluate the obtained schedule. Two kinds of schedule generation schemes are adopted in the system: forward schedule and reverse schedule.

3.1 Forward Schedule Generation Procedure

A forward schedule $S_F$ is a mapping where $\pi_i, \cdots, \pi_n$ are mapped to a set of start times which are set to be as early as possible while obeying the resource constraints. The forward schedule generation procedure is described in Figure 3.

Procedure $FSG(\pi, A)$

/* $\pi$ is a valid sequence and $A$ is the set of all precedence constraints in the project*/
1. $t_{[0]} \leftarrow 0$;
2. For $i = 1$ to $n + 1$
   Find the earliest feasible start time $t_{[i]}$ for $\pi_i$;
3. Return $t_{[0]}, \cdots, t_{[n+1]}$

Figure 3 Procedure for calculating the forward schedule

3.2 Reverse Schedule Generation Procedure

The reverse schedule $S_R$ is developed based on the forward schedule scheme by reversing all the precedence in the project network and the given valid sequence. A reversed project network $PN^R$ is the network with all the precedence linkages reversed, i.e. an activity’s predecessors in the original network become successors and its successors are changed to predecessors (as shown Figure 4). The reversed precedence constraint set $A^R$ can be obtained by $A^R \leftarrow \{(j, i) \mid (i, j) \in A\}$. Similarly, a reverse sequence $\pi^R$ is to reverse the order of activities in the valid sequence, i.e. $\pi^R_{[i]} \leftarrow \pi^{-1}_{[n+1-i]}$. For example, the reverse of the sequence $(1,2,3,4)$ is $(4,3,2,1)$.

Theorem If $\pi$ is a precedence-feasible sequence for the project network $PN$, then $\pi^R$ must be a precedence-feasible sequence for $PN^R$.

Proof Suppose the index of an activity $i$ in $\pi$ and $\pi^R$ is denoted as $index(i)$
and \( \text{index}^R(i) \), respectively. For any \((i, j) \in A\), \( \text{index}(i) < \text{index}(j) \) must be satisfied since \( \pi \) is a precedence-feasible sequence. Because \( PN^R \) is obtained by reversing all precedence constraints, i.e. \( A^R \leftarrow \{(j, i) \mid (i, j) \in A\} \), for any \((j, i) \in A^R\), \( \text{index}(i) < \text{index}(j) \) must be true. Since \( \text{index}^R(i) = (n + 1) - \text{index}(i) \), then \( \text{index}^R(j) < \text{index}^R(i) \) must be true. Therefore, \( \pi^R \) must be a precedence-feasible sequence for \( PN^R \). □

The procedure to generate a reverse schedule is described in Figure 5.

---

**Figure 4** The reverse project network and reverse sequence

---

**Procedure** \( RFSG(\pi, A) \)

/* \( \pi \) is a valid sequence and \( A \) is the set of all precedence constraints in the project*/

1. \( A^R \leftarrow \{(j, i) \mid (i, j) \in A\}, \quad \pi^R \leftarrow \pi_{[n+1-i]} \) \((i = 0, \ldots, n + 1)\);
2. \((t'_0, \ldots, t'_n) \leftarrow FSG(\pi^R, A^R)\);
3. \( C_{\text{max}} \leftarrow t'_0 \);
4. \( t_0, \ldots, t_{n+1} \leftarrow (C_{\text{max}} - t'_0 - d_0, \ldots, C_{\text{max}} - t'_{n+1} - d_{n+1})\)
5. Return \( t_0, \ldots, t_{n+1} \)

---

**Figure 5** Procedure for calculating the reverse schedule

Step 4 in Figure 5 guarantees the timetable returned by \( RFSG(\pi, A) \) is the feasible timetable of \( \pi \) for the project network \( PN \).

3.3 The Definition of the Objective Function

The classical RCPSP considers makespan as its objective function, i.e., the completion time of the last activity. But in the real world, cost has a higher priority to consider. In the facilities maintenance management system, three economic factors are concerned, i.e., setup cost, idle cost, and resource rate.

Setup cost is the cost for preparing and initiating a resource. \( C_{\text{setup}}^k \) denotes the setup cost of a resource \( k \in K \). If two consecutive activities are processed on the
same resource with the waiting time less than a certain threshold, only one setup cost \( C^\text{setup}_k \) is charged. The waiting time threshold is denoted as \( \lambda^\text{setup} \).

Idle cost is charged when a resource is not used by any of the activities. \( C^\text{idle}_k \) denotes the idle cost of a resource \( k \in K \).

For certain types of resources such as crafts and labor, the resource rate is calculated based on payment rates that are checked out every time increment. Such kind of resources has no idle cost, but the length of their continuously working time affects greatly on the project budget. Resource rate is the cost for continuously using a resource per time increment. The total resource utilization cost is calculated based on time increments and a portion of the time increment will be rounded into a full time increment. \( C^\text{rate}_k \) denotes the payment rate and \( \lambda^\text{rate}_k \) denotes the time increment for a resource \( k \in K \). For a resource \( k \) which keeps working for \( m \) time units, the total rate cost is \( C^\text{rate}_k \times \left\lfloor \frac{m}{\lambda^\text{rate}_k} \right\rfloor \).

In order to take these three cost aspects into account for the optimization, the resource assignment interval list should be discussed first.

![Figure 6 An example of the resource utilization distribution list](image)

The resource utilization distribution list \( I_k \) is a set of binary vectors \(<[s,e],l>\) which means the number of resources \( k \) being used during interval \([s,e]\) is \( l \). \( I_k \) describes the profile of the Gantt chart on resources \( k \). For the sake of convenience, two consecutive vectors do not share the same value of \( l \), i.e., any two consecutive vectors \(<[s_i,e_i],l_i>\) and \(<[s_j,e_j],l_j>\) must have \( l_i \neq l_j \). For example, \( I_1 = <[0,5],1>,<[5,6],3>,<[6,11],2>,<[11,12],3>,<[12,15],1> \) (as shown in Figure 6) for the schedule in Figure 2.

Based on \( I_k \), the total setup cost on resource \( k \) can be calculated by the function in Figure 7.

<table>
<thead>
<tr>
<th>Function</th>
<th>TotalSetupCost(k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>( TSC \leftarrow 0 );</td>
</tr>
<tr>
<td>2.</td>
<td>For ( i = 0 ) to ( \vert I_k \vert -1 )</td>
</tr>
<tr>
<td>2.1</td>
<td>( TSC \leftarrow TSC + C^\text{setup}_k \times l_i ), ( X \leftarrow 0 )</td>
</tr>
<tr>
<td>2.2</td>
<td>For ( j = i-1 ) to 0</td>
</tr>
<tr>
<td></td>
<td>If ( s_i - e_j \leq \lambda^\text{setup} ), ( X_{\text{overcharge}} \leftarrow C^\text{setup}_k \times l_j );</td>
</tr>
<tr>
<td></td>
<td>If ( X_{\text{overcharge}} &gt; X ), ( X \leftarrow X_{\text{overcharge}} )</td>
</tr>
<tr>
<td></td>
<td>Else break;</td>
</tr>
<tr>
<td>2.3</td>
<td>( TSC \leftarrow TSC - X )</td>
</tr>
</tbody>
</table>
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3. Return TSC

Figure 7 Procedure for calculating the reverse schedule

The total idle cost on resource $k$ can be calculated by

$$\sum_{i=0}^{l_i} C_{k}^{idle} \times (e_i - s_i) \times (R_k - l_i).$$

The total rate cost on resource $k$ can be calculated by

$$\sum_{i=0}^{l_i} C_{k}^{rate} \times l_i \times \left(\frac{(e_i - s_i)}{\lambda_k^{rate}}\right).$$

Therefore, the objective function can be calculated as:

$$F \leftarrow \sum_{i=1}^{l_i} (Total\ Setup\ Cost(k)) + \sum_{i=0}^{l_i} C_{k}^{idle} \times (e_i - s_i) \times (R_k - l_i) + \sum_{i=0}^{l_i} C_{k}^{rate} \times l_i \times \left(\frac{(e_i - s_i)}{\lambda_k^{rate}}\right).$$

3.4 Forward and Reverse Schedule Generation Method

The procedure of the forward and reverse schedule generation method consists of three steps:

1) Calculate the forward schedule $S_f$ of the given valid sequence and its objective function value.

2) Calculate the reverse schedule $S_r$ of the given valid sequence and its objective function value.

3) The schedule with the smaller objective function value is selected as the final schedule of the given sequence.

4. The Complete Local Search with Memory Method

There are three containers in the algorithm: (1) NEWGEN, which accommodates the newly found valid sequences which will be explored in the current iteration; (2) NEIGHBOR, which accommodates the neighbors of the sequences in NEWGEN; and (3) DEAD, which accommodates all the explored valid sequences to avoid recalculating.

CLLM starts with a random valid sequence as the initial solution and puts it into NEWGEN. DEAD and NEIGHBOR are all empty at the beginning. The following process is iterated:

1) Generate valid sequence for NEWGEN.
   a. If NEWGEN is empty, the algorithm stops;
   b. The algorithm generates neighbors for all solutions in NEWGEN and check for their validness so that only the precedence-feasible neighbors are put into NEIGHBOR; if NEIGHBOR is not full. Two methods are used to generate potential neighbors: one-insertion and the partial pair-wise exchange. The former method simply picks up an activity and moves it to every possible slot once at a time; the latter one generates neighbors by just swapping two activities in the sequence.

2) Empty NEWGEN.

3) Look through sequences contained in NEIGHBOR and check whether they are “good” enough.
   a. Check each valid sequence in NEIGHBOR; if it is not in DEAD, we assume it is “good”.
   b. Calculate a schedule for a “good” sequence using the forward and reverse schedule generation method.
c. The schedules with objective function value lower than a certain threshold value are transported to NEWGEN for the next iteration and the others are moved into DEAD. We notice that a small threshold value (for example, the best-so-far objective function value) turns the algorithm to a greedy search and stops very soon whereas a large-enough threshold value could lead to an enumerative search. Therefore, we use $F \times (\tau + 1)$ as the threshold value where $F$ is the best-so-far objective function value and the speed of search and optimality of the solution can be adjusted by factor $\tau$.

4) Empty NEIGHBOR.
If no improvement has been made for a certain number of successive iterations $N_{\text{max}}$, the algorithm stops; otherwise go to the first step and repeat the process.

5. Computational Experiments
The proposed algorithm was implemented in Java on a Pentium 4 processor with the operating system, Windows XP. The algorithms are tested on the well-known benchmark instances [9]. Three levels of the number of activities are selected at 30, 60, 90 for the J30, J60, J90 problem sets, respectively. Each of the set contains 480 instances.

The experimental results are evaluated by a percentage relative deviation to the initial solution (PRDI), defined as follows.

$$PRDI = \frac{F_I - F_{\text{ALG}}}{F_I} \times 100\%$$

$F_{\text{ALG}}$ is the objective function value of a solution obtained by the proposed algorithm. $F_I$ is the objective function value of the initial solution.

To determine reasonable parameters for the proposed CLM, 10 small instances (j301.1-j301.10) are tested with a variety of parameters. Those parameters are $\tau$ (the threshold value factor) and $N_{\text{max}}$ (the maximum number of non-improved iterations). All experiments are repeated 10 times. Parameters are selected according to their effects on APRDI (average percentage relative deviation to initial solution) and CPU is the time requirement of the solutions, where APRDI is defined as follows.

$$APRDI = \frac{F_I - F_{\text{AVG}}}{F_I} \times 100\%$$

Where $F_{\text{AVG}}$ is the average objective function value for an instance, which implies the overall performance of the algorithm.

The threshold value $F_{\text{heat}} \times (\tau + 1)$ decides if a solution is good or not ($F_{\text{heat}}$ is best-so-far objective value). The algorithm becomes a greedy search when the threshold value is small (for example, the best-so-far objective value) and stops very soon, whereas the algorithm becomes an enumerative search if the threshold is large enough. Figure 8 indicates that the bigger $\tau$ the better results, the bigger $\tau$ the more time-consuming. To balance the efficiency and the effectiveness of the algorithm, according to the experiments, 0.1 is reasonable for $\tau$.

$N_{\text{max}}$ is one of the termination conditions. It exerts influence on both the efficiency and effectiveness of the algorithm. Figure 9 indicates that the larger $N_{\text{max}}$,
the better the results, the more CPU time. Therefore, \( N_{\text{max}} \) is set to 50 which sets a good trade-off between the efficiency and the effectiveness.

Based on the above the parameters, all the total 1440 instances are tested with the results shown in Table 1. 4 measurements are taken into account, which are \( \text{APRPDI} \), \( \text{PRDI}^{\text{best}} \) (the largest PRDI value), \( T^{\text{AVG}} \) (the average CPU time, in seconds) and \( T^{\text{best}} \) (the best CPU time, in seconds).

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \text{APRPDI} ) (%)</th>
<th>( \text{PRDI}^{\text{best}} ) (%)</th>
<th>( T^{\text{AVG}} ) (s)</th>
<th>( T^{\text{best}} ) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>15.2</td>
<td>40.6</td>
<td>27</td>
<td>0.7</td>
</tr>
<tr>
<td>60</td>
<td>14.1</td>
<td>37.8</td>
<td>128.7</td>
<td>9.4</td>
</tr>
<tr>
<td>90</td>
<td>13.2</td>
<td>34.6</td>
<td>266</td>
<td>41.9</td>
</tr>
</tbody>
</table>

Table 1 illustrates that the proposal algorithm can achieve the improvement of 15.2% in average for small instances of size 30, where the best improvement percentage is 40.6%. The CPU time requirement is 27 seconds in average and merely 0.7 second for some instances. For instances of size 60, the proposed algorithm can improve the initial solution by 14.1% in average and 37.8% at most. The CPU time requirement for J60 is 128.7 seconds in average and 9.4 at least. For the large instances of size 90, the proposed algorithm can achieve the improvement of 13.2% in average and 34.6% at most. The CPU time requirement for J90 is 266 seconds in average and 41.9 seconds at least.

6. Conclusions
In this paper, a complete local search with memory algorithm is proposed for the resource-constrained multi-project scheduling problem. The goal is to minimize the objective function value which involves applicable economic factors such as setup cost, idle cost, and resource rate. A generic meta-heuristic framework for the
considered problem is adopted by decomposing the problem into the schedule generation problem and the sequencing problem, which are then solved by an effective forward and reverse schedule generation (FRSG) method and the proposed complete local search with memory (CLM), respectively. The proposed algorithm has been tested on the well-known benchmark instances. Reasonable parameters of CLM are determined by experiments to get a good balance between effectiveness and efficiency. For each instance, the final objective function value found during the search process is compared to the one of the initial solution to show the improvement that the algorithm can achieve. Meanwhile, since the CPU time consumed by the complete search increases significantly with the problem size, computation time is chosen as another indicator for measuring the algorithm’s performance. The experiment results also prove the applicability for using the proposed approach in facilities maintenance management.
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