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Abstract

The expressive power of a Gaussian process (GP) model comes at a cost of poor scalability in the data size. To improve its scalability, this paper presents a low-rank-cum-Markov approximation (LMA) of the GP model that is novel in leveraging the dual computational advantages stemming from complementing a low-rank approximate representation of the full-rank GP based on a support set of inputs with a Markov approximation of the resulting residual process; the latter approximation is guaranteed to be closest in the Kullback-Leibler distance criterion subject to some constraint and is considerably more refined than that of existing sparse GP models utilizing low-rank representations due to its more relaxed conditional independence assumption (especially with larger data). As a result, our LMA method can trade off between the size of the support set and the order of the Markov property to (a) incur lower computational cost than such sparse GP models while achieving predictive performance comparable to them and (b) accurately represent features/patterns of any scale. Interestingly, varying the Markov order produces a spectrum of LMAs with PIC approximation and full-rank GP at the two extremes. An advantage of our LMA method is that it is amenable to parallelization on multiple machines/cores, thereby gaining greater scalability. Empirical evaluation on three real-world datasets in clusters of up to 32 computing nodes shows that our centralized and parallel LMA methods are significantly more time-efficient and scalable than state-of-the-art sparse and full-rank GP regression methods while achieving comparable predictive performances.

1 Introduction

Gaussian process (GP) models are a rich class of Bayesian non-parametric models that can perform probabilistic regression by providing Gaussian predictive distributions with formal measures of the predictive uncertainty. Unfortunately, a GP model is handicapped by its poor scalability in the size of the data, hence limiting its practical use to small data. To improve its scalability, two families of sparse GP regression methods have been proposed: (a) Low-rank approximate representations (Hensman, Fusi, and Lawrence 2013; Lázaro-Gredilla et al. 2010; Quiñonero-Candela and Rasmussen 2005; Snelson and Ghahramani 2007) of the full-rank GP (FGP) model are well-suited for modeling slowly-varying functions with large correlation and can use all the data for predictions. But, they require a relatively high rank to capture small-scale features/patterns (i.e., of small correlation) with high fidelity, thus losing their computational advantage. (b) In contrast, localized regression and covariance tapering methods (e.g., local GPs (Park, Huang, and Ding 2011) and compactly supported covariance functions (Furrer, Genton, and Nychka 2006)) are particularly useful for modeling rapidly-varying functions with small correlation. However, they can only utilize local data for predictions, thereby performing poorly in input regions with little/no data. Furthermore, to accurately represent large-scale features/patterns (i.e., of large correlation), the locality/tapering range has to be increased considerably, thus sacrificing their time efficiency.

Recent sparse GP regression methods (Chen et al. 2013; Snelson and Ghahramani 2007) have unified approaches from the two families described above to harness their complementary modeling and predictive capabilities (hence, eliminating their deficiencies) while retaining their computational advantages. Specifically, after approximating the FGP (in particular, its covariance matrix) with a low-rank representation based on the notion of a support set of inputs, a sparse covariance matrix approximation of the resulting residual process is made. However, this sparse residual covariance matrix approximation imposes a fairly strong conditional independence assumption given the support set since the support set cannot be too large to preserve time efficiency (see Remark 2 after Proposition 1 in Section 3). In this paper, we argue that such a strong assumption is an overkill: It is in fact possible to construct a more refined, dense residual covariance matrix approximation by exploiting a Markov assumption and, perhaps surprisingly, still achieve scalability, which distinguishes our work here from existing sparse GP regression methods utilizing low-rank representations (i.e., including the unified approaches) described earlier. As a result, our proposed residual covariance matrix approximation can significantly relax the conditional independence assumption (especially with larger data; see Remark 1 after Proposition 1 in Section 3), hence potentially improving the predictive performance.
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This paper presents a low-rank-cum-Markov approximation (LMA) of the FGP model (Section 3) that is novel in leveraging the dual computational advantages stemming from complementing the reduced-rank covariance matrix approximation based on the support set with the residual covariance matrix approximation due to the Markov assumption; the latter approximation is guaranteed to be closest in the Kullback-Leibler distance criterion subject to some constraint. Consequently, our proposed LMA method can trade off between the size of the support set and the order of the Markov property to (a) incur lower computational cost than sparse GP regression methods utilizing low-rank representations with only the support set size (e.g., (Chen et al. 2013; Snelson and Ghahramani 2007)) or number of spectral points (Lázaro-Gredilla et al. 2010) as the varying parameter while achieving predictive performance comparable to them and (b) accurately represent features/patterns of any scale. Interestingly, varying the Markov order produces a spectrum of LMAs with the partially independent conditional (PIC) approximation (Chen et al. 2013; Snelson and Ghahramani 2007) and FGP at the two extremes. An important advantage of LMA over most existing sparse GP regression methods is that it is amenable to parallelization on multiple machines/cores, thus gaining greater scalability for performing real-time predictions necessary in many time-critical applications and decision support systems (e.g., ocean sensing (Cao, Low, and Dolan 2013; Dolan et al. 2009; Low, Dolan, and Khosla 2008; 2009; 2011; Low et al. 2012; Podnar et al. 2010), traffic monitoring (Chen et al. 2012; Chen, Low, and Tan 2013; Huang et al. 2014a; 2014b; Low et al. 2014a; 2014b; Ouyang et al. 2014; Xu et al. 2014; Yu et al. 2012)). Our parallel LMA method is implemented using the message passing interface (MPI) framework to run in clusters of up to 32 computing nodes and its predictive performance, scalability, and speedup are empirically evaluated on three real-world datasets (Section 4).

### 2 Full-Rank Gaussian Process Regression

Let \( \mathcal{X} \) be a set representing the input space such that each input \( x \in \mathcal{X} \) denotes a \( d \)-dimensional feature vector and is associated with a realized output value \( y_x \) (random output variable \( Y_x \)) if it is observed (unobserved). Let \( \{Y_x\}_{x \in \mathcal{X}} \) denote a GP, that is, every finite subset of \( \{Y_x\}_{x \in \mathcal{X}} \) follows a multivariate Gaussian distribution. Then, the GP is fully specified by its prior mean \( \mu_x \triangleq \mathbb{E}[Y_x] \) and covariance \( \sigma_{xx'} \triangleq \text{cov}[Y_x, Y_{x'}] \) for all \( x, x' \in \mathcal{X} \). Supposing a column vector \( y_D \) of realized outputs is observed for some set \( D \subset \mathcal{X} \) of inputs, a full-rank GP (FGP) model can perform probabilistic regression by providing a Gaussian posterior/predictive distribution

\[
N(\mu_U + \Sigma_{UD}(\Sigma_{DD}^{-1}(y_D - \mu_D)), \Sigma_{UU} - \Sigma_{UD}(\Sigma_{DD}^{-1}) \Sigma_{DU})
\]

of the unobserved outputs for any set \( U \subseteq \mathcal{X} \setminus D \) of inputs where \( \mu_U \) (\( \mu_D \)) is a column vector with mean components \( \mu_x \) for all \( x \in U \) (\( x \in D \)), \( \Sigma_{UD} \) (\( \Sigma_{DD} \)) is a covariance matrix with covariance components \( \sigma_{xx'} \) for all \( x, x' \in D \). (\( x, x' \in D \)), and \( \Sigma_{DU} = \Sigma_D^\top \mu_D \). The chief limitation hindering the practical use of the FGP regression method is its poor scalability in the data size \( |D| \): Computing the Gaussian posterior/predictive distribution requires inverting \( \Sigma_{DD} \), which incurs \( O(|D|^3) \) time. In the next section, we will introduce our proposed LMA method to improve its scalability.

### 3 Low-Rank-cum-Markov Approximation

\( \hat{Y}_x \triangleq \Sigma_{SS}^{-1}\Sigma_{SB}Y_S \) is a reduced-rank approximation representation of \( \tilde{Y}_x \) based on a support set \( S \subset \mathcal{X} \) of inputs and its finite-rank covariance function is \( \text{cov}[\tilde{Y}_x, \tilde{Y}_x'] = \Sigma_{SS}^{-1}\Sigma_{SS'} \) for all \( x, x' \in \mathcal{X} \). Then, \( \hat{Y}_x = \tilde{Y}_x - \hat{Y}_x \) is the residual of the reduced-rank approximation and its covariance function is thus \( \text{cov}[\tilde{Y}_x, \tilde{Y}_x'] = \Sigma_{SS}^{-1}\Sigma_{SS'} \).

Define

\[ Q_{BB'} \triangleq \Sigma_{BS}^{-1}\Sigma_{SB} \text{ and } R_{BB'} \triangleq \Sigma_{BB'} - Q_{BB'} \]

for all \( B, B' \subset \mathcal{X} \). Then, a covariance matrix \( \Sigma_{VV} \) for the set \( V \triangleq D \cup U \subset \mathcal{X} \) of inputs (i.e., associated with realized outputs \( y_D \) and unobserved random outputs \( y_U \)) can be decomposed into a reduced-rank covariance matrix approximation \( Q_{VV} \) and the resulting residual covariance matrix \( R_{VV} \), that is, \( \Sigma_{VV} = Q_{VV} + R_{VV} \). As discussed in Section 1, existing sparse GP regression methods utilizing low-rank representations (i.e., including unified approaches) approximate \( R_{VV} \) with a sparse matrix. In contrast, we will construct a more refined, dense residual covariance matrix approximation by exploiting a Markov assumption to be described next.

Let the set \( D \cup U \) of inputs be partitioned evenly into \( M \) disjoint subsets \( D_1, \ldots, D_M \) such that the outputs \( y_{D_m} \) and \( y_{U_m} \) are as highly correlated as possible for \( m = 1, \ldots, M \). Let \( V_m \triangleq D_m \cup U_m \). Then, \( V = \bigcup_{m=1}^M V_m \).

The key idea of our low-rank-cum-Markov approximation (LMA) method is to approximate the residual covariance matrix \( R_{VV} \) by a block matrix \( \tilde{R}_{VV} \) partitioned into \( M \times M \) square blocks, that is, \( \tilde{R}_{VV} \triangleq [\tilde{R}_{V_m V_n}]_{n=1,...,M} \) where

\[
\tilde{R}_{V_m V_n} \triangleq \begin{cases} 
R_{V_m V_n} & \text{if } |m-n| \leq B, \\
R_{V_m V_n}R_{D_m D_n}^{-1}R_{D_n U_n} & \text{if } |m-n| > B > 0, \\
0 & \text{if } |m-n| > B;
\end{cases}
\]

such that \( B \in \{0, \ldots, M-1\} \) denotes the order of the Markov property imposed on the residual process \( \{\tilde{Y}_x\}_{x \in D} \) to be detailed later, \( D_B \triangleq \bigcup_{k=m+1}^{\min(m+B,M)} D_k \), and 0 denotes a square block comprising components of value 0.

To understand the intuition underlying the approximation in (1), Fig. 1a illustrates a simple case of \( \tilde{R}_{VV} \) with \( B = 1 \) and \( M = 4 \) for ease of exposition: It can be observed that only the blocks \( \tilde{R}_{V_m V_n} \) outside the \( B \)-block band of \( R_{VV} \) (i.e., \( |m-n| > B \)) are approximated, specifically, by unshaded blocks \( \tilde{R}_{V_m V_n} \), being defined as a recursive series of \( |m-n| - B \) reduced-rank residual covariance matrix approximations (1). So, when an unshaded block \( \tilde{R}_{V_m V_n} \) is
By approximating $\Sigma_{VV}$ with $\Sigma_{VV}$, our LMA method utilizes the data $(D, y_D)$ to predict the unobserved outputs for any set $\mathcal{U} \subseteq \mathcal{X} \setminus \mathcal{D}$ of inputs and provide their corresponding predictive uncertainties using the following predictive mean vector and covariance matrix, respectively:

\[
\begin{align*}
\hat{\mu}_{\mathcal{U}}^{\text{LMA}} & \triangleq \mu_{\mathcal{U}} + \Sigma_{\mathcal{UD}} \Sigma_{\mathcal{DD}}^{-1} (y_{\mathcal{D}} - \mu_{\mathcal{D}}) \quad (3) \\
\Sigma_{\mathcal{UU}}^{\text{LMA}} & \triangleq \Sigma_{\mathcal{UU}} - \Sigma_{\mathcal{UD}} \Sigma_{\mathcal{DD}}^{-1} \Sigma_{\mathcal{DU}} \quad (4)
\end{align*}
\]

where $\Sigma_{\mathcal{UD}}$, $\Sigma_{\mathcal{UD}}$, and $\Sigma_{\mathcal{DD}}$ are obtained using (2), and $\Sigma_{\mathcal{DU}} = \Sigma_{\mathcal{DU}}^\top$. If $\Sigma_{\mathcal{DD}}$ in (3) and (4) is inverted directly, then it would still incur the same $O(|D|^3)$ time as inverting $\Sigma_{\mathcal{DD}}$ in the FGP regression method (Section 2). In the rest of this section, we will show how this scalability issue can be resolved by leveraging the computational advantages associated with both the reduced-rank covariance matrix approximation $Q_{DD}$ based on the support set $\mathcal{S}$ and our proposed residual covariance matrix approximation $\overline{R}_{DD}$ due to $B$-th order Markov assumption after decomposing $\overline{R}_{DD}$.

It can be observed from $\overline{R}_{VV}$ (1) that $\overline{R}_{DD}$ is approximated by a block matrix $\overline{R}_{DD} = [\overline{R}_{D_mD_n}]_{m,n=1,...,M}$ where $\overline{R}_{D_mD_n}$ is a submatrix of $\overline{R}_{VV}$, obtained using (1).

**Proposition 1** Block matrix $\overline{R}_{DD}$ is $B$-block-banded, that is, any block outside its $B$-block band is 0 (e.g., Fig. 1b).

Its proof follows directly from a block-banded matrix result of Asif and Moura (2005) (specifically, Theorem 3).

**Remark 1** In the same spirit as a Gaussian Markov random process, imposing a $B$-th order Markov property on residual process $\{Y_x\}_{x \in \mathcal{D}}$ is equivalent to approximating $R_{DD}$ by $\overline{R}_{DD}$ whose inverse is $B$-block-banded (Fig. 1b). That is, if $|m-n| < B$, $Y_{D_m}$ and $Y_{D_n}$ are conditionally independent given $Y_{S \cup D \setminus (D_m \cup D_n)}$. Such a conditional independence assumption thus becomes more relaxed with larger data. More importantly, this $B$-th order Markov assumption or, equivalently, sparsity of $B$-block-banded $\overline{R}_{DD}$ is the key to achieving scalability, as shown in the proof of Theorem 2 later.

**Remark 2** Though $\overline{R}_{DD}$ is sparse, $\overline{R}_{DD}$ is a dense residual covariance matrix approximation if $B > 0$. In contrast, the sparse GP regression methods utilizing low-rank representations (i.e., including unified approaches) utilize a sparse residual covariance matrix approximation (Section 1), hence imposing a significantly stronger conditional independence assumption than LMA. For example, PIC (Chen et al. 2013; Snelson and Ghahramani 2007) assumes $Y_{D_m}$ and $Y_{D_n}$ to be conditionally independent given only $Y_S$ if $|m-n| > 0$.

The next result reveals that, among all $|D| \times |D|$ matrices whose inverse is $B$-block-banded, $\overline{R}_{DD}$ approximates $R_{DD}$ most closely in the Kullback-Leibler (KL) distance criterion, that is, $\overline{R}_{DD}$ has the minimum KL distance from $R_{DD}$:

**Theorem 1** Let KL distance $D_{KL}(R, \hat{R}) \triangleq \tfrac{1}{2}(\text{tr}(R\hat{R}^{-1}) - \log |R\hat{R}^{-1}| - |D|)$ between two $|D| \times |D|$ positive definite matrices $R$ and $\hat{R}$ measure the error of approximating $R$ with $\hat{R}$. Then, for any matrix $\hat{R}$ whose inverse is $B$-block-banded, $D_{KL}(R_{DD}, \hat{R}) \geq D_{KL}(\overline{R}_{DD}, \overline{R}_{DD})$.

Its proof is in Appendix A. Our main result in Theorem 2 be-
low exploits the sparsity of $\mathcal{R}_{\mathcal{D}}^{-1}$ (Proposition 1) for deriving an efficient formulation of LMA, which is amenable to parallelization on multiple machines/cores by constructing and communicating the following summary information:

**Definition 1 (Local Summary)** The $m$-th local summary is defined as a tuple $(\ddot{y}_m, \dot{R}_m, \Sigma_S, \Sigma_U)$ where

$\ddot{y}_m \triangleq y_m - \mu_m - R_{Dm}^{-1} y_m^u$,
$\dot{R}_m \triangleq (R_{Dm} - R_{Dm}^{-1} y_m^u y_m^u R_{Dm} - R_{Dm}^{-1} y_m^u)^{-1}$,
$\Sigma_S \triangleq \Sigma_{DD} - \dot{R}_m^{-1} R_{Dm}^{-1} \Sigma_{SS} R_{Dm}^{-1} \dot{R}_m^{-1}$,
$\Sigma_U \triangleq \Sigma_{DD} - \dot{R}_m^{-1} R_{Dm}^{-1} \Sigma_{US} R_{Dm}^{-1} \dot{R}_m^{-1}$

such that $R_{Dm}^{-1} \triangleq R_{Dm}^{-1} R_{Dm}^{-1}$.

**Definition 2 (Global Summary)** The global summary is defined as a tuple $(\ddot{y}_S, \dot{Y}, \Sigma_{SS}, \Sigma_{SU}, \Sigma_{UU})$ where

$\ddot{y}_S \triangleq \sum_{m=1}^M (\Sigma_{SS}^{-1})^\top \dot{R}_m \ddot{y}_m$,
$\dot{Y} \triangleq \sum_{m=1}^M (\Sigma_{SU}^{-1})^\top \dot{R}_m \ddot{y}_m$,
$\Sigma_{SS} \triangleq \Sigma_{SS} + \sum_{m=1}^M (\Sigma_{SS}^{-1})^\top \dot{R}_m \ddot{y}_m$,
$\Sigma_{SU} \triangleq \sum_{m=1}^M (\Sigma_{SU}^{-1})^\top \dot{R}_m \ddot{y}_m$,
$\Sigma_{UU} \triangleq \sum_{m=1}^M (\Sigma_{UU}^{-1})^\top \dot{R}_m \ddot{y}_m$.

**Theorem 2** For $B > 0$, $\mu^{LMA}_m, (3)$ and $\Sigma^{LMA}_{SU}, (4)$ can be reduced to $\mu^{LMA}_m = \mu + \dot{Y} - \Sigma_{SU} \Sigma_{SS} \ddot{y}_S$ and $\Sigma^{LMA}_{SU} = \Sigma_{UU} - \Sigma_{SU} \Sigma_{SS} \Sigma_{SU}^{-1} \Sigma_{UU}$.

Its proof in Appendix B essentially relies on the sparsity of $\mathcal{R}_{\mathcal{D}}^{-1}$ and the matrix inversion lemma.

**Remark 1.** To parallelize LMA, each machine/core $m$ constructs and uses the $m$-th local summary to compute the $m$-th summation terms in the global summary, which are then communicated to a master node. The master node constructs and communicates the global summary to the $M$ machines/cores, specifically, by sending the tuple $(\ddot{y}_S, \dot{Y}, \Sigma_{SS}, \Sigma_{SU}, \Sigma_{UU})$ to each machine/core $m$.

Finally, each machine/core $m$ uses this received tuple to predict the unobserved outputs for the set $U_m$ of inputs and provide their corresponding predictive uncertainties using $\mu^{LMA}_m, (3)$ and $\Sigma^{LMA}_{SU}, (4)$, respectively. Computing $\Sigma_{SU}$ and $\Sigma_{UU}$ terms in the local summary can also be parallelized due to their recursive definition (i.e., (1) and (2)), as discussed in Appendix C. This parallelization capability of LMA shows another key advantage over existing sparse GP regression methods\(^2\) in gaining scalability.

**Remark 2.** Supposing $M, |U|, |S| \leq |D|$, LMA can compute $\mu^{LMA}$ and $(\Sigma^{LMA}_{SU})$ distributedly in $O(|S|^3 + (|U|/|D|) |S|^2 + |U|(|D|/|M|) (|S| + |B|/|D|/|M|))$ time using $M$ parallel machines/cores and sequentially in $O(|D||S|^2 + |B||D||D|M| + |U|(|D||S| + |B|/|D|/|M|))$ time on a single centralized machine. So, our LMA method incurs cubic time in support set size $|S|$ and Markov order $B$. Increasing the number $M$ of parallel machines/cores and blocks reduces the incurred time of our parallel and centralized LMA methods, respectively. Without considering communication latency, the speedup\(^3\) of our parallel LMA method grows with increasing $M$ and training data size $|D|$; to explain the latter, unlike the additional $O(|D||S|^2)$ time of our centralized LMA method that increases with more data, parallel LMA does not have a corresponding $O(|D||M||S|^2)$ term.

**Remark 3.** Predictive performance of LMA is improved by increasing the support set size $|S|$ and/or Markov order $B$ at the cost of greater time overhead. From Remark 2, since LMA incurs cubic time in $|S|$ as well as in $B$, one should trade off between $|S|$ and $B$ to reduce the computational cost while achieving the desired predictive performance. In contrast, PIC (Chen et al. 2013; Snelslo and Ghahramani 2007) (sparse spectrum GP (Lázaro-Gredilla et al. 2010)) can only vary support set size (number of spectral points) to obtain the desired predictive performance.

**Remark 4.** We have illustrated through a simple toy example in Appendix D that, unlike the local GPs approach, LMA does not exhibit any discontinuity in its predictions despite data partitioning.

### 4 Experiments and Discussion

This section first empirically evaluates the predictive performance and scalability of our proposed centralized and parallel LMA methods against that of the state-of-the-art centralized PIC (Snelslo and Ghahramani 2007), parallel PIC (Chen et al. 2013), sparse spectrum GP (SSGP) (Lázaro-Gredilla et al. 2010), and FGP on two real-world datasets: (a) the SARCOS dataset (Vijayakumar, D’Souza, and Schaal 2005) of size 48933 is obtained from an inverse dynamics problem for a 7 degrees-of-freedom SARCOS robot arm. Each input is specified by a 21D feature vector of joint positions, velocities, and accelerations. The output corresponds to one of the 7 joint torques. (b) The AIMPEAK dataset (Chen et al. 2013) of size 41850 comprises traffic speeds (km/h) along 775 road segments of an urban road network during morning peak hours on April 20, 2011. Each input (i.e., road segment) denotes a 5D feature vector of length, number of lanes, speed limit, direction, and time. The time dimension comprises 5-hour five-minute time slots. This traffic dataset is modeled using a relational GP (Chen et al. 2012) whose correlation structure can exploit the road segment features and road network topology information. The outputs correspond to the traffic speeds.

Both datasets are modeled using GPs whose prior covariance $\sigma_{xx}$ is defined by the squared exponential covariance function\(^4\) $\sigma_{xx} \triangleq \sigma_2^2 \exp(-0.5 \sum_{i=1}^d (x_i - x_i')^2/\ell_i^2) + \sigma_2^2 \delta_{xx'}$, where $x_i (x_i')$ is the $i$-th component of input feature vector $x (x')$, the hyperparameters $\sigma_2^2, \sigma_1^2, \ell_1, \ldots, \ell_d$

\(^2\)A notable exception is the work of Chen et al. (2013) that parallelizes PIC. As mentioned earlier, our LMA generalizes PIC.

\(^3\)Speedup is the incurred time of a sequential/centralized algorithm divided by that of its parallel counterpart.

\(^4\)For AIMPEAK dataset, multi-dimensional scaling is used to map the input domain (i.e., of road segments) onto the Euclidean space (Chen et al. 2012) before applying the covariance function.
Table 1: RMSEs and incurred times (seconds) reported in brackets of parallel LMA, parallel PIC, SSGP, and FGP with varying data sizes $|D|$ and numbers $M$ of cores for (a) SARCOS and (b) AIMPEAK datasets.

| $|D|$  | 8000 | 16000 | 24000 | 32000 |
|-------|------|-------|-------|-------|
| FGP   | 2.0(29) | 2.1(29) | 2.3(32) | 2.5(32) |
| SSGP  | 2.4(20) | 2.3(37) | 2.1(55) | 2.0(31) |
| $M = 32$ | | | | |
| LMA   | 2.4(56) | 2.2(67) | 2.1(57) | 2.0(51) |
| PIC   | 2.4(25) | 2.2(25) | 2.1(32) | 2.0(63) |
| $M = 48$ | | | | |
| LMA   | 2.4(61) | 2.2(61) | 2.1(20) | 2.0(24) |
| PIC   | 2.4(25) | 2.2(25) | 2.1(32) | 2.0(63) |
| $M = 64$ | | | | |
| LMA   | 2.4(61) | 2.2(61) | 2.1(11) | 2.0(15) |
| PIC   | 2.4(25) | 2.2(25) | 2.1(32) | 2.0(63) |
| $M = 128$ | | | | |

(a) Parallel LMA ($B = 1, |S| = 2048$), parallel PIC ($|S| = 4096$), SSGP ($|S| = 4096$) and FGP ($|S| = 4096$).

(b) Parallel LMA ($B = 1, |S| = 1024$), parallel PIC ($|S| = 5120$), SSGP ($|S| = 4096$).

Table 1 shows results of speedups of parallel LMA and parallel PIC as well as incurred times of their centralized counterparts averaged over 5 random instances with varying data sizes $|D|$ and numbers $M$ of cores for AIMPEAK dataset. The observations are as follows:

(a) The incurred times of centralized LMA and centralized PIC increase with more data, which is expected. When $|D| \geq 32000$, centralized LMA incurs only 16-30 minutes (as compared to FGP incurring >4 hours) while centralized PIC and SSGP incur, respectively, more than 3.5 and 2 hours due to their huge $|S|$. In fact, Table 2 shows that centralized PIC incurs even more time than FGP for almost all possible settings of $|D|$ and $M$ due to its huge support set.

(b) The speedups of parallel LMA and parallel PIC generally increase with more data, as explained in Remark 2 after Theorem 2, except for that of parallel LMA being slightly higher than expected when $|D| = 16000$.

(c) The incurred time of centralized LMA decreases with more blocks (i.e., larger $M$), as explained in Remark 2 after Theorem 2. This is also expected of centralized PIC, but it’s incurred time increases with more blocks instead due to its huge support set, which entails large-scale matrix operations causing a huge number of cache misses. This highlights the need to use a sufficiently small support set on a single centralized machine so that cache misses will contribute less to incurred time, as compared to data processing.

(d) The speedup of parallel LMA increases with more cores, as explained in Remark 2 after Theorem 2. Though the speedup of parallel PIC appears to increase considerably

\[ \delta_{xx}' = \delta_{xx} \text{ is a Kronecker delta that is 1 if } x = x' \]
more with cores, it is primarily due to the substantial number of cache misses (see observation c above) that inflates the incurred time of centralized PIC excessively.

Fig. 2 shows results of RMSEs and incurred times of parallel LMA averaged over 5 random instances with varying support set sizes $|S|$ and Markov orders $B$, $|D| = 8000$, and $M = 32$ obtained using 8 computing nodes (each using 4 cores) for AIMPEAK dataset. Observations are as follows: (a) To achieve RMSEs of 8.1 and 8.0 with least incurred times, one should trade off a larger support set size $|S|$ for a larger Markov order $B$ (or vice versa) to arrive at the respective settings of $|S| = 1024$, $B = 5$ (34 seconds) and $|S| = 1024$, $B = 9$ (68 seconds), which agrees with Remark 3 after Theorem 2. However, to achieve the same RMSE of 7.9 as FGP, the setting of $|S| = 128$, $B = 21$ incurs the least time (i.e., 205 seconds), which seems to indicate that, with small data ($|D| = 8000$), we should instead focus on increasing Markov order $B$ for LMA to achieve the same predictive performance as FGP; recall that when $B = M − 1$, LMA becomes FGP. This provides an empirically cheaper and more reliable alternative to increasing $|S|$ for achieving predictive performance comparable to FGP; the latter of which, in our experiments, causes Cholesky factorization failure easily when $|S|$ becomes excessively large. (b) When $|S| = 1024$, $B = 1$, and $M = 32$, parallel LMA using 8 computing nodes incurs less time (i.e., 10 seconds) than that using 32 nodes (i.e., 20 seconds; see Table 1b) because the communication latency between cores within a machine is significantly less than that between machines.

Next, the predictive performance and scalability of our parallel LMA method are empirically compared with that of parallel PIC using the large EMULATE mean sea level pres-

| $|D|$ | $|S|$ | $B$ | PIC | LMA | SSGP |
|-----|-----|-----|-----|-----|-----|
| 8000 | 155 | 8 | 10 | 808 | 809 |
| 16000 | 614 | 8 | 10 | 809 | 809 |
| 24000 | 3125 | 8 | 10 | 809 | 809 |
| 32000 | 7154 | 8 | 10 | 809 | 809 |

Table 2: Speedups of parallel LMA ($B = 1$, $|S| = 1024$) and parallel PIC ($|S| = 3400$) with $M = 512$ cores and varying data sizes $|D|$ for EMSLP dataset.
the latter of which utilize a sparse residual covariance matrix approximation. Empirical results have shown that our centralized (parallel) LMA method is much more scalable than FGP and time-efficient than centralized PIC (parallel PIC) and SSGP while achieving comparable predictive performance. In our future work, we plan to develop a technique to automatically determine the "optimal" support set size and Markov order and devise an "anytime" variant of LMA using stochastic variational inference like (Hensman, Fusi, and Lawrence 2013) so that it can train with a small subset of data in each iteration instead of learning using all the data. We also plan to release the source code at http://code.google.com/p/pgpr/.
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A Proof of Theorem 1

\[ D_{KL}(R_{DD}, \overline{R}_{DD}) + D_{KL}(\overline{R}_{DD}, \overline{R}) \]
\[ = \frac{1}{2} \left( \text{tr}(R_{DD}^{-1} \overline{R}_{DD}^{-1}) - \log |R_{DD}^{-1} \overline{R}_{DD}^{-1}| - |D| \right) + \]
\[ \frac{1}{2} \left( \text{tr}(R_{DD}^{-1} \overline{R}) - \log |R_{DD}^{-1} \overline{R}| - |D| \right) \]
\[ = \frac{1}{2} \left( \text{tr}(R_{DD}^{-1}) - \log |R_{DD}^{-1}| - |D| \right) \]
\[ = D_{KL}(R_{DD}, \overline{R}) \cdot \]

The second equality is due to the matrix inversion lemma. The last equality follows from Definition 2.

The proof follows directly from block-banded matrix results of Asif and Moura (2005) (i.e., Lemma 1.1 and Theorem 1).

Let \( \overline{R}_{DD} \triangleq U^T U \) where Cholesky factor \( U = [U_{mm}]_{m=1,...,M} \) is an upper triangular matrix (Fig. 3). Then, \( U_{mm} = 0 \) if \( m - n > 0 \) or \( n - m > B \). Furthermore, for \( m = 1, ..., M \), \( U_{mm} = \text{cholesky}(\overline{R}_m) \) and \( U^{B}_{mm} \triangleq [U_{mm}]_{n=m+1,\ldots,\min(m+B,M)} = -U_{mm} R_{mm} D_{mm} R_{DD}^{-1} \). Its proof follows directly from block-banded matrix results of Asif and Moura (2005) (i.e., Lemma 1.1 and Theorem 1).

\[ \Sigma_{DD}^{-1} \]
\[ = (\Sigma_{SD} \Sigma_{SS}^{-1} \Sigma_{DS} + \overline{R}_{DD})^{-1} \]
\[ = \overline{R}_{DD}^{-1} - \overline{R}_{DD}^{-1} \Sigma_{SD} \Sigma_{SS}^{-1} \Sigma_{DS} \overline{R}_{DD}^{-1} \].

B Proof of Theorem 2

The following lemma is necessary for deriving our main result here. It shows that the sparsity of \( B \)-block-banded \( \overline{R}_{DD}^{-1} \) (Proposition 1) extends to that of its Cholesky factor (Fig. 3):

**Lemma 1** Let \( \overline{R}_{DD} \triangleq U^T U \) where Cholesky factor \( U = [U_{mm}]_{m=1,...,M} \) is an upper triangular matrix (Fig. 3). Then, \( U_{mm} = 0 \) if \( m - n > 0 \) or \( n - m > B \). Furthermore, for \( m = 1, ..., M \), \( U_{mm} = \text{cholesky}(\overline{R}_m) \) and \( U^{B}_{mm} \triangleq [U_{mm}]_{n=m+1,\ldots,\min(m+B,M)} = -U_{mm} R_{mm} D_{mm} R_{DD}^{-1} \). Its proof follows directly from block-banded matrix results of Asif and Moura (2005) (i.e., Lemma 1.1 and Theorem 1).

**Theorem 1** The second equality is due to the matrix inversion lemma. The last equality follows from Definition 2.

\[ \mu^L_{M_{\text{LMA}}} \]
\[ \triangleq \mu + \Sigma_{DD}^{-1} (y_D - \mu_D) \]
\[ = \mu + \Sigma_{DD}^{-1} (y_D - \mu_D) - \Sigma_{DD}^{-1} \Sigma_{DS} \Sigma_{SS}^{-1} \Sigma_{SD} \overline{R}_{DD}^{-1} (y_D - \mu_D) \]
\[ = \mu + y_D - \overline{R}_{SS} \Sigma_{SS}^{-1} y_S . \]

The last equality is derived using Definition 2, specifically, from the expressions of the following three \( y_D, \Sigma_{US}, \) and \( y_S \) components, respectively:

\[ \Sigma_{DD}^{-1} \overline{R}_{DD}^{-1} (y_D - \mu_D) \]
\[ = \Sigma_{DD}^{-1} U^T U (y_D - \mu_D) \]
\[ = \sum_{m=1}^{M} \Sigma_{DD}(D_{mm} \cup D_{mm}^B) \left[ U_{mm}^{B} \left[ U_{mm}^{-1} \left[ U_{mm}^{B} - \mu_{D_{mm} \cup D_{mm}^B} \right] \right] \right] \]
\[ = \sum_{m=1}^{M} \left( U_{mm} \Sigma_{DD} + \mu_{DD} \right) \]
\[ = \sum_{m=1}^{M} \overline{R}_{mm} \overline{R}_{mm} \]
\[ = \mu + y_D - \overline{R}_{SS} \Sigma_{SS}^{-1} y_S . \]

The fourth equality is due to Lemma 1 and Definition 1. The last equality follows from Definition 2.

\[ \Sigma_{DD}^{-1} \overline{R}_{DD}^{-1} \]
\[ = \Sigma_{DD}^{-1} U^T U \Sigma_{DD} \]
\[ = \sum_{m=1}^{M} \Sigma_{DD}(D_{mm} \cup D_{mm}^B) \left[ U_{mm}^{B} \left[ U_{mm}^{-1} \left[ U_{mm}^{B} - \mu_{D_{mm} \cup D_{mm}^B} \right] \right] \right] \]
\[ = \sum_{m=1}^{M} \left( U_{mm} \Sigma_{DD} + \mu_{DD} \right) \]
\[ = \sum_{m=1}^{M} \overline{R}_{mm} \overline{R}_{mm} \]
\[ = \mu + y_D - \overline{R}_{SS} \Sigma_{SS}^{-1} y_S . \]
The fourth equality is due to Lemma 1 and Definition 1. The last equality follows from Definition 2.

Finally,

\[
\Sigma_{SD} R_{DP}^{-1} (y_D - \mu_D) = \Sigma_{SD} U^T (y_D - \mu_D) = \sum_{m=1}^M \Sigma_{SD(\mathcal{D}_m \cup \mathcal{D}_m^B)} [U_{mm}^T U_{mm}] \left( y_{mm} - \mu_{mm} \right)
\]

\[
= \sum_{m=1}^M (U_{mm} \Sigma_{D_m,S} + U_{mm} B_{D_m,S})^T (U_{mm} \Sigma_{D_m,U} + U_{mm} B_{D_m,U})
\]

\[
= \sum_{m=1}^M (\Sigma_{D_m,U})^T \hat{R}_m \hat{y}_m
\]

The fourth equality is due to Lemma 1 and Definition 1. The last equality follows from Definition 2.

Finally,

\[
\Sigma_{SM} = \Sigma_{SD} - \Sigma_{SD} R_{DP}^{-1} \Sigma_{DU} = \Sigma_{SD} U^T U_{mm} \Sigma_{DU} = \sum_{m=1}^M \Sigma_{SD(\mathcal{D}_m \cup \mathcal{D}_m^B)} [U_{mm}^T U_{mm}] \Sigma_{D_m,U}
\]

\[
= \sum_{m=1}^M (U_{mm} \Sigma_{D_m,U} + U_{mm} B_{D_m,U})^T (U_{mm} \Sigma_{D_m,U} + U_{mm} B_{D_m,U})
\]

\[
= \sum_{m=1}^M (\Sigma_{D_m,U})^T \hat{R}_m \hat{y}_m
\]

The fourth equality is due to Lemma 1 and Definition 1. The last equality follows from Definition 2.

C Parallel Computation of \(\Sigma_{D_m,U}\) and \(\Sigma_{D_m,U}\)

Computing \(\Sigma_{D_m,U}\) and \(\Sigma_{D_m,U}\) terms (2) requires evaluating \(\Sigma_{D_m,U}\) and \(\Sigma_{D_m,U}\) terms (1), which are stored and used by each machine/core \(m\) to construct the \(m\)-th local summary. We will describe the parallel computation of \(\Sigma_{D_m,U}\), from which \(\Sigma_{D_m,U}\) and \(\Sigma_{D_m,U}\) terms can be obtained by machine/core \(m\). To simplify exposition, we will consider the simple setting of \(M = 4\) and \(M = 4\).

For the blocks within the 1-block band of \(\Sigma_{D_m,U}\) (i.e., \(m - n \leq 1\)), they correspond exactly to that of the residual covariance matrix \(\Sigma_{D_m}\). So, each machine/core \(m\) for \(m = 1, \ldots, 4\) can directly compute its respective blocks in parallel (Fig. 4), specifically, \(\Sigma_{D_m} = R_{D_m} \cup \Sigma_{m} \cup \Sigma_{m} \cup \Sigma_{m}\) and \(\Sigma_{D_m} = R_{D_m} \cup \Sigma_{m} \cup \Sigma_{m} \cup \Sigma_{m}\).

Let the upper \(N\)-diagonal blocks denote the ones that are \(N\) blocks above the main diagonal ones of \(\Sigma_{DU}\). For the blocks strictly above the 1-block band of \(\Sigma_{DU}\) (i.e., \(m - n > 1\)), the key idea is to exploit the recursive definition of \(\Sigma_{DU}\) to compute the upper 2-diagonal blocks in parallel using the upper 1-diagonal blocks, followed by computing the upper 3-diagonal block using an upper 2-diagonal block. Specifically, they can be computed in 2 recursive steps (Fig. 5): In each recursive step \(i\), each machine/core \(m\) for \(m = 1, \ldots, 3 - i\) uses the upper \(i\)-diagonal blocks \(\Sigma_{D_m,U_{m+1+i}}\) to compute the upper \((i+1)\)-diagonal blocks \(\Sigma_{D_m,U_{m+1+i}}\) and then communicates \(\Sigma_{D_m,U_{m+1+i}}\) to machine/core \(m - 1\).

For the blocks strictly below the 1-block band of \(\Sigma_{DU}\) (i.e., \(m - n > 1\)), it is similar but less straightforward. It can be observed from (1) that \(\Sigma_{D_m,U_{m}} = \Sigma_{D_m,U_{m}} \cup \Sigma_{D_m,U_{m+1}} \cup \Sigma_{D_m,U_{m+2}} \cup \Sigma_{D_m,U_{m+3}}\).

But, machine/core \(m\) does not store data associated with the set \(D_{m+1}\) of inputs in order to compute \(\Sigma_{D_m,U_{m+1}}\). To resolve this, the trick is to compute the transpose of \(\Sigma_{D_m,U_{m}}\) (i.e., \(\Sigma_{D_m,U_{m}}\)) for \(m - n > 1\) instead. These transposed blocks can also be computed in 2 recursive steps like the above: In each recursive step \(i\), each machine/core \(m\) for \(n = 1, \ldots, 3 - i\) uses the upper \(i\)-diagonal blocks \(\Sigma_{D_{m+i},U_{m+i}}\) (i.e., equal to \(\Sigma_{D_{m+i},U_{m+i+2}}\) when \(i = 1\) that can be directly computed by machine/core \(n\) in parallel) of \(\Sigma_{DU}\) to compute the upper \((i+1)\)-diagonal blocks \(\Sigma_{D_{m+i},U_{m+i+1}}\) of \(\Sigma_{DU}\):

\[
\Sigma_{D_{m+i},U_{m+i+1}} = \Sigma_{D_{m+i},U_{m+i},U_{m+i+2}} = \Sigma_{D_{m+i},U_{m+i},U_{m+i+2}}
\]

as well as the upper \((i+1)\)-diagonal blocks \(\Sigma_{D_{m+i},U_{m+i+1}}\) of \(\Sigma_{DU}\) in parallel:

\[
\Sigma_{D_{m+i},U_{m+i+1}} = \Sigma_{D_{m+i},U_{m+i},U_{m+i+2}} = \Sigma_{D_{m+i},U_{m+i},U_{m+i+2}}
\]
Figure 5: In step 1, machines 1 and 2 compute their dark gray blocks in parallel and machine 2 communicates the dark gray block highlighted in red to machine 1. In step 2, machine 1 computes the dark gray block.

and then communicates $\overline{R}_{D_n,D_{n+1}}$ to machine/core $n - 1$. Finally, each machine/core $n$ for $n = 1, 2$ transposes the previously computed $\overline{R}_{U_n,D_m}$ back to $\overline{R}_{D_m,U_n}$ for $m - n > 1$ and communicates $\overline{R}_{D_m,U_n}$ to machines/cores $m - 1$ and $m$.

The parallel computation of $\overline{R}_{DU}$ is thus complete. The procedure to parallelize the computation of $\overline{R}_{DU}$ for any general setting of $B$ and $M$ is similar to the above, albeit more tedious notationally.

### D Toy Example

For our LMA method, the settings are $M = 4$, Markov order $B = 1$, support set (black ‘x’s) size $|S| = 16$, and training data (red ‘x’s) size $|D| = 400$ such that $x < -2.5$ if $x \in D_1$, $-2.5 \leq x < 0$ if $x \in D_2$, $0 \leq x < 2.5$ if $x \in D_3$, $x \geq 2.5$ if $x \in D_4$, and $|D_1| = |D_2| = |D_3| = |D_4| = 100$. The hyper-parameters learned using maximum likelihood estimation are length-scale $\ell = 1.2270$, $\sigma_n = 0.0939$, $\sigma_s = 0.6836$, and $\mu_x = 1.1072$. It can be observed from Fig. 6 that the posterior/predictive mean curve (blue curve) of our LMA method does not exhibit any discontinuity/jump. The area enclosed by the green curves is the 95% confidence region.

In contrast, the posterior/predictive mean curve (blue curve) of the local GPs approach with 4 GPs experiences 3 discontinuities/jumps at the boundaries $x = -2.5, 0, 2.5$.

Figure 6: The true function (dashed black curve) is $y_x = 1 + \cos(x) + 0.1\epsilon$ for $-5 \leq x \leq 5$ where $\epsilon \sim N(0, 1)$. 

*Note: The diagrams and figures are not included in the plain text representation.*