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Abstract—Thanks to the wide deployment of heterogeneous
radio access networks (RANs) in the past decades, the emerging
paradigm of multi-access mobile edge computing, which allows mo-
bile terminals to simultaneously offload the computation-workloads
to several different edge-computing servers via multi-RANs, has
provided a promising scheme for enabling the computation-
intensive mobile Internet services in future wireless systems. The
broadcasting nature of radio transmission, however, may lead to
a potential secrecy-outage during the offloading transmission. In
this paper, we thus investigate the energy-efficient multi-access
mobile edge computing with secrecy provisioning. Specifically, we
first investigate the scenario of one wireless device’s (WD’s) multi-
access offloading subject to a malicious node’s eavesdropping. By
characterizing the WD’s secrecy based throughput in its offloading
transmission, we formulate a joint optimization of the WD’s
multi-access computation offloading, secrecy provisioning, and
offloading-transmission duration, with the objective of minimizing
the WD’s total energy consumption, while providing a guaranteed
secrecy-outage during offloading and a guaranteed overall-latency
in completing the WD’s workload. Despite the non-convexity of
this joint optimization problem, we exploit its layered structure
and propose an efficient algorithm for solving it. Based on the
study on the single-WD scenario, we further investigate the
scenario of multiple WDs, in which a group of WDs sequentially
execute the multi-access computation offloading, while subject to a
malicious node’s eavesdropping. Taking the coupling effect among
different WDs into account, we propose a swapping-heuristic based
algorithm (that uses our proposed single-WD algorithm as a sub-
routine) for finding the ordering of the WDs to execute the multi-
access computation offloading, with the objective of minimizing
all WDs’ total energy consumption. Extensive numerical results
are provided to validate the effectiveness and efficiency of our
proposed algorithms. The results demonstrate that our algorithms
can outperform some conventional fixed offloading scheduling
scheme and randomized offloading ordering scheme.

Index Terms—Multi-Access Mobile Edge Computing, Secrecy-
driven Computation Offloading, and Joint Computation and Com-
munication Resource Allocations

I. INTRODUCTION

Driven by the rapid development of fifth generation (5G)
cellular networks and services, the past decade has witnessed
an explosive growth of emerging mobile Internet services and
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Internet of Things applications such as unmanned vehicles,
robotics, and virtual/mixed reality, which are computation-
intensive yet delay-sensitive. However, the limited computation-
units of conventional wireless devices (e.g., due to the issues
of cost and size) lead to a heavy pressure on running these
computation-intensive services and a degraded quality of ex-
perience consequently. Mobile edge computing (MEC), which
deploys a sufficient amount of computation-resources at the
edge of wireless networks (e.g., macro/micro base stations or
access points) and allows wireless devices to offload parts
of computation tasks to nearby edge-computing servers, has
provided a promising paradigm to address this issue [1], [2].
Compared to traditional cloud computing, MEC avoids sending
the tasks to central cloud servers via Internet, which thus
efficiently reduces the latency in completing the tasks as well as
saves the transmission bandwidth for sending the tasks. Thanks
to its great potentials, the paradigm of MEC has attracted lots
of research efforts in the past years [3].

In particular, due to invoking radio transmission between the
wireless devices and edge-computing servers, MEC necessitates
a proper coordination between the computation offloading and
resource allocation [4]. Such a coordinated management is
expected to play an even more crucial role in the emerging
paradigm of multi-access MEC [5], [6]. In recent years, the
emerging paradigm of multi-access MEC (or multi-access com-
putation offloading) has attracted growing attentions. Different
from the conventional paradigm of computation offloading in
which an user can only be associated with one edge-computing
server, the paradigm of multi-access computation offloading
allows an user to offload its computation-workloads to several
servers simultaneously (e.g., via the recent advanced multi-
homing radio access). Specifically, the user can divide its
computation-workload into several pieces and offload these
pieces to different servers. Such a multi-access feature not
only enables a flexible exploitation of the computation-resources
provided by different edge servers, but also provides a great
freedom in user’s offloading scheduling. Therefore, the multi-
access computation offloading has been expected to effectively
improve the efficiency in computation offloading, e.g., reducing
the total energy consumption. As a result, taking the multi-
access feature into account, it is of a crucial importance to
investigate the joint multi-access computation offloading and
communication-resource allocation for achieving the benefits of
multi-access MEC.

Meanwhile, the security issues of MEC have also attracted
lots of attentions in recent years. In particular, due to the
broadcasting nature of radio transmission, one of the crucial
security issues in multi-access MEC is that the offloaded tasks
from the wireless devices might be eavesdropped by a malicious
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node. For instance, a malicious node may intentionally collect
the radio signal from a wireless device which is offloading tasks
and decode the task data in a brute-force manner. Therefore,
aggressively offloading computation-workload but without a
secrecy provisioning may result in a significant amount of
computation-workloads eavesdropped. It has been a critical
question about how to exploit the feature of multi-access compu-
tation offloading for improving the offloading performance of
a wireless device (e.g., its energy consumption in completing
the tasks), while providing a guaranteed secrecy for offloading
transmission as well as a guaranteed latency in completing the
task. Such a solution strongly depends on a proper manage-
ment of the computation offloading, secrecy provisioning, and
offloading transmission. Furthermore, this question will become
even more challenging if we consider the scenario of multiple
wireless devices. Due to sharing the computation resources at
the edge-computing servers, the latency of different wireless
devices are inherently coupled, which further necessitates a
proper ordering of different wireless devices for executing com-
putation offloading. Motivated by the above considerations, in
this work, we investigate the energy efficient multi-access MEC
with secrecy provisioning. Our contributions can be summarized
as follows.

• (Single-WD scenario): We firstly focus on the scenario of
one WD’s multi-access offloading subject to a malicious
node’s eavesdropping-attack. We adopt the metric of phys-
ical layer security [33], [34] and drive the WD’s secre-
cy based offloading throughput by analyzing its secrecy-
outage probability. Furthermore, we formulate a joint opti-
mization of the WD’s multi-access computation offloading,
secrecy provisioning, and offloading-transmission duration,
with the objective of minimizing the WD’s total energy
consumption in completing the required workload, while
providing a guaranteed secrecy-outage requirement and a
guaranteed latency requirement in completing the work-
load. Despite the non-convexity of the formulated joint
optimization problem, we identify the hidden convexity
under the given secrecy-provisioning and transmission-
duration, and analytically characterize the consequently
optimal WD’s multi-access offloading decision. Exploiting
this feature, we propose an efficient layered algorithm for
solving the joint optimization problem.

• (Multi-WD scenario): Based on our proposed algorithm for
the single-WD scenario, we further investigate the scenario
of multiple WDs, in which a group of WDs sequentially
execute the multi-access computation offloading, while
subject to a malicious node’s eavesdropping. Due to shar-
ing the computation-resources at different edge-computing
servers in a time-division manner, the overall-latency of
different WDs for completing their respective workloads
are coupled and depend on the ordering of the WDs
for executing multi-access offloading. Therefore, exploiting
our proposed single-WD algorithm as a subroutine, we
firstly propose an myopic algorithm for obtaining the total
energy consumption of all WDs under a given offloading
ordering. Next, we propose a swapping-heuristic based
algorithm for finding the ordering of the WDs in executing
multi-access computation offloading, with the objective of
minimizing all WDs’ total energy consumption.

The remainder of this work is organized as follows. Section
II reviews the related studies. We present the system model
and problem formulation in Section III. Section IV presents
our proposed algorithm for solving the single-WD scenario. We
further investigate the multi-WDs scenario in Section V and
illustrate the algorithm design in Section VI. Section VII finally
concludes this work and discusses the future direction.

II. LITERATURE REVIEW

Many research efforts have been devoted to investigating the
computation offloading for reaping the benefits of multi-access
MEC. In [7], Guo et. al. proposed a greedy computation of-
floading scheme for multi-access MEC in ultra-dense networks.
An incentive based task offloading scheme has been proposed
for multi-access MEC in [8]. In [9], a dynamic scheme for
task offloading and scheduling has been proposed for low-
latency services in multi-access MEC. In [10], Chen et. al.
exploited the deep reinforcement learning for optimizing com-
putation offloading performance. Optimal workload allocation
scheme for balancing the delay and power consumption has
been studied in [11]. In [12], Pham et. al. investigated the
computation offloading problem in multi-carrier non-orthogonal
multiple access enabled MEC systems and adopted the coalition
formation game to solve the problem. Taking the intermittent
connectivity into account, Zhang et. al. proposed a dynamic
computation offloading scheme for minimizing the computation
and offloading costs [13]. In [14], Liu et. al. proposed a
multiple-objective optimization that accounts for the energy
consumption, execution delay, and payment cost in computation
offloading. A learning-based offloading mechanism has been
proposed for a scenario of multi-user and multi-edge-node [15].
In [16], Zhang et. al. proposed an incentive-mechanism based
computation offloading for blockchain systems.

In particular, the joint optimization of the computation of-
floading and resource allocation is crucial to achieve the ad-
vantages of multi-access MEC. In [17], a joint optimization
scheme for offloading scheduling and power allocation has been
proposed for MEC systems. In [18], a joint optimization of
computation offloading and offloading-transmission has been
proposed for users’ multi-access offloading for minimizing the
latency in completing tasks. A joint task offloading and resource
allocation scheme that accounts for the channel dynamics has
been proposed in [19]. In [20], Sheng et. al. exploited the users’
differentiated uploading delay and proposed a joint offloading
decision and resource allocation scheme for reducing the users’
average offloading delay. A dynamic resource management
scheme has been proposed for multi-access MEC in autonomous
vehicular network in [21]. In [22], Gu et. al. proposed a
joint radio and computational resource allocation based on
the matching game framework. A joint optimization of radio
and computational resources allocation has been proposed for
blockchain-enabled MEC system in [23].

In addition to latency minimization, there have been many
studies investigating the energy-efficiency of MEC. In [24],
the authors adopted the consensus alternating direction method
of multipliers (ADMM) approach for optimizing the energy-
efficiency in edge computing. In [25], Chang et. al. developed
the queuing model to investigate the multi-user energy-efficient
computation offloading problem. In [26], a joint optimization

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on March 29,2021 at 07:02:48 UTC from IEEE Xplore.  Restrictions apply. 



1536-1233 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMC.2021.3068902, IEEE
Transactions on Mobile Computing 3

of resource allocation and trajectory has been developed for
energy-efficient unmanned aerial vehicle (UAV) assisted MEC.
In [27], Haber et. al. proposed a joint optimization of computa-
tional cost and energy consumption for task offloading in multi-
tier edge-cloud systems. In [28], an energy-efficient offloading
scheme has been proposed for the multi-task multi-access com-
putation offloading. In [29], Zhang et. al. incorporated the multi-
access characteristics of the 5G heterogeneous network and de-
signed an energy-efficient computation offloading scheme which
jointly optimizes offloading and radio resource allocation to
minimize the energy consumption under the latency constraints.
In addition to the aforementioned studies focusing on optimizing
the energy consumption, wireless power transfer and energy
harvesting have also been exploited for improving the energy-
efficiency of MEC [30]–[32]. In [30], Min et. al. proposed a
reinforcement learning based computation offloading scheme
for Internet of Things (IoT) devices with energy harvesting.
In [31], a computation-rate maximization scheme has been
proposed for wireless powered MEC with binary computation
offloading. However, the aforementioned studies do not account
for the security issue (i.e., the eavesdropping-attack) in the
offloading transmission, and thus cannot provide a guaranteed
secrecy-provisioning for edge-computing users. Different from
the above studies, we aim at providing a guaranteed secrecy-
provisioning to encounter the eavesdropping-attack during the
user’s offloading transmission, and propose a joint optimization
of the secrecy-provisioning, the user’s offloading transmission
and its multi-access offloading decision to study this problem.

The growing concerns on security issue in MEC have mo-
tivated lots of research interests in recent years. In particular,
the physical layer security [33], [34], stemming from the classic
information theory, provides a fundamental measure of secure
throughput which cannot be overheard by any eavesdropper.
Thanks to the advantages, the physical layer security and the
associated secrecy-outage probability have been widely exploit-
ed for securing different paradigms of wireless networks [35]–
[39]. Several recent studies have investigated secure mobile edge
computing by exploiting physical layer security. In [40], Xu
et. al. exploited physical layer security to secure the multiuser
computation offloading from being overheard by the eavesdrop-
per. In [41], a secrecy driven resource management scheme has
been proposed for vehicular computation offloading. In [42], Wu
et. al. exploited non-orthogonal multiple access (NOMA) for
multi-user computation offloading and investigated the weighted
sum-energy consumption minimization problem subject to the
secrecy offloading rate constraints. However, the feature of
multi-access computation offloading has not been taken into
account in the aforementioned studies [40]–[42], which thus
necessitates us to investigate the joint optimization of the multi-
access offloading and the secrecy provisioning. To this end, it is
of a crucial importance to characterize the connections between
the WD’s offloading transmission, secrecy-provisioning, and the
multi-access offloading decisions, which however are seldom
discussed in the existing studies before.

III. PROBLEM FORMULATION FOR SINGLE-WD SCENARIO

We first study the single-WD scenario as shown in Figure 1, in
which one WD (denoted by WD i) executes multi-access com-
putation offloading to a group of edge-computing servers (ECSs)
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Fig. 1: Illustrative system model of one WD’s multi-access offloading
subject to the eavesdropping-attack

subject to the eavesdropping-attack of a malicious node. Specif-
ically, WD i is running a task with the computation-workload
requirement Sreq

i and the latency-requirement Tmax
i . Meanwhile,

there exist a group of K ECSs denoted by K = {1, 2, ...,K},
which can accommodate the offloaded computation-workloads
from WD i. We use vector si = (si1, si2, ..., siK) to denote WD
i’s offloaded workloads to different ECSs, with sik denoting the
workload offloaded to ECS k. In this work, we consider that WD
i uses frequency division multiple access (FDMA) to send si
to the ECSs simultaneously. Due to the open access nature of
radio transmission, a malicious node can intentionally overhear
WD i’s offloaded data by collecting the radio signal from WD
i and further decode the signals (e.g., in a brute-force manner).
We will next quantify how secure it is when WD i offloads its
task to ECS k in the next subsection.

We emphasize that in this work, we firstly investigate the
single-WD multi-access offloading subject to the eavesdropping-
attack in Section III and Section IV, which provides an im-
portant basis for us to further investigate a more complicated
scenario of multi-WDs’ multi-access offloading in Section V
and Section VI. As we will illustrate soon, even the study on
the single-WD multi-access offloading is challenging, since it
invokes a complicated non-convex joint optimization problem of
the multi-access offloading, secrecy provisioning, and offloading
transmission. To focus on our design of multi-access compu-
tation offloading under the eavesdropping-attack, we mainly
consider a relatively static scenario, in which the channel power
gains from the WD to different ECSs are known and keep
unchanged within a duration of interests. Nevertheless, the
eavesdropper may intentionally hide its location, which results
in that the channel power gain from the WD to the eavesdropper
cannot be obtained. To account for this uncertainty, we adopt the
measure of secrecy-outage probability and derive an effectively
secure throughput for the WD’s offloading-transmission to each
ECS, which thus facilitates our problem formulation of multi-
access computation offloading with secrecy-provisioning. We
will present the details in the next subsection.

A. Modeling of secrecy driven computation offloading

As shown in Figure 1, when WD i sends its offloaded work-
load sik to ECS k, the malicious eavesdropper may overhear
the offloaded data. According to the principle of physical layer
security [33], the secure throughput from WD i to ECS k can
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be expressed as:

Csec
ik =

(
Wk log2

(
1 +

pikgik
nk

)
−Wk log2

(
1 +

pikgikE

nkE

))+

.

Here, function (x)
+ means max{x, 0}. pik denotes WD i’s

transmit-power to ECS k. Parameter Wk denotes the channel
bandwidth of ECS k, gik denotes the channel power gain from
WD i to ECS k, and gikE denotes the channel power gain
from WD i to eavesdropper on ECS k’s channel. Parameter nk

denotes the powers of the background noise at ECS k, and nkE
denotes the power of the background noise at the eavesdropper
on ECS k’s channel.

However, the value of gikE cannot be accurately obtained,
since the eavesdropper may intentionally hide its location. Thus,
we adopt the measure of secrecy-outage probability [34], [35]
and assume that gikE follows the exponential distribution with
the mean equal to αiE (notice that αiE denotes the average
eavesdropping-path strength). Mathematically, we can express
WD i’s secrecy-outage probability P out

ik when offloading to ECS
k as a function of its transmit-power pik and the assigned
offloading-rate xik as:

P out
ik (pik, xik) =

Pr{xik ≥ Csec
ik | log2

(
1 +

pikgik
nk

)
≥ log2

(
1 +

pikgikE

nkE

)
}.

Let us further introduce variable ϵi to denote the secrecy-outage
probability when WD i is offloading to ECS k. By setting ϵi =
P out
ik (pik, xik), we can obtain the following result:

xik = Wk log2

(
pikĝik + nkE

pikθik + nkE

)
, (1)

where parameter ĝik = nkE
nk

gik, and the auxiliary parameter θik
is given by:

θik = −αiE ln

(
1−

(
1− e

− ĝik
αiE

)
(1− ϵi)

)
. (2)

Notice that the offloading-rate xik given in (1) represents WD
i’s effectively secure throughput to ECS k with the specified
secrecy-outage probability ϵi. In particular, the auxiliary pa-
rameter θik in (2) captures both the impacts from ϵi (i.e., the
secrecy-outage probability) and αiE (i.e., the average strength of
eavesdropping-path). It can be verified that θik decreases when
ϵi increases (i.e., a weaker secrecy-provisioning), which yields
an increase in xik according to (1). Meanwhile, θik increases
when αiE increases (i.e., a stronger eavesdropping-path), which
yields a decrease in xik. Both the aforementioned two trends
are consistent with the intuitions.

With xik in (1), WD i’s offloaded workload sik, and
transmission-duration ti, we can derive:

sik = xik (1− ϵi) ti ⇔ xik =
sik

(1− ϵi) ti
, (3)

Thus, by exploiting (1) and (3), we can express WD i’s required
transmit-power pik for its offloading-transmission to ECS k as

pik =
nkE2

sik
tiWk(1−ϵi) − nkE

ĝik − θik2
sik

tiWk(1−ϵi)

, (4)

which depends on WD i’s offloaded workload sik to ECS
k, transmission-duration ti, and the specified secrecy-outage

probability ϵi. Notice that (4) will be used in our following
problem formulation.

In particular, a keen observation on eq. (1) is that xik ≤
Wk log2

(
ĝik
θik

)
, which thus leads to the following constraint on

WD i’s offloaded workload to ECS k due to eq. (3):

sik ≤ (1− ϵi) tiWk log2

(
ĝik
θik

)
. (5)

B. Problem formulation for single-WD scenario

We use Vk to denote the computing-rate provided by ECS
k, and V loc

i to denote WD i’s local computing-rate. Thus, the
overall latency for WD i to complete its total workload Sreq

i can
be given by:

Li = max

{
ti +max

k∈K
{sik
Vk

},
Sreq
i −

∑
k∈K sik

V Loc
i

}
, (6)

where ti +
sik
Vk

denotes the latency for WD i’s computation
offloading via ECS k, and thus ti +maxk∈K{ sik

Vk
} denotes the

latency when WD i offloads {sik}k∈K to the respective ECSs in
parallel via multi-access offloading. Meanwhile, Sreq

i −
∑

k∈K sik
V Loc
i

denotes the latency for WD i to complete its remaining work-
loads which are not offloaded to the ECSs. As a result, the
overall latency for WD i to complete its total workload can be
given in eq. (6) above. In this work, similar to [17]–[20], we
assume that the latency for the ECSs to send the computation-
results back to WD i is negligible, and thus is not included in
eq. (6).

Based on the above modelings, we formulate a joint opti-
mization of WD i’s computation offloading si, the secrecy-
provisioning ϵi, and resource allocation ti. Our objective is to
minimize WD i’s total energy consumption as follows (“TECM”
means “total energy consumption minimization”):

(TECM): Emin
i = min

Sreq
i −

∑
k∈K

sik

V Loc
i

ρLoc
i + ti

∑
k∈K

pik

subject to: 0 ≤ sik ≤ Sreq
i , ∀k, (7)∑

k∈K

sik ≤ Sreq
i , (8)

0 ≤ ϵi ≤ ϵmax
i , (9)

Li ≤ Tmax
i , (10)

constraints (4), (5), and (6),

variables: si, ti and ϵi.

In the objective function, the part of ti
∑
k∈K

pik denotes WD

i’s energy consumption for transmitting the offloaded workloads

si to the ECSs. Meanwhile, the part of
Sreq
i −

∑
k∈K

sik

V Loc
i

ρLoc
i denotes

WD i’s energy consumption for its local computing, with ρLoc
i

denoting WD i’s power-consumption coefficient for the local
computing. Constraint (7) means that each WD i’s offloaded
workload sik to ECS k cannot exceed Sreq

i . Constraint (8)
means that WD i’s total amount of the offloaded workload
cannot exceed Sreq

i . Constraint (9) means that the secrecy-
outage probability ϵi cannot exceed WD i’s secrecy-requirement
denoted by ϵmax

i . Notice that according to (4), the value of
ϵi influences WD i’s required transmit-power in its offloading

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on March 29,2021 at 07:02:48 UTC from IEEE Xplore.  Restrictions apply. 

fulijiang
螢光標示



1536-1233 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMC.2021.3068902, IEEE
Transactions on Mobile Computing 5

transmission with the specified secrecy-outage probability ϵi.
Thus, it is crucial to properly control ϵi for minimizing the total
energy consumption. Constraint (10) means that WD i’s overall
latency in completing its task cannot exceed its delay-limit Tmax

i .
Notice that in Problem (TECM), we do not treat pik as a direct
variable to be optimized, since it can be substituted by the
decision variables (si, ϵi, ti) via (4). It is noticed that Problem
(TECM) is always feasible if Sreq

i

V Loc
i

≤ Tmax
i holds, meaning

that WD i can complete its total computation-workload locally
(without invoking any offloading) within its latency-limit.

Problem (TECM), however, is a strictly non-convex optimiza-
tion, which is challenging to solve. Our key to solve Problem
(TECM) lies in that we identify a feature of convexity under
the given tuple of (ti, ϵi), with which we can analytically
characterize WD i’s optimal multi-access offloading decision
correspondingly. Motivated by this, we adopt a vertical decom-
position of Problem (TECM) into a top-problem for optimizing
(ti, ϵi) and a consequent subproblem for optimizing si (under
the given tuple of (ti, ϵi)), and propose a corresponding layered-
algorithm for solving Problem (TECM) efficiently. The details
are shown in the next subsection.

C. Layer Structure of Problem (TECM)

A key observation on Problem (TECM) is that pik in (4)
is strictly convex with respect to sik when (ϵi, ti) are given
(the details can be referred to Proposition 1 in Section IV-A).
Exploiting this important feature, we propose the following
decomposition of Problem (TECM) as shown in Figure 2 (we
will explain the three subroutines shown in Figure 2 in the next
section).

1) Subproblem to optimize si under given (ϵi, ti): Given ϵi
and ti, Problem (TECM) turns into a subproblem for optimizing
si as follows.

(TECM-Sub) : Emin
i,(ϵi,ti)

= min

Sreq
i −

∑
k∈K

sik

V Loc
i

ρLoc
i +

ti
∑
k∈K

nkE2
sik

tiWk(1−ϵi) − nkE

ĝik − θik2
sik

tiWk(1−ϵi)

subject to: 0 ≤ sik ≤ supp
ik ,∀k, (11)

Sreq
i − Tmax

i V Loc
i ≤

∑
k∈K

sik ≤ Sreq
i , (12)

variables: si.

In constraint (11), supp
ik , which denotes the upper bound for sik

under given (ϵi, ti), is given by

supp
ik = min{Sreq

i , Vk (T
max
i − ti) ,

(1− ϵi) tiWk log2

(
ĝik
θik

)
}, ∀k ∈ K. (13)

Constraint (12) comes from constraints (8) and (10) before. It is
noticed that in Problem (TECM-Sub), we use Emin

i,(ϵi,ti)
to denote

its optimal value, i.e., WD i’s minimum energy consumption
under the given tuple of (ϵi, ti). In particular, we explicitly
include the tuple of (ϵi, ti) in the subscript of Emin

i,(ϵi,ti)
to

emphasize that this optimal value of Problem (TECM-Sub)
depends on the given tuple of (ϵi, ti).

2) Top-problem to optimize ϵi and ti: With Emin
i,(ϵi,ti)

from
solving Problem (TECM-Sub), we then solve the following top-
problem that jointly optimizes ϵi and ti:

(TECM-Top) : Emin
i = minEmin

i,(ϵi,ti)

subject to: supp
ik,(ϵi,ti)

≥ 0, (14)

0 ≤ ti ≤ Tmax
i , (15)

constraint (9),
variables: ϵi and ti.

Constraint (14) ensures that Problem (TECM-Sub) is feasible.
Constraint (15) comes from constraint (10) before.

Thanks to the above decomposition, we can identify that
Problem (TECM-Sub) is a strictly convex optimization problem,
for which we can propose an efficient algorithm for obtaining
the value of Emin

i,(ti,ϵi)
. The details are shown in the next section.

Fig. 2: A vertical decomposition of Problem (TECM)

IV. PROPOSED ALGORITHM TO SOLVE PROBLEM (TECM)

A. Analysis of Problem (TECM-Sub)

To efficiently solve Problem (TECM-Sub), we first identify
the following important feature.

Proposition 1: Given (ti, ϵi), Subproblem (TECM-Sub) is a
strictly convex problem.

Proof: Please refer to Appendix A for the details.
The convexity in Proposition 1 enables us to use Karush-

Kuhn-Tucher (KKT) conditions to solve Problem (TECM-Sub).
Specifically, to deal with the coupling constraint (12), we
introduce λ to denote the dual variable for

∑
k∈K sik ≤ Sreq

i ,
and further use µ to denote the dual variable for Sreq

i −
Tmax
i V Loc

i ≤
∑

k∈K sik. Thus, we can derive the Lagrangian
function L(si, λ, µ) as shown in (16).

L(si, λ, µ) =
∑
k∈K

tinkE
2

sik
tiWk(1−ϵi) − 1

ĝik − θik2
sik

tiWk(1−ϵi)

+

Sreq
i −

∑
k∈K

sik

V Loc
i

ρLoc
i + λ

(∑
k∈K

sik − Sreq
i

)
+

µ

(
Sreq
i −

∑
k∈K

sik − Tmax
i V Loc

i

)
. (16)

Furthermore, by setting dL(si,λ,µ)
dsik

= 0, we obtain the follow-
ing quadratic equation:

nkE ln 2 (ĝik − θik) zik

Wk (1− ϵi) (ĝik − θikzik)
2 = Γi(λ, µ), (17)
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where zik is an auxiliary variable defined as

zik = 2
sik

tiWk(1−ϵi) , (18)

and the auxiliary function Γi(λ, µ) is defined as

Γi(λ, µ) =
ρLoc
i

V Loc
i

+ µ− λ, (19)

to capture the impact of the dual variables (λ, µ).
Notice that the auxiliary variable zik is required to meet the

following condition due to constraint (5) before

zik ≤ ĝik
θik

. (20)

In particular, an important feature of eq. (17) is as follows.
Proposition 2: Given (λ, µ), eq. (17) always has a unique

root which satisfies constraint (20), and the value of this unique
root is given by

zroot
ik =

B −
√
Θ

2A
, (21)

where parameters A and B are respectively given by

A = Γi(λ, µ)Wk (1− ϵi) θ
2
ik, (22)

B = 2Γi(λ, µ)Wk (1− ϵi) ĝikθik + nkE(ĝik − θik) ln 2. (23)

Meanwhile, parameter Θ is given by

Θ = (nkE(ĝik − θik) ln 2)
2
+

4Γi(λ, µ)Wk (1− ϵi) ĝikθiknkE(ĝik − θik) ln 2. (24)

Proof: After some manipulations, eq. (17) can be equiva-
lently transformed into a quadratic equation as follows:

Az2ik −Bzik + C = 0, (25)

where parameters A and B are given in (22) and (23) respective-
ly, and parameter C = Γi(λ, µ)Wk (1− ϵi) ĝ

2
ik. In particular,

it can be identified that parameter Θ in eq. (24) satisfies the
following condition:

Θ = B2 − 4AC > 0. (26)

Therefore, the quadratic equation in (25) always has two roots.
Moreover, it can be identified that only the smaller root, i.e.,
zroot
ik given in eq. (21), satisfies condition (20). We thus finish

the proof.
With (21), we can obtain the unique value of sroot

ik that can
ensure dL(si,λ,µ)

dsik
= 0 as follows:

sroot
ik = (1− ϵi)tiWk log2(z

root
ik ). (27)

Recall that due to function Γi(λ, µ) in (19), both zroot
ik (in eq.

(21)) and sroot
ik (in eq. (27)) depend on the values of (λ, µ).

Moreover, we have the following result regarding the impact of
(λ, µ).

Proposition 3: Given (ti, ϵi), the value of sroot
ik decreases in

λ, and increases in µ.
Proof: Please refer to Appendix B for the details.

Notice that the monotonic feature illustrated in Proposition
3 will be used in our algorithmic design for solving Problem
(TECM-Sub) in the next subsection.

An important feature of Problem (TECM-Sub) is that at the
optimum, the dual variables λ and µ cannot be positive at the
same time. Therefore, let s∗i denote the optimal solution of

Problem (TECM-Sub). By considering different combinations
of (λ, µ), we obtain the only three possible cases for s∗i to
occur, which are illustrated in the following proposition.

Proposition 4: Given (ti, ϵi), there exist three possible cases
for the optimal solution s∗i of Problem (TECM-Sub) to occur.
The details are as follows.

• (Case-I): the optimal solution s∗i occurs when
∑

k∈K s∗ik =
Sreq
i (i.e., the right-hand-side of constraint (12) is strictly

binding). In this case, µ∗ = 0 holds, and there exists a
unique value of λ∗ ≤ λupp such that

∑
k∈K s∗ik = Sreq

i .
• (Case-II): the optimal solution s∗i occurs when∑

k∈K s∗ik = Sreq
i − Tmax

i V Loc
i (i.e., the left-hand-

side of constraint (12) is strictly binding). In this case,
λ∗ = 0 holds, and there exists a unique value of µ∗ such
that

∑
k∈K s∗ik = Sreq

i − Tmax
i V Loc

i ,
• (Case-III): the optimal solution s∗i occurs when Sreq

i −
Tmax
i V Loc

i <
∑

k∈K s∗ik < Sreq
i holds. In this case, there

exist both λ∗ = 0 and µ∗ = 0.
Proof: Please refer to Appendix C for the details.

B. Proposed Algorithm for Solving Problem (TECM)

With Proposition 4, we first design three subroutines for the
aforementioned Case-I, Case-II, and Case-III, which together
solve Problem (TECM-Sub). The details are as follows.

Subroutine-I aims at finding s∗i under Case-I, which works as
follows. Based on Case-I in Proposition 4 and the monotonic
feature in Proposition 3, we adopt the bisection search (i.e., the
whole-loop from Step 2 to Step 16) to find the value of λ∗

such that
∑

k∈K s∗ik = Sreq
i . In particular, we set λupp =

ρLoc
i

V Loc
i

to ensure that Γi(λ, 0) ≥ 0, and set λlow as a small negative
number.

Similarly to Subroutine-I, we propose Subroutine-II, which
executes a bisection search on µ, for finding s∗i such that∑

k∈K s∗ik = Sreq
i −Tmax

i V Loc
i . In particular, we set µlow = − ρLoc

i

V Loc
i

to ensure that Γi(0, µ) ≥ 0, and set µupp as a large positive
number.

Finally, we propose Subroutine-III for finding s∗i under
Case-III. Specifically, we derive the values of zroot

ik and
sroot
ik , ∀k ∈ K based on (21) and (27), respectively, when
λ = 0 and µ = 0. Notice that according to constraint (12),
Case-III is viable only if the condition Sreq

i − Tmax
i V Loc

i <∑
k∈K max{min{sroot

ik , supp
ik }, 0} < Sreq

i holds.
With Subroutine-I, Subroutine-II, and Subroutine-III, we pro-

pose Sub-Algorithm to solve Problem (TECM-Sub). Specifical-
ly, with the given tuple of (ti, ϵi), we can obtain {supp

ik }k∈K
according to (13). If

∑
k∈K supp

ik < Sreq
i − Tmax

i V Loc
i , then

Problem (TECM-Sub) is infeasible under the current (ti, ϵi).
If Sreq

i − Tmax
i V Loc

i ≤
∑

k∈K supp
ik < Sreq

i , we only need to
evaluate Case-II and Case-III (i.e., from Step 5 to Step 8),
and compare with the consequent outputs of the two cases.
If
∑

k∈K supp
ik ≥ Sreq

i , then we need to evaluate Case-I, Case-
II, and Case-III (i.e., from Step 10 to Step 15), and compare
with the consequent outputs of the three cases. Eventually, Sub-
Algorithm outputs WD i’s optimal offloading solution s∗i under
the given tuple of (ti, ϵi) and the corresponding Emin

i,(ti,ϵi)
. We

thus complete solving Problem (TECM-Sub).
After solving Problem (TECM-Sub), we next continue to

solve Problem (TECM-Top). The difficulty in solving Problem
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Subroutine-I: to find s∗i under Case-I.

1: Initialization: Set µ = 0, λ = λupp and λ = λlow. Set the tolerable
computation-error γ.

2: while True do
3: Update λcur = 1

2
(λ+ λ).

4: Given (λcur, µ), use (21) and (27) to obtain the values of zroot
ik and

sroot
ik ,∀k ∈ K.

5: if
∑

k∈K max{min{sroot
ik , s

upp
ik }, 0} > S

req
i + γ then

6: Set λ = λcur.
7: else
8: if

∑
k∈K max{min{sroot

ik , s
upp
ik }, 0} < S

req
i − γ then

9: Set λ = λcur.
10: else
11: Set s∗ik = max{min{sroot

ik , s
upp
ik }, 0},∀k ∈ K.

12: Compute the value of Emin
i,(ti,ϵi)

based on s∗i .
13: Go to Step 17.
14: end if
15: end if
16: end while
17: Output: s∗i and the corresponding Emin

i,(ti,ϵi)
.

Subroutine-II: to find s∗i under Case-II

1: Initialization: Set λ = 0, µ = µupp and µ = µlow. Set the tolerable
computation-error γ.

2: while True do
3: Update µcur = 1

2
(µ+ µ).

4: Given (λ, µcur), use (21) and (27) to obtain the values of zroot
ik and

sroot
ik ,∀k ∈ K.

5: if
∑

k∈K max{min{sroot
ik , s

upp
ik }, 0} > S

req
i − Tmax

i V Loc
i + γ then

6: Set µ = µcur.
7: else
8: if

∑
k∈K max{min{sroot

ik , s
upp
ik }, 0} < S

req
i − Tmax

i V Loc
i − γ then

9: Set µ = µcur.
10: else
11: Set s∗ik = max{min{sroot

ik , s
upp
ik }, 0},∀k ∈ K.

12: Compute the value of Emin
i,(ti,ϵi)

based on s∗i .
13: Go to Step 17.
14: end if
15: end if
16: end while
17: Output: s∗i and the corresponding Emin

i,(ti,ϵi)
.

(TECM-Top) is that we cannot express Emin
i,(ti,ϵi)

analytically. As
a result, we cannot adopt conventional gradient-based schemes
to characterize the optimality condition for Problem (TECM-
Top). Nevertheless, constraint (9) ensures that ϵi ∈ [0, ϵmax

i ], and
constraint (15) ensures that ti ∈ [0, Tmax

i ]. In other words, both
ti and ϵi fall within the respectively given intervals independent
on other parameters. This feature thus allows us to adopt a
two-dimensional line-search method (with a small step-size)
for solving Problem (TECM-Top) numerically. The details are
shown in our proposed Top-Algorithm. Specifically, for each
tuple of (ti, ϵi) being evaluated, we invoke Sub-Algorithm to

Subroutine-III: to find s∗i under Case-III.

1: Initialization: Set λ = 0, and µ = 0. Initialize s∗i = ∅, and Emin
i,(ti,ϵi)

as
an extremely large yet positive number.

2: Given (λ, µ), use (21) and (27) to obtain the values of zroot
ik and sroot

ik , ∀k ∈
K.

3: if Sreq
i − Tmax

i V Loc
i <

∑
k∈K max{min{sroot

ik , s
upp
ik }, 0} < S

req
i then

4: Update s∗ik = max{min{sroot
ik , s

upp
ik }, 0},∀k ∈ K.

5: Compute the value of Emin
i,(ti,ϵi)

based on s∗i .
6: end if
7: Output: s∗i and the corresponding Emin

i,(ti,ϵi)
.

Sub-Algorithm: to solve Problem (TECM-Sub) and find s∗i and Emin
i,(ti,ϵi)

.

1: Initialization: Given (ti, ϵi), use (13) to compute s
upp
ik ,∀k ∈ K. Set flag =

0. Set the current best value CBV as a very large number, and set the current
best solution CBS = ∅.

2: if
∑

k∈K s
upp
ik < S

req
i − Tmax

i V Loc
i then

3: Problem (TECM-Sub) is infeasible.
4: else if Sreq

i − Tmax
i V Loc

i ≤
∑

k∈K s
upp
ik < S

req
i then

5: Invoke Subroutine-II.
6: If Emin

i,(ti,ϵi)
output by Subroutine-II satisfies Emin

i,(ti,ϵi)
< CBV, then

update CBS = s∗i and CBV = Emin
i,(ti,ϵi)

.
7: Invoke Subroutine-III.
8: If Emin

i,(ti,ϵi)
output by Subroutine-III satisfies Emin

i,(ti,ϵi)
< CBV, then

update CBS = s∗i and CBV = Emin
i,(ti,ϵi)

.
9: else

10: Invoke Subroutine-I.
11: If Emin

i,(ti,ϵi)
output by Subroutine-I satisfies Emin

i,(ti,ϵi)
< CBV, then

update CBS = s∗i and CBV = Emin
i,(ti,ϵi)

.
12: Invoke Subroutine-II.
13: If Emin

i,(ti,ϵi)
output by Subroutine-II satisfies Emin

i,(ti,ϵi)
< CBV, then

update CBS = s∗i and CBV = Emin
i,(ti,ϵi)

.
14: Invoke Subroutine-III.
15: If Emin

i,(ti,ϵi)
output by Subroutine-III satisfies Emin

i,(ti,ϵi)
< CBV, then

update CBS = s∗i and CBV = Emin
i,(ti,ϵi)

.
16: end if
17: Output: Output the optimal value of Problem (TECM-Sub) as Emin

i,(ti,ϵi)
=

CBV and the corresponding optimal workload-offloading s∗i = CBS (notice
that s∗i = ∅ means that Problem (TECM-Sub) is infeasible).

obtain s∗i and the corresponding Emin
i,(ti,ϵi)

, and further update
the current best solution denoted by CBS consequently.

With the given small step-size ∆, a total number of
1
∆2T

max
i ϵmax

i iterations are required by our Top-Algorithm.
Meanwhile, for each given tuple of (ti, ϵi), Sub-Algorithm re-
quires no more than

(
log2

(
λupp−λlow

γ

)
+log2

(
µupp−µlow

γ

))
rounds

of iterations due to the bisection-search on the dual variables,
with γ being the tolerable computation-error. As a result, the
overall complexity of our Top-Algorithm can be given by
Tmax
i ϵmax

i

∆2

(
log2

(
λupp−λlow

γ

)
+log2

(
µupp−µlow

γ

))
. Moreover, thanks

to exploiting the optimality conditions illustrated in Proposition
4, our Sub-Algorithm is guaranteed to converge to the optimal
solution of the subproblem under the given tuple of (ti, ϵi). As
a result, our Top-Algorithm is guaranteed to converge to the
optimal solution of the original Problem (TECM) by using a
sufficiently small step-size in the line-search.

Top-Algorithm: to solve Problem (TECM-Top) find (s∗i , t
∗
i , ϵ

∗
i ) and Emin

i .

1: Initialization: Set the current best value CBV as a very large number, and
set the current best solution CBS = ∅. Set flag = 0.

2: for t
temp
i = 0 : ∆ : Tmax

i do
3: for ϵ

temp
i = 0 : ∆ : ϵmax

i do
4: Given (t

temp
i , ϵ

temp
i ), invoke Sub-Algorithm.

5: if Problem (TECM-Sub) is feasible then
6: Update flag = 1.
7: If Emin

i,(t
temp
i ,ϵ

temp
i )

(which is output by Sub-Algorithm) satisfies

Emin
i,(t

temp
i ,ϵ

temp
i )

< CBV, then update CBS = (s∗i , t
temp
i , ϵ

temp
i ) and

CBV = Emin
i,(t

temp
i ,ϵ

temp
i )

.

8: end if
9: end for

10: end for
11: Output: If flag = 0, output that Problem (TECM) is infeasible. Otherwise,

output the optimal value of Problem (TECM) as Emin
i = CBV and the

optimal solution of Problem (TECM) as (s∗i , t
∗
i , ϵ

∗
i ) = CBS.
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C. Numerical results for the single-WD scenario

In this subsection, we present simulation results to demon-
strate the performance of our proposed algorithm for solving
Problem (TECM). Specifically, we setup an one-WD 3-ECS
scenario as follows. The WD is randomly generated within a
plane within the center at (0,0) and the radius of 200m, and
the locations of the ECSs are distributed uniformly on a circle
of radius 500m. Similar to [17], [20], we adopt the path-loss
model to generate the channel power gains from the WD to the
ECSs, which accounts for both the path-loss effect and the fad-
ing effect. Specifically, the randomly generated channel power
gains from WD i to the three ECSs used in this section are
{gi1, gi2, gi3} = [14.448, 4.7100, 4.1374] × 10−8. In addition,
we set the average eavesdropping-path gain αiE = 1 × 10−9.
For WD i, we set its secrecy-outage requirement ϵmax

i = 0.2,
latency-requirement Tmax

i = 2.5 seconds. Meanwhile, we set
V Loc
i = 1Mbps and ρLoc

i = 0.02. For each ECS k, we set
the computing-rate Vk = 4Mbps and the channel bandwidth
Wk = 5MHz. All the following testings are performed on a PC
with Intel Core i5-8250U of CPU 1.60GHz.

Figure 3 shows the convergence example of our Subroutine-I
and Subroutine-II when ti = 1.25sec and ϵi = 0.01. Specifical-
ly, subplot 3(a) shows the convergence of λ under Case-I, and
subplot 3(b) shows the convergence of µ under Case-II. The
results verify the effectiveness of our proposed subroutines for
solving Problem (TECM-Sub). Furthermore, Figure 4 provides
a detailed example of executing Top-Algorithm which executes
a two-dimension search on (ϵi, ti) for minimizing WD i’s total
energy consumption.

Fig. 4: An example of executing Top-Algorithm for minimizing
Emin

i,(ti,ϵi)

Figure 5 verifies the effectiveness and computational efficien-
cy of our proposed algorithm for solving Problem (TECM)
by comparing with LINGO (i.e., a commercial optimization
software [43]). Specifically, LINGO’s global-solver adopts the
classic algorithm of the branch-and-bound to address the non-
convexity of the optimization problem and thus can provide the
optimal solution for our Problem (TECM) as a benchmark. The
results in Figure 5(a) show that our Top-Algorithm can achieve
the solutions extremely close to the global optimum solution
from LINGO. Meanwhile, the results in Figure 5(b) further
validate the computational efficiency of our Top-algorithm.
Thanks to exploiting the decomposition structure (illustrated
in Section III-C) and the efficient Subroutines I to III based

on Proposition 4, our Top-algorithm can significantly reduce
the computational time in comparison with the global-solver of
LINGO, as shown in Figure 5(b). It is worth pointing out that
although Figure 5 mainly shows the results under K = 3, the
corresponding results under K = 5 and K = 7 also demonstrate
the similar performance advantages of our proposed algorithm,
which, however, are not presented here due to the limited space.
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Fig. 6: Comparison with the heuristic fixed offloading scheme

Figure 6 shows the advantage of our optimal multi-offloading
scheme in comparison with a conventional fixed offloading
scheme in which WD i offloads a fixed portion of its required
workload to each ECS. For instance, “5% to each ECS” in
Figure 6 means that WD i offloads 5% of its total work-
load to each ECS. The results in Figure 6 validate that our
proposed scheme can effectively reduce WD i’s total energy
consumption while satisfying both the secrecy-requirement and
latency-requirement, by properly optimizing the WD’s multi-
access offloading.

It is noticed that the secrecy-requirement of the WD influ-
ences the optimal offloading solution. Thus, we evaluate this
impact with the results shown in Figure 7, in which we vary
ϵmax
i from 0.05 (i.e., a stringent secrecy-requirement) to 0.25

(i.e., a loose secrecy-requirement). The left-subplot shows the
resulting total energy consumption, and the right subplot shows
the corresponding total offloaded workloads from WD i. The
results demonstrate that a loose secrecy-requirement can yield
a smaller total energy consumption, since it provides a larger
flexibility in WD i’s offloading transmission and thus enables
WD i to offload more computation-workloads to the ECSs.
These results are consistent with the intuitions well.

V. EXTENSION TO THE MULTI-WD SCENARIO

Based on our study on the single-WD scenario in Section III
and Section IV, we further investigate a more general yet com-
plicated scenario of multi-WDs’ multi-access offloading subject
to the eavesdropping-attack as shown in Figure 8. Specifically,
we consider a group of WDs denoted by I = {1, 2, ..., I} which
offload their computation-workloads to the ECSs sequentially
and occupy the ECSs’ computation-resources in a time division
manner (TDM). In other words, a hybrid FDMA and TDM is
used for the multi-WDs scenario, in which different WDs use
TDM for their respective offloading transmissions in sequence,
and each individual WD adopts FDMA for sending its offloaded
workloads to different ECSs simultaneously.
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Fig. 3: Convergence examples of Subroutine-I and Subroutine-II under given (ti, ϵi)
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Fig. 5: Illustration of effectiveness and computational efficiency of Top-Algorithm in comparison with LINGO
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offloaded workloads

In the multi-WDs scenario, the latency of different WDs in
completing their respective tasks are coupled with each other.
Specifically, let us consider a detailed example of WD i and
WD j executing their respective computation offloading, with
WD i right prior to WD j. In this case, WD j can only start
its offloading transmission after WD i completes its offloading
transmission. Moreover, WD j’s offloaded workload to each EC-
S k can only be processed after ECS k completes the offloaded
workload of WD i. As a result, the WDs’ ordering will influence

each WD j’s overall latency in completing its task, and we need
to re-consider how to quantify each WD’s latency. Based on this
motivation, in the multi-WDs scenario, we investigate the joint
optimization of the WDs’ offloading-ordering, as well as each
WD’s transmission-duration, offloaded workload, and secrecy
provisioning, with the objective of minimizing the total energy
consumption of all WDs.

Eavesdropper

Eavesdroppering

 path

1
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I
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ECS KBS KECS kBS kECS 1BS 1
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ECSs provide offloading services for WDs.

t

Fig. 8: Illustrative system model of the multi-WDs’ multi-access
offloading subject to the eavesdropping-attack

A. Modeling of multi-WDs offloading

In the multi-WDs scenario, different WDs sequentially send
their respective offloaded workloads to the ECSs, and occupy
the ECSs’ computation-resources for processing. Therefore, the
latency of different WDs in completing their required workloads
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are strongly coupled. To model this relationship, we introduce
a mapping π to denote an offloading-ordering of the WDs in
I, i.e., π(i) means that WD i is the π(i)-th one to execute the
computation offloading. Thus, π(i)− 1 denotes the WD which
executes the computation offloading right in front of WD i in
ordering π.

To save the time resource in occupying wireless channel,
we consider that each WD i starts its offloading-transmission
immediately when WD π(i) − 1 completes the offloading-
transmission. Specifically, we use variable απ(i) to denote the
time-instance when WD i completes its offloading transmission
and use variable απ(i)−1 to denote the time-instance when the
WD, which is in front of WD i in ordering π, completes
the offloading transmission. Therefore, as illustrated by the the
example in Figure 9, the value of απ(i) can be calculated as

απ(i) = απ(i)−1 + ti, ∀i ∈ I, (28)

where α0 = 0 for the sake of initialization.
Furthermore, we introduce variable βπ(i),k to denote the time-

instance when ECS k completes processing the offloaded work-
load from WD i, and use βπ(i)−1,k to denote the time-instance
when ECS k completes processing the offloaded workload from
the WD which is in front of WD i in the ordering π. Therefore,
as illustrated by the example in Figure 9, the value of βπ(i),k

can be calculated as

βπ(i),k = max{βπ(i)−1,k, απ(i)}+
sik
Vk

,∀i ∈ I, k ∈ K, (29)

where β0,k = 0, ∀k ∈ K for the sake of initialization.
With {απ(i)}i∈I and {βπ(i),k}i∈I,k∈K respectively modeled

in (28) and (29) above, we can express the overall latency for
WD i, which is the π(i)-th one to execute offloading in ordering
π, to complete its required workload as follows:

Lmul
i = max

{
max
k∈K

{βπ(i),k} − απ(i)−1,
Sreq
i −

∑
k∈K sik

V Loc
i

}
,

∀i ∈ I. (30)

Specifically, Sreq
i −

∑
k∈K sik

V Loc
i

denotes the latency for WD i to com-
plete its remaining workload locally, and maxk∈K{βπ(i),k} −
απ(i)−1 denotes the latency for WD i’s multi-access com-
putation offloading via all ECSs as illustrated in Figure 9.
Specifically, Figure 9 illustrates an example of {απ(i)}i∈I
and {βπ(i),k}i∈I,k∈K, when WD i executes the multi-access
offloading towards to two ESCs, with βπ(i)−1,1 < απ(i) on
ECS-1 and βπ(i)−1,2 > απ(i) on ECS-2.

Before leaving this subsection, we emphasize that with
{ti}i∈I and {sik}i∈I,k∈K, we can use (28) and (29) to iterative-
ly calculate the time-instances {απ(i)}i∈I and {βπ(i),k}i∈I,k∈K,
respectively, according to the ordering π, and further use (30)
to obtain the corresponding overall-latency for each WD i. In
other words, {απ(i)}i∈I and {βπ(i),k}i∈I,k∈K can be treated
as the auxiliary variables which depend on the core variables
{ti}i∈I and {sik}i∈I,k∈K.

B. Problem formulation for the multi-WDs scenario

Based on the above modeling of each WD’s latency, we
formulate a joint optimization of the offloading ordering π of all
WDs, as well as each WD i’s multi-access workload offloading
si, the transmission-duration ti, and the secrecy-provisioning ϵi,
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1
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(a) Illustrative example of βπ(i)−1,1 < απ(i) on ECS-1
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(b) Illustrative example of βπ(i)−1,2 > απ(i) on ECS-2

Fig. 9: An illustrative example of WD i’s offloading under a 2-ECSs
scenario, in which we assume βπ(i)−1,1 < απ(i) on ECS-1 (in
subplot (a)), and βπ(i)−1,2 > απ(i) on ECS-2 (in subplot (b)).

with the objective of minimizing the total energy consumption
of all WDs, while subject to each WD’s latency-requirement
and secrecy-requirement. The details are shown in the following
problem formulation:

(MultiWD): min
∑
i∈I


Sreq
i −

∑
k∈K

sik

V Loc
i

ρLoc
i + ti

∑
k∈K

pik


subject to: 0 ≤ sik ≤ Sreq

i , ∀i ∈ I, ∀k ∈ K, (31)∑
k∈K

sik ≤ Sreq
i ,∀i ∈ K, (32)

0 ≤ ϵi ≤ ϵmax
i , ∀i ∈ I, (33)

Lmul
i ≤ Tmax

i , ∀i ∈ I, (34)
constraints (4), (5), and (30),

variables: π, and ({sik}k∈K, ti, ϵi), ∀i ∈ I.

Notice that in Problem (MultiWD), constraint (34) ensures that
each WD i’s latency in the multi-WDs scenario cannot exceed
the latency-requirement Tmax

i . We emphasize that in (34), the
auxiliary variables {αi}i∈I and {βik}i∈I,k∈K are not explicitly
used as the decision variables, since they can be uniquely
derived by all WDs’ ordering π as well as each WD’s (ti, si).
However, Problem (MultiWD) is much more complicated to
solve than Problem (TECM) before, since it invokes a joint
optimization of all WDs as well as the offloading ordering
among them, which is a complicated combinatorial optimization
problem. It is noticed that even with a given ordering π, Problem
(MultiWD) is still a strictly non-convex optimization problem.

VI. PROPOSED ALGORITHM FOR MULTI-WDS SCENARIO

A. Proposed Algorithm for the Multi-WDs scenario

In spite of the strict non-convexity of Problem (MultiWD), we
aim at proposing an efficient algorithm for solving it. The key of
our design is to adopt a decomposition approach. Specifically,
we firstly consider that the WDs’ offloading-ordering π is given
in advance, and exploit our Top-Algorithm as a subroutine
for myopically minimizing each WD’s energy consumption in
sequence. Based on the obtained total energy consumption of
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all WDs, we then further optimize the WDs’ ordering π. The
details of our decomposition can be illustrated as follows.

1) (Myopically optimizing each WD’s energy consumption
under a given ordering π): We firstly assume that the offloading
ordering π is given in advance. Given π, we myopically min-
imize each WD’s energy consumption one by one according
to the ordering π. Specifically, given the time-instances of
(απ(i)−1, {βπ(i)−1,k}k∈K) from the previous WD in ordering
π, we individually minimize WD i’s energy consumption by
solving the following sub-problem:

(MultiWD-Sub):

Êi,(π) = min

Sreq
i −

∑
k∈K

sik

V Loc
i

ρLoc
i + ti

∑
k∈K

pik

subject to: 0 ≤ sik ≤ Sreq
i , ∀k ∈ K, (35)∑

k∈K

sik ≤ Sreq
i , (36)

0 ≤ ϵi ≤ ϵmax
i , (37)

απ(i) = απ(i)−1 + ti, (38)

βπ(i),k = max {βπ(i)−1,k, απ(i)}+
sik
Vk

, ∀k ∈ K, (39)

max{max
k∈K

{βπ(i),k} − απ(i)−1,
Sreq
i −

∑
k∈K sik

V Loc
i

} ≤ Tmax
i , (40)

and constraints (4) and (5),

variables: si, ti, and ϵi.

A key observation on Problem (MultiWD-Sub) is as follows.
Since the values of (απ(i)−1, {βπ(i)−1,k}k∈K) are known when
WD i executes its offloading-transmission, we can slightly
modify our previously proposed Top-Algorithm by changing
the values of {supp

ik } in the initial step in Sub-Algorithm and
obtain the corresponding minimum energy consumption Êi,(π).
We illustrate the detailed modifications in Section VI-B. Thus,
by further using Top-Algorithm as a subroutine, we propose the
following algorithm (i.e., MyoSeq-Algorithm) to minimize the
total energy consumption of all WDs under a given π.

MyoSeq-Algorithm: to minimize the total energy consumption of all WDs
in sequence under a given ordering π

1: Initialization: Set Êtot
(π)

= 0. Set α0 = 0 and β0,k = 0, ∀k ∈ K. Set
flag = 1.

2: while Enumerating all WDs in sequence according to ordering π do
3: Let index i ∈ I to denote the WD currently being enumerated.

Given (απ(i)−1, {βπ(i)−1,k}k∈K), use Top-Algorithm to obtain the
corresponding Êi,(π) and the associated t̂i and ŝi. If Top-Algorithm
outputs that Problem (MultiWD-Sub) is infeasible, set flag = 0 and go
to Step 8 directly.

4: Update Êtot
(π)

= Êtot
(π)

+ Êi,(π).
5: Update απ(i) = απ(i)−1 + t̂i.
6: Update βπ(i),k = max {βπ(i)−1,k, απ(i)}+ ŝik

Vk
,∀k ∈ K.

7: end while
8: Output: If flag = 1, output the total energy consumption Êtot

(π)
for all

WDs. Otherwise, output the currently given ordering π is infeasible.

2) (Top-problem for optimizing the ordering π): By using
MyoSeq-Algorithm to obtain the total energy consumption of
all WDs under a given offloading ordering π, we then continue
to optimize the ordering π, with the objective of further mini-

mizing all WDs’ total energy consumption, i.e.

(MultiWD-Top): min Êtot
(π)

variable: π

Despite its simple form, Problem (MultiWD-Top) is ex-
tremely challenging to solve, since we cannot express Êtot

(π)
analytically. A straightforward manner is to enumerate all pos-
sible orderings of the WDs, which however, is computationally
prohibitive when the number of the WDs is large. To address
this difficulty, we propose a Swapping-Heuristic based algorithm
(i.e., SH-Algorithm) to solve Problem (MultiWD-Top). Our SH-
Algorithm works as follows.

• The key idea of our SH-Algorithm is to iteratively update
the ordering π via swapping. Specifically, given the current
ordering π, we randomly select two WDs and swap their
respective orders such that we obtain an updated ordering
πudp. If the updated ordering πudp can yield a smaller total
energy consumption than the current ordering π, we accept
πudp for the next round of iteration.

• To avoid being trapped by some local optimum, we adopt
the idea of annealing process [44]. Specifically, if the
updated ordering πudp yields a degraded (i.e., larger) total
energy consumption compared to the current ordering π,
we then choose to accept this degraded ordering πudp with
a certain probability which depends on the gap between
the two consecutive orderings as well as the current system
temperature (i.e., from Step 9 to Step 15 in SH-Algorithm).
Specifically, the likelihood for accepting a degraded order-
ing decreases, when Tl decreases. According to [45], the
type of the cooling scheduling Tl =

T ini

ln(l) can provide an
asymptotic convergence to the global optimum solutio with
a sufficiently large T ini.

SH-Algorithm: to solve Problem (MultiWD-Top)

1: Initialization: Set the initial parameter T ini as a large number, and the
parameter for convergence T end as a relative small number. Initialize the
iteration index l = 0, Tl = T ini, a feasible ordering πl.

2: while Tl ≥ Tmin do
3: Given the ordering πl, use MyoSeq-Algorithm to obtain the correspond-

ing minimum energy El.
4: Randomly select two WDs in πl and swap their respective positions,

which leads to an updated ordering π
upd
l .

5: Given the updated ordering π
upd
l , use MyoSeq-Algorithm to obtain the

corresponding minimum energy E
upd
l .

6: if Eupd
l < El then

7: Update πl+1 = π
upd
l .

8: else
9: Set ∆ = E

upd
l − El.

10: Generate a random number v according to a uniform distribution
within [0, 1].

11: if v ≤ exp {−( ∆
Tl

)} then
12: Update πl+1 = π

upd
l .

13: else
14: Update πl+1 = πl.
15: end if
16: end if
17: Update l = l + 1, and Tl =

T0
ln(l+1)

.
18: end while
19: Output: the ordering of the WDs π∗ = πl.
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B. An illustration of Modifying Top-Algorithm for Solving Prob-
lem (MultiWD-Sub)

In this section, we provide the detailed descriptions about
how to modify our previous Top-Algorithm for solving Problem
(MultiWD-Sub). Notice that in Problem (MultiWD-Sub), the
values of (απ(i)−1, {βπ(i)−1,k}k∈K) (i.e., the time-instances of
the WD which is prior to WD i in ordering π) are all known
in advance. Specifically, with (40), we can obtain the following
constraint:

βπ(i),k ≤ Tmax
i + απ(i)−1, ∀k.

Further with (29), we could obtain the following one:

max {βπ(i)−1,k, απ(i)−1 + ti}+
sik
Vk

≤ Tmax
i + απ(i)−1,∀k.

The above constraint leads to the following two ones:

sik ≤ Vk(T
max
i + απ(i)−1 − βπ(i)−1,k), ∀k, (41)

sik ≤ Vk(T
max
i − ti), ∀k. (42)

As a result, for Problem (MultiWD-Sub) with given
(απ(i)−1, {βπ(i)−1,k}k∈K), we can obtain the upper bound for
sik as follows

supp
ik = min{Sreq

i , Vk

(
Tmax
i + απ(i)−1 − βπ(i)−1,k

)
,

Vk(T
max
i − ti), (1− ϵi) tiWk log2

(
ĝik
θik

)
},∀k ∈ K. (43)

By replacing (13) with (43) in the initial step of our proposed
Sub-Algorithm in Section IV-B, we can again use our Top-
Algorithm proposed before for solving Problem (MultiWD-
Sub). In particular, the complexity and convergence of using our
Top-Algorithm to solve Problem (MultiWD-Sub) are same as
those for solving Problem (TECM). The details can be referred
to the discussions at the end of Section IV.B, and we do not
repeat them here due to the limited space.

C. Numerical Results

In this subsection, we demonstrate the numerical results
for our proposed SH-Algorithm (and its subroutine MyoSeq-
Algorithm) for the multi-WDs scenario. Specifically, we set up
the network scenario as we use in Section IV-C before, where
the ECSs are uniformly located on a circle of radius 500m.
Meanwhile, the group of WDs are randomly located within a
plane within the center at (0,0) and the radius of 200m. The
channel power gain from each WD to the ECSs are generated
according to the path-loss model aforementioned. The other
parameter-settings for the WDs and ECSs are also similar to
those in Section IV-C.

Figure 10 demonstrates the convergence of our proposed SH-
Algorithm under 3-WD, 5-WD, and 7-WD cases. For the sake
of comparison, we also enumerate all the possible orderings of
the WDs for each case and obtain the corresponding minimum
energy consumptions denoted by the horizontal dash-lines in
Figure 10. The results in Figure 10 show that our SH-Algorithm
can efficiently converge to the best ordering of the WDs for
Problem (MultiWD-Top) for all the tested cases.

Figure 11 further shows the performance comparison between
our SH-Algorithm and a heuristic randomized ordering scheme.
Specifically, in the randomized ordering scheme, we randomly

generate the ordering of the WDs for executing the multi-access
offloading, and each point of the randomized ordering scheme
in Figure 11 denotes the average result of the 100 randomly
generated orderings of the WDs. It is worth emphasizing that
although the WDs are randomly ordered in the randomized
WD-ordering scheme, we still optimize each individual WD’s
multi-access offloading decision, secrecy-provisioning, and the
transmission-duration, with the objective of minimizing its total
energy consumption (i.e., solving Problem (MultiWD-Sub) to
obtain each WD i’s optimal multi-offloading solution under the
given time-instances (α(π(i))−1, {βπ(i) − 1}k∈K) of the WD
who executes the offloading just prior to WD i). Therefore,
the considered randomized WD-ordering scheme can provide
a meaningful benchmark for evaluating the performance of
our proposed SH-Algorithm. Specifically, the left-subplot shows
the results for a 3-WD case, and the right-subplot shows the
results for a 5-WD case. The results in both cases demonstrate
that our SH-Algorithm can outperform the randomized ordering
scheme. Moreover, as denoted by the line of the number in each
subplot, the relative advantages of our SH-Algorithm against the
randomized ordering scheme gradually increase when the WDs’
computation-workload requirements increase, which means that
the proper ordering of the WDs in executing the multi-access
offloading will play a more significant role when the WDs’
computation-workload requirements become larger.
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Fig. 10: Convergence of our SH-Algorithm under different cases
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Fig. 11: Performance comparison between our proposed
SH-Algorithm and the randomized WD-ordering scheme
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VII. CONCLUSION

In this work, we have studied the energy-efficient multi-access
MEC with secrecy provisioning. For the single-WD scenario, we
have formulated a joint optimization of the WD’s multi-access
computation offloading, secrecy provisioning, and offloading-
transmission duration, with the objective of minimizing the
WD’s total energy consumption in completing its workload,
while providing a guaranteed secrecy-provisioning as well as a
guaranteed overall-latency in completing the required workload.
Despite the non-convexity of this joint optimization problem, we
have exploited its layered structure and proposed an efficient
algorithm for solving it. Exploiting our study on single-WD
scenario as a basis, we further investigated the multi-WDs
scenario subject to a malicious node’s eavesdropping. Taking
the coupling effect among different WDs into account, we
have proposed an efficient algorithm for finding the ordering
of WDs in executing multi-access computation offloading, with
the objective of minimizing all WDs’ total energy consumption.
Extensive numerical results have been provided to validate the
effectiveness and efficiency of our proposed algorithms. The
results have demonstrated that the advantages of our algorithms
in saving the energy consumption while providing a guaranteed
secrecy and a guaranteed latency in completing the tasks. In
our future work, we will investigate a multi-WDs scenario in
which different WDs use orthogonal frequency division multiple
access for enabling their respective multi-access offloading
transmissions simultaneously. In addition, it is also important
for us to further investigate the multi-antenna scenario in which
the BS (or the eavesdropper) is equipped with multiple antennas
for enhancing the data reception (or the overhearing capability).
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