1. Introduction

During the last decades, a considerable effort was devoted to develop adequate greenhouse climate and crop models, for driving simulation, control and managing (Guzmán-Cruz, et. Al, Rico-Garcia, et al ). The study and design of greenhouse environmental models implies having a clear understanding of the greenhouse climate processes. These models must be related with the external influences of the outside weather conditions (such as solar radiation, outside air temperature, wind velocity, etc.), and with the control actions performed (such as ventilation, cooling, heating, among others). The practical goal of this work is to model the greenhouse air temperature and humidity using clustering techniques and made an automatically generator of fuzzy rules relations from real data in order to predict the behavior inside the greenhouse.

The soft computing techniques, such as neural networks, clustering algorithms and fuzzy logic, have been successfully applied to classification and pattern recognition. Besides, fuzzy logic is highly used when the system modeling implies information is scarce, imprecise or when the system is described by complex mathematical model. An example of this kind of structure is a greenhouse and it’s inherit variables such as: indoor and outdoor temperature and humidity, wind direction and speed, etc. These variables present a dynamic and non-linear behavior; being the in-house temperature and internal humidity the key variables for the greenhouse control and modeling. In this chapter, the construction of fuzzy systems by fuzzy c-means and fuzzy subtractive clustering are described. Finally a comparison with adaptive neuro-fuzzy inference system (anfis) and neural networks will be presented.

2. Greenhouse model

The non-linear behavior of the greenhouse-climate is a combination of complex physical interactions between energy transfer such as radiation and temperature and mass transfer like humidity and wind (indoor and outdoor the greenhouse).
In this work the humidity and temperature are considered as the greenhouse key parameters, based on (Guzmán-Cruz, et. Al, Rico-Garcia, et al) observations.

**3. Fuzzy systems**

Fuzzy inference systems (FIS) are also known as fuzzy rule-based systems. This is a major unit of a fuzzy logic system. The decision-making is an important part in the entire system. The FIS formulates suitable rules and based upon the rules the decision is made. This is mainly based on the concepts of the fuzzy set theory, fuzzy IF-THEN rules, and fuzzy reasoning. FIS uses “IF - THEN” statements, and the connectors present in the rule statement are “OR” or “AND” to make the necessary decision rules.

Fuzzy inference system consists of a fuzzification interface, a rule base, a database, a decision-making unit, and finally a defuzzification interface as described in Chang(2006). A FIS with five functional block described in Fig.2.
The function of each block is as follows:
- A rule base containing a set of fuzzy IF-THEN rules;
- A database which defines the membership functions of the fuzzy sets used in the fuzzy rules;
- A decision-making unit which performs the inference operations on the rules;
- A fuzzification interface which transforms the crisp inputs into degrees of match with linguistic values; and
- A defuzzification interface which transforms the fuzzy results of the inference into a crisp output.

The working of FIS is as follows. The inputs are converted into fuzzy by using fuzzification method. After fuzzification the rule base is formed. The rule base and the database are jointly referred to as the knowledge base.

Defuzzification is used to convert fuzzy value to the real world value which is the output.

The steps of fuzzy reasoning (inference operations upon fuzzy IF-THEN rules) performed by FISs are:
- Compare the input variables with the membership functions on the antecedent part to obtain the membership values of each linguistic label. (this step is often called fuzzification.)
- Combine (through a specific t-norm operator, usually multiplication or min) the membership values on the premise part to get firing strength (weight) of each rule.
- Generate the qualified consequents (either fuzzy or crisp) or each rule depending on the firing strength.
- Aggregate the qualified consequents to produce a crisp output. (This step is called defuzzification.)

4. Fuzzy clustering techniques

There are a number of fuzzy clustering techniques available. In this work, two fuzzy clustering methods have been chosen: fuzzy c-means clustering and fuzzy clustering subtractive algorithms. These methods are proven to be the most reliable fuzzy clustering methods as well as better forecasters in terms of absolute error according to some authors [Sin, Gomez, Chiu].

Since 1985 when the fuzzy model methodology suggested by Takagi-Sugeno [Takagi et al 1985, Sugeno et al 1988], as well known as the TSK model, has been widely applied on theoretical analysis, control applications and fuzzy modeling.

Fuzzy system needs the precedent and consequence to express the logical connection between the input output datasets that are used as a basis to produce the desired system behavior [Sin et al 1993].

4.1 Fuzzy Clustering Means (FCM)

Fuzzy C-Means clustering (FCM) is an iterative optimization algorithm that minimizes the cost function given by:
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\[ J = \sum_{k=1}^{n} \sum_{i=1}^{c} \mu_{ik}^{m} ||x_k - v_i||^2 \]  \hspace{1cm} (3)

Where \( n \) is the number of data points, \( c \) is the number of clusters, \( x_k \) is the \( k \)th data point, \( v_i \) is the \( i \)th cluster center, \( \mu_{ik} \) is the degree of membership of the \( k \)th data in the \( i \)th cluster, and \( m \) is a constant greater than 1 (typically \( m=2 \))[Aceves et al 2011]. The degree of membership \( \mu_{ik} \) is defined by:

\[ \mu_{ik} = \frac{1}{\sum_{j=1}^{c} \left( \frac{||x_k - v_i||}{||x_k - v_j||} \right)^{2/(m-1)}} \]  \hspace{1cm} (4)

Starting with a desired number of clusters \( c \) and an initial guess for each cluster center \( v_i, i = 1,2,3... c \), FCM will converge to a solution for \( v_i \) that represents either a local minimum or a saddle point cost function [Bezdek et al 1985]. The FCM method utilizes fuzzy partitioning such that each point can belong to several clusters with membership values between 0 and 1. FCM include predefined parameters such as the weighting exponent \( m \) and the number of clusters \( c \).

4.2 Fuzzy clustering subtractive

The subtractive clustering method assumes each data point is a potential cluster center and calculates a measure of the likelihood that each data point would define the cluster center, based on the density of surrounding data points. Consider \( m \) dimensions of \( n \) data points \( (x_1, x_2, ..., x_n) \) and each data point is potential cluster center, the density function \( D_i \) of data point at \( x_i \) is given by:

\[ D_i = \sum_{i=1}^{n} e^{-\left( \frac{||x_i - x_c||^2}{(r_a)^2} \right)} \]  \hspace{1cm} (5)

where \( r_a \) is a positive number. The data point with the highest potential is surrounded by more data points. A radius defines a neighbour area, then the data points, which exceed \( r_a \), have no influence on the density of data point.

After calculating the density function of each data point is possible to select the data point with the highest potential and find the first cluster center. Assuming that \( X_{c1} \) is selected and \( D_{c1} \) is its density, the density of each data point can be amended by:

\[ D_i = D_i - D_{c1} e^{-\left( \frac{||x_i - x_{c1}||^2}{(r_b)^2} \right)} \]  \hspace{1cm} (6)

The density function of data point which is close to the first cluster center is reduced. Therefore, these data points cannot become the next cluster center. \( r_b \) defines an neighbour area where the density function of data point is reduced. Usually constant \( r_b > r_a \). In order to avoid the overlapping of cluster centers near to other(s) is given by [Yager et al 1994]:

\[ r_b = \eta \cdot r_a \]  \hspace{1cm} (7)
4.3 Fuzzy model construction

When cluster estimation method is applied to a collection of input/output data, each cluster center illustrates a characteristic behavior of the system. Hence, each cluster center can be used as the basis of a rule that describes the system behavior. Consider a set of \( c \) cluster centers \( \{x_1^*, x_2^*, x_3^*, \ldots, x_c^*\} \) in an \( M \)-dimensional space. Let the first \( N \) dimensions correspond to the input variables and the last \( M-N \) dimensional corresponds to output variables. Each vector \( x_i^* \) could be decomposed into two component vectors \( y_i^* \) and \( z_i^* \) where \( y_i^* \) contains the first \( N \) elements of \( x_i^* \) and \( z_i^* \) contains the last \( M-N \) elements.

Then consider each cluster center \( x_i^* \) is represents a fuzzy rule that describes the system behavior. Given an input vector \( y \), the degree to which rule \( i \) is fulfilled is defined by:

\[
\mu_i = e^{-\alpha \|y y_i^*\|^2}
\]  

(6)

where \( \alpha \) is the constant defined by [15].

\[
\alpha = \frac{4}{n^d}
\]  

(7)

The output vector \( z \) is computed by:

\[
z = \frac{\sum_{i=1}^{c} \mu_i z_i^*}{\sum_{i=1}^{c} \mu_i}
\]  

(8)

then this computational model is in terms of a fuzzy inference system employing if-then rules following the form:

**IF** \( x_1 \) is \( A_1 \) and \( x_2 \) is \( A_2 \) and \( \ldots \) **THEN** \( Z_1 \) is \( B_1 \) and \( Z_2 \) is \( B_2 \) \( \ldots \)  

(9)

where \( Y_j \) is the \( j \)th input variable and \( Z_j \) is the \( j \)th output variable. \( A_1 \) is an exponential membership function and \( B_1 \) is a singleton for the \( i \)th rule that is represented by cluster center \( x_i^* \), \( A_i \) and \( B_i \) are given by:

\[
A_j(Q) = e^{-\alpha (q-x_i^* )^2}
\]  

(10)

\[
B_j = z_i^*
\]  

(11)

where \( y_{ij}^* \) is the \( j \)th element of \( y_i^* \) and \( z_{ij}^* \) is the \( j \)th element of \( z_i^* \). This computational scheme is equivalent to an inference method that uses multiplication as the AND operator, weights the output of each rule by the firing strength, and computes the output as a weighted average of the output of each rule [7] [10] [14][19].

Equation 12 represents a dynamic system where the function is expressed by the current input variables and the previous output.

\[
y(k) = f(y(k-n), u(k))
\]  

(12)

Where the state-transition function in this particular case is the ARX (Auto Regressive eXogenous) function (equation 12). The output variables are represented by \( y(k) \) and the input variables by \( u(k) \), the variable \( e(k) \) represents white noise, whereas the system order is represented by the \( n \) variable.
Te fuzzy system in this case is the proposed by Takagi-Sugeno [8] in which the following equation is presented:

\[
y(k) = \sum_{j=1}^{n} a_j y(k-j) + \sum_{j=0}^{n} b_j u(k-j) + e(k) \tag{13}
\]

Te fuzzy system in this case is the proposed by Takagi-Sugeno [8] in which the following equation is presented:

\[
\text{IF } x_1 \text{ is } A_1 \text{ and } x_2 \text{ is } A_2 \text{ and } \ldots \text{ THEN } \zeta(x) \tag{14}
\]

The function \( \zeta(x) \) of the consequence corresponds to a part of a data-cluster as shown on equation 15

\[
\zeta(x) = a^T x + b \tag{15}
\]

5. Neural networks

Artificial neural networks (ANN’s) can be used to solve complex problems where noise immunity is important. [12]. These feature is why we choose ANN’s to model a dynamic system and create a fuzzy inference system. There are two ways to train an ANN: supervised training and un-supervised training. Supervised training requires training set where the input and the desired output of the network are provided for several training cases, whilst un-supervised training requires only the input of the network, and the ANN is supposed to classify (separate) the data appropriately [10]. In this paper we decide to use a supervised ANN because our data source become from experimental measurements.

6. The perceptron

The neuron or node or unit, as it is called, is a processing element that takes a number of inputs, weights them, sums them up, and uses the result as the argument for a singular valued function, the activation function. (Figure 3) [12], [13].

![Fig. 3. Topology of perceptron.](image)

To determine the weight value it is crucial to have a set of samples that correlates the output \( y_i \) with the, inputs \( \varphi_i \). The task of determining the weights from this example is called training or learning, and is basically a conventional estimation problem.[10]
7. The multilayer perceptron

Neurons can combine into a network in numerous fashions. Beyond any doubt the most common of these is the Multilayer Perceptron (MLP) network. The basic MLP-network is constructed by ordering the units in layers, letting each neuron in a layer take as an input only the outputs of neurons in the previous layer or external inputs. Due to the structure, this type of network is often referred to as a feedforward network. [10], [12], [13]. The MLP-network is straightforward to employ for discrete-time modelling of dynamic systems. [10]

Fig. 4. Multilayer perceptron architecture.

8. The Adaptive Neuro-Fuzzy Inference System (ANFIS)

In a conventional fuzzy inference system, the number of rules is decided by an expert who is familiar with the system to be modelled. In this particular case study no expert was available and the number of membership functions assigned to each input is chosen empirically. This is carried out by examining the desired input-output data and/or by trial and error. This situation is much the same as ANN’s. In this section ANFIS topology and the learning method used for this neuro-fuzzy network are presented. Both neural network and fuzzy logic are model-free estimators and share the common ability to deal with the uncertainties and noise. It is possible to convert fuzzy logic architecture to a neural network and vice versa. [15] This makes it possible to combine the advantages of neural network and fuzzy logic [7][8]. (see figure).

Layer 1: Every node in i in this layer is a square node with a node function

\[ 0^1_i = \mu A_i(x) \]  

Where x is the input node i, and \( A_i \) is the linguistic label (small, large, etc.) associated with this node function. In other words, \( 0^1_i \) is the membership function of and it specifies the degree to which the \( A_i \) given x satisfies the quantifier \( A_j \). Usually we choose \( \mu A_i(x) \) to be bell shaped with maximum equal to 1 and minimum equal to 0, such as
\[
\mu A_i(x) = \frac{1}{1 + \left[ \frac{x - c_i}{a_i} \right]^{2b_i}}
\]  

where \( \{a_i, b_i, c_i\} \) is the parameter set. As the values of these parameters change, the best bell-shaped functions vary accordingly, thus exhibiting various forms of membership functions on linguistic label \( A_i \). In fact, any continuous and piecewise differentiable functions, such as commonly used trapezoidal or triangular-shaped membership functions are also qualified candidates for node functions in this layer. Parameters in this layer are referred to as premise parameters.

Fig. 5. ANFIS Architecture proposed by (Jang 1993).

**Layer 2:** Every node in this layer is a circle node labelled \( \Pi \) which multiplies the incoming signals and sends the product out. For instance,

\[
\mu \mu = \mu A_i(x) \ast \mu A_i(y), i = 1,2
\]

Each node output represents the firing strength of a rule (In fact, other T-norm operators that perform generalized AND can be used as the node function in this layer).

**Layer 3:** Every node in this layer is a circle node labelled N. The \( i \)th node calculates the ratio of the \( i \)th rule’s firing strength to the sum of all rules firing strengths:

\[
\tilde{w}_i = \frac{w_i}{w_1 + w_2}, i = 1,2.
\]

For convenience, outputs of this layer are called normalized firing strengths.

**Layer 4:** Every node in this layer is a square node with a node function

\[
O_i^4 = \tilde{w}_i f = \tilde{w}(p_i x + q_i y + r_i)
\]
Where \( \bar{w}_i \) is the output of layer 3, and \{ \( p_i, q_i, r_i \) \} is the parameter set. Parameters in this layer will be referred to as consequent parameters.

**Layer 5:** The single node in this layer is a circle node labelled \( \sum \) that computes the overall output as the summation of all incoming signals, i.e.

\[
O^5 = \text{overall output} = \sum_i \bar{w}_i f = \frac{\sum_i w_i f}{\sum_i w_i}
\]  

(21)

Thus we have constructed an adaptive network which is functionally equivalent to a fuzzy inference system [8],[9]. The hybrid algorithm is applied to this architecture. This means that, in the forward pass of the hybrid learning algorithm, functional signals go forward up to fourth layer and the consequent parameters are identified by the least and consequent parameters are identified by the least squares estimation. In the last backward and the premise parameters are updated by the gradient descent [8].

**9. Experimental results**

Fig. 6. Neural-Nerworks Temperature Estimated.
Fig. 7. Neural-Netork Humidity Estimated

Fig. 8. ANFIS Temperature Estimated.
Fig. 9. ANFIS Humidity Estimated

Fig. 10. Fuzzy Subtractive Clustering Temperature Estimated.
Fig. 11. Fuzzy Subtractive Clustering Humidity Estimated.

Fig. 12. Fuzzy C-Means Clustering Temperature Estimated.
Fig. 13. Fuzzy C-Means Clustering Humidity Estimated.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Mean Average Error</th>
<th>Mean Square Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Temperature</td>
<td>Humidity</td>
</tr>
<tr>
<td>ANN</td>
<td>1.3467</td>
<td>2.8587</td>
</tr>
<tr>
<td>ANFIS</td>
<td>0.3826</td>
<td>1.0634</td>
</tr>
<tr>
<td>Fuzzy Subtractive Clustering</td>
<td>2.2329</td>
<td>1.7653</td>
</tr>
<tr>
<td>Fuzzy C-Means</td>
<td>1.2329</td>
<td>0.7544</td>
</tr>
</tbody>
</table>

Table 1. Summary of Results

10. Conclusions and further work

In this chapter, we have introduced some clustering algorithms for fuzzy model identification, whose main purpose is modeling a system from experimental measured data.

Fuzzy model construction by clustering algorithms, however, will need further enhancement. For instance, mechanisms to find values for optimal cluster indexes still need further investigation because, determines the model structure. Here clustering evaluation functions and validation indexes could be of value when combined with genetic algorithms and support vector machines. The effectiveness of this approach will, however, depend on the accuracy of clustering techniques, and the issue still open. These are the questions to be addressed in future research.
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