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Aggregated demographic datasets are associated with analytical and cartographic problems due to the
arbitrary nature of areal unit partitioning. This article describes a methodology for generating a surface-based
representation of population that mitigates these problems. This methodology uses dasymetric mapping and
incorporates areal weighting and empirical sampling techniques to assess the relationship between categorical
ancillary data and population distribution. As a demonstration, a 100-meter-resolution population surface is
generated from U.S. Census block group data for the southeast Pennsylvania region. Remote-sensing-derived
urban land-cover data serve as ancillary data in the dasymetric mapping. Key Words: areal interpolation,
dasymetric mapping, population data, surface modeling.

Introduction

ost publicly available demographic
datasets, such as those generated by the
U.S. Census, are aggregated to areal units,
such as counties and census tracts. A variety of
analytical issues associated with these aggre-
gated datasets concern the typically arbitrary
nature of the areal unit partitioning. Perhaps
the most prominent of these issues is the
modifiable areal unit problem (MAUP), de-
fined as a situation in which modifying the
boundaries and/or scale of data aggregation
significantly affects the results of spatial data
analysis (Openshaw 1983). Consequently, it is
often unclear whether the results of census-
data analysis indicate some reality about the
individuals living in that region or are strictly a
function of the particular areal unit used in the
analysis (Openshaw 1984). A related problem
concerns the display of demographic data.
Choropleth maps of population by adminis-
trative areal unit give the impression that
population is distributed homogeneously
throughout each areal unit, even when por-
tions of the region are, in actuality, uninhab-
ited (Dorling 1993).
One potential solution to these problems is
a surface-based demographic data representa-
tion, in which data are modeled as a contin-
uous field that is not dependent on an irregular
partitioning into arbitrary areal units. Areal

unit versus surface models of population can
be understood via the object versus field
representations of geographic reality consid-
ered in geographic information science (Good-
child 1992). The object view treats population
as a set of individual geographic entities (i.e.,
administrative areal units) to which population
attributes may be attached. The field view, on
the other hand, treats population as a con-
tinuously varying surface whose value (i.e.,
population density) may be measured at any
given location. Of course, population is in
reality composed of individual people; both
object and field representations of population
are thus abstractions of that reality. In geog-
raphic information systems (GIS), the object
view is typically represented using points,
lines, and polygons in the vector data model,
and the field view is typically represented by an
exhaustive tessellation of square grid cells in
the raster data model.

Surface-based population representation of-
fers certain advantages over areal unit repre-
sentation. A surface-based representation allows
for population data aggregation to nearly any
desired areal unit and hence is not subject to
the MAUP and other areal unit-derived
problems (Bracken 1993). In addition, because
surface representations can present a graphic
unit of display (a grid cell) that is uniform
in size across a region, surfaces of population
may offer a more accurate cartographic
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representation of population distribution than
do conventional choropleth maps (Langford
and Unwin 1994). While most demographic
data are not available in a surface-based
format, raster GIS provides an environment
in which to develop reliable and useful surface-
based representations of population and pop-
ulation character from aggregated census data
(Langford, Maguire, and Unwin 1991; Martin
and Bracken 1991). This article describes a
methodology for generating surface-based
representations of demographic data using a
dasymetric mapping technique that incorpo-
rates satellite-derived urban land-cover data.

Areal Interpolation and
Dasymetric Mapping

The problem of creating a population surface
from areal unit data is essentially one of areal
interpolation, the transformation of geographic
data from one set of boundaries to another.
Areal interpolation is typically used to com-
pare two or more spatial datasets that are
stored in incompatible areal units, such as
congressional districts and census tracts. In a
sense, the generation of a raster population
surface is a special case of areal interpolation,
because the desired (target) areal unit (a raster
grid cell) is intended to approximate a con-
tinuous surface; hence, it is necessarily much
smaller than the size of the original areal unit
of data aggregation.

Flowerdew and Green (1992) and Good-
child, Anselin, and Deichmann (1993) offer
descriptions of various areal interpolation
techniques that can be applied to the transfor-
mation of population data. Perhaps the most
straightforward technique for transformation
to raster format is areal weighting, whereby
each grid cell is assigned a population value
based on its percentage area of the host areal
unit. This method meets the requirements for
preserving the pycnophylactic property (Tobler
1979), defined as when the summation of
population data to the original set of areal
units is preserved in the transformation to a
new set of areal units—that is, “[Pleople are
not destroyed or manufactured during the
redistribution process” (Langford and Unwin
1994, 24).

Bracken and Martin (1989) and Martin
(1989) describe a more sophisticated approach

to developing surface representations of demo-
graphic data for census enumeration districts in
the United Kingdom. Their method is a
variant of inverse distance weighted (IDW)
interpolation. Population counts are assigned
to a set of summary points generated from the
centroids of the original areal units. A moving
window operation over an “empty” raster grid
then assigns to the window kernel a value
according to the population values of those
centroids contained within the window, with
closer centroids having more “weight” than
those centroids farther away. The relative
density of centroids around the kernel deter-
mines the size of the window. This method
assumes that population density decreases away
from the centroid according to some distance-
decay function and allows for some areas of the
raster surface to contain zero population.

Other approaches to population surface
generation have used dasymetric mapping,
first popularized in the U.S. by Wright
(1936). Dasymetric mapping may be defined
as a kind of areal interpolation that uses
ancillary (additional and related) data to aid
in the areal interpolation process. Dasymetric
mapping differs from choropleth mapping in
that the boundaries of cartographic represen-
tation are not arbitrary but reflect the spatial
distribution of the variable being mapped
(Eicher and Brewer 2001). Wright demon-
strated dasymetric mapping by first redistrib-
uting population from a set of areal units into
inhabited and uninhabited regions as indicated
on USGS topographic maps. He then sub-
divided the inhabited regions into smaller
portions, using settlement pattern data also
gathered from USGS topographic maps.
Population density values are derived subjec-
tively for the different types of settlement
patterns, and this information is used to
estimate population density for the portions
of the inhabited regions according to the
fraction of inhabited region area each portion
occupies.

Langford and colleagues (1991) describe a
dasymetric mapping procedure for generating
raster population surfaces. These authors used
land-use data derived from Landsat Thematic
Mapper (TM) multispectral imagery to build
a series of predictive models regressing pop-
ulation density on land use. These models were
then used to redistribute U.K. census-ward
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population data for Leicestershire to a 1-km-
resolution raster surface. While the results of
this approach proved promising, the models
typically overestimated population for urban
areas and underestimated population for sub-
urban and rural areas (Langford et al. 1991). In
later work, Langford and Unwin (1994) used
satellite imagery to determine residential and
nonresidential pixels for the same region. A
raster surface was then generated in which the
population of each census ward was divided
evenly among the residential pixels within that
census ward.

Eicher and Brewer (2001) offer a review and
evaluation of a number of dasymetric mapping
techniques, including the use of raster-based
approaches to areal interpolation. Of particular
import to this discussion is what these authors
call the “grid three-class” method, which they
demonstrate by using raster land-use data
(with three classifications) to redistribute
county-level population data to subcounty
units. In their study, they assigned a predeter-
mined percentage of a county’s population to a
given land-use area in that county. For
instance, they assigned 70% of the population
of a county to urban, 20% to agricultural/
woodland, and 10% to forested land wuses.
They note that while improving the accuracy
of population distribution, this method suffers
from two weaknesses: first, like Wright’s (1936)
approach, the percentages are subjectively
determined, and second, the method does not
account for differences in area among the three
land-use classes within a county.

Demonstration of the
Dasymetric Mapping

The raster population surface generation
methodology described in the present article
is related to Langford and Unwin’s (1994) use
of remotely sensed residency data to redis-
tribute population, Eicher and Brewer’s (2001)
grid three-class method, and Wright’s (1936)
initial dasymetric mapping technique. Like
Langford and Unwin, I use remote sensing-
derived ancillary data to redistribute popula-
tion to a raster grid. However, instead of a
binary assignment of population to a raster
surface based on residential/nonresidential
pixel classification, I use a three-tier classifica-
tion of urban land-cover as ancillary data. I use

these ancillary data within a dasymetric map-
ping framework similar to the grid three-class
method described by Eicher and Brewer
2001).

I propose two techniques for addressing the
weaknesses of the grid three-class method.
The first technique uses empirical sampling to
determine appropriate percentage assignment
values. This technique mitigates the subjectiv-
ity of the assignment of a percentage of
population to a given ancillary data class (i.e.,
land use or urban land-cover). The second
technique draws from Wright’s (1936) approach
to area-based weighting to address the
differences in area among ancillary data classes
within a given areal unit. These techniques
are demonstrated by generating a raster popula-
tion surface from 1990 U.S. Census block
group data (Geolytics 1998) using ArcView
GIS and ArcView’s Spatial Analyst extension
for raster data handling.

This demonstration maps population in the
five-county southeast Pennsylvania region,
including Bucks, Chester, Delaware, Mon-
tgomery, and Philadelphia counties (Figure 1).
This region provides an example in which
block group area and population density vary
significantly from urban to rural parts of the
region (Figure 2). Block groups in urban areas
may be relatively small and of homogeneous
population density, while block groups in rural
areas are typically much larger, and have a

Figure 1
Pennsylvania. Note that the county and city
boundaries for Philadelphia are identical.

The five-county region of southeast
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much more heterogeneous population distri-
bution. Dasymetric mapping may therefore be
used to generate a surface model that provides
a more accurate representation of population
within rural block groups, as well as in urban
block groups that contain parks, cemeteries,
and other features that may control the within-
block group distribution of population.

Urban Land-Cover Data

The urban land-cover dataset used here was
acquired from the Pennsylvania Explorer CD
released by the Pennsylvania State University
(Digital Equipment Corporation et al. 1998).
This categorical polygon dataset exhaustively
partitions Pennsylvania into high-density ur-
ban, low-density urban, and nonurban areas
(Figure 3). Note that urban “density,” in this
case, refers not to population density but to
“urbanization,” or degree of urban develop-

ment. For the sake of clarity, and to distinguish
urban density from population density, I refer
to the urban land-cover data as “urbanization”
data with high, low, and nonurban classes. The
urbanization data were generated from 1993
Landsat TM imagery that was classified to
yield a raster grid of land cover for Pennsylva-
nia (see Digital Equipment Corporation et al.
1998 for details of the classification process).
The land-cover data were graphically overlaid
with 1996 Pennsylvania Department of Trans-
portation road-network data and photo-inter-
preted according to land cover and road
density to generate the urbanization dataset.
While the use of urbanization data as a
proxy for population distribution is not perfect,
it is justified by its utility. Satellite remote
sensing cannot indicate population density
directly but can describe the urban morphol-
ogy of built-up and nondeveloped areas.
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Figure 2 Population density by block group for southeast Pennsylvania. Note that for graphical clarity,
only those block-group boundaries for block groups with an area greater than 1,000,000 m? are shown.
The use of an exponential class-break scheme is necessitated by the extreme skewness of the data

distribution.
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Figure 3 Urbanization classes for southeast Pennsylvania.

A generally predictable positive relationship
occurs between population density and the
degree of urban development as indicated by
satellite imagery (Langford, Maguire, and
Unwin 1991; Mesev 1999), although there
are a number of problematic issues associated
with the use of satellite remote sensing for
monitoring urban areas. Forster (1985) notes
some of these issues, such as pixel resolution
and the intrapixel heterogeneity of urban
regions, attenuation of the electromagnetic
signal due to the earth’s atmosphere, and error
due to variations in sensor calibration and
platform-target geometry over time.

Perhaps the most troubling issue for this
particular project is that certain regions, such as
industrial complexes, that are sparsely populated
(in terms of residence) may be classified as high
urbanization due to their dense road networks
and large areas of impervious surface, the
spectral signature of which in TM imagery
may resemble residential and commercial areas.

While the use of land-use data instead of
urbanization data may solve some of these
problems (Monmonier and Schnell 1984), timely
land-use data for the five-county southeast
Pennsylvania region that distinguished between
industrial, commercial, and residential land uses
were not available. The anomaly of sparsely
inhabited, high urbanization areas in the dataset
must be acknowledged as a source of error when
using this dataset for areal interpolation of
population. However, because the method
described here preserves the pycnophylactic
property (as outlined below), all error is
inherently limited to variation within each
individual original areal unit; the population of
the area described by each block group is
preserved in the transformation to raster data
surface.

Methods

The urbanization data were initially converted
to a 100-m-resolution raster grid. This grid cell
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resolution serves as the resolution for the final
raster population surface. The choice of grid
cell size is important, as the resolution must be
fine enough to capture the desired spatial
variation of population within the area of
interest. Note also that if the grid cell resolu-
tion exceeds the size of the smallest areal unit in
the original population or ancillary datasets
(i-e., block group), data will be lost in the vector
to raster transformation. A 100-m-resolution
was chosen to capture the population variation
within urban areas of Philadelphia and to keep
computations at acceptable processing times.

The population of each block group is
distributed to each grid cell in the population
surface based on two factors: (1) the relative
difference in population densities among the
three urbanization classes; and (2) the percent-
age of total area of each block group occupied
by each of the three urbanization classes.
Factor one concerns the fact that a grid cell
with a high urbanization class has a higher
population density than a grid cell with a low
or nonurban urbanization class (as derived
from empirical measurement, described
below). Thus, the high-urbanization grid cell
should receive a greater share of the total
population assigned to a block group than a
low or nonurban urbanization grid cell in the
same block group.

In order to determine the relative difference
in population density among urbanization
classes, population density values for each

urbanization class were sampled. The sam-
pling process selected all block groups that are
entirely contained within each urbanization class,
found their total population and area, and
calculated their aggregated population density.
This calculation was performed independently
for each county, because the relative difference
in population density among urbanization
classes varies from county to county—population
density in high-urbanization areas in Philadel-
phia County (the urban core) is much higher
than that in high-urbanization areas in Bucks
County (the suburban-rural fringe) (Table 1).
Note that it is this difference in population
density for the same wurban morphologic
classification (or land-use classification) that
disrupts the creation of a predictive model, as
Langford and colleagues (1991) testify. In
other words, one cannot accurately predict
the population density of a block group in the
region based on, say, the percentage of that
block group occupied by a particular urbaniza-
tion class. However, the actual population
density values themselves are not of concern
here; what is important is the within-county
relative difference in population density among
the urbanization classes.

Each urbanization class within each county
was assigned a “population density fraction”
number that indicates, based on the relative
differences in population density, the percentage
of a block group’s total population that should
be assigned to a particular urbanization class

Table 1 Aggregated Population Densities for Block Groups Completely Contained within Each
Urbanization Class for Each County in Southeast Pennsylvania

Population Population

Density Sum Density
County Urban Class Population Area (m?) (persons/10,000 m?) Density Fraction
Bucks High 1,662 43,000 36.33 56.38 64.44
Bucks Low 35,637 1,841,000 19.36 56.38 34.34
Bucks Nonurban 8,345 12,041,000 0.69 56.38 1.22
Chester High 12,945 244,000 53.05 61.07 86.87
Chester Low 6,514 893,000 7.29 61.07 11.94
Chester Nonurban 15,849 21,767,000 0.73 61.07 1.2
Delaware High 66,815 1,460,000 45.76 73.42 62.33
Delaware Low 53,124 2,218,000 23.95 73.42 32.62
Delaware Nonurban 4,702 1,267,000 3.71 73.42 5.05
Montgomery High 33,952 1,079,000 31.47 47.11 66.80
Montgomery Low 77,011 5,238,000 14.70 47.11 31.2
Montgomery Nonurban 2,807 2,979,000 0.94 47.11 2.00
Philadelphia High 1,195,621 15,263,000 78.33 116.60 67.18
Philadelphia Low 79,485 2,195,000 36.21 116.60 31.05
Philadelphia Nonurban 3,816 1,848,000 2.06 116.60 1.77
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within the block group. The population density
fraction is calculated by dividing an urbaniza-
tion class’s population density by the sum of the
population density values for all three urbaniza-
tion classes, which may be expressed as:

dm = Pm/(Ph[ + P + pnc) (1)

where d,, = population density fraction of
urbanization class # in county ¢, p,, = popula-
tion density (persons/10,000 m?) of urbaniza-
tion class # in county ¢, p; = population
density (persons/10,000 m”) of urbanization
class b (high) in county ¢, p;, = population
density (persons/10,000 m”) of urbanization
class / (low) in county ¢, and p,, = population
density (persons/10,000 m”) of urbanization
class # (nonurban) in county ¢. This operation
was performed for each individual county. For
example, if, hypothetically, in a particular
county, the high, low, and nonurban urbaniza-
tion classes had sampled population densities
of 6 persons/10,000 m?, 3 persons/10,000 m?,
and 1 person/10,000 m?, respectively, their
population density fractions would be 0.6, 0.3,
and 0.1, respectively. Thus, if a block group in
that county had a population of 100 people, 60
(100 people x 0.6) of those people would be
assigned to the portion of that block group
that is classified as high urbanization. Table 1
reports the population density fractions for
each urbanization class for each county.

This approach assumes that the block group
is evenly spatially partiioned among the three
urbanization classes—that each urbanization
class occupies 33.3% of the total block group
area. This occurrence, of course, is an extre-
mely rare event. Factor two thus addresses the
difference in block group area occupied by
each urbanization class. In order to accurately
assign a portion of a given block group’s total
population to an urbanization class, the popu-
lation density fraction must be adjusted by the
percentage of that block group’s total area that
that urbanization class occupies. In other
words, the county-level urbanization class’s
population density fraction must be adjusted
for each individual block group according to
the difference in area occupied by each
urbanization class within that block group.

This adjustment is made by calculating the
“area ratio” number for each urbanization
class for each block group. This number
represents the ratio of the percentage of area

that an urbanization class actually occupies
within a block group to the “expected”
percentage of 33.3%. The area ratio for a
given urbanization class within a given block
group may be calculated by dividing the
number of grid cells (i.e., area) of the
urbanization class by that block group’s total
number of grid cells (i.e., area) and dividing
that sum by 33.3, which may be expressed as:

Aup = (nub/n;,)/0.33 (2)

where a,;, = area ratio of urbanization class «
in block group &, n,;, = number of grid cells of
urbanization class # in block group 4, and
n, = number of grid cells in block group &.

This operation was performed for each
urbanization class in each individual block
group. For example, if, hypothetically, in a
particular county, the high, low, and nonurban
urbanization classes had areas of six grid cells,
three grid cells, and one grid cell, respectively,
their area ratios would be 1.8, 0.9, and 0.3,
respectively.

The population density fraction and area
ratio may be integrated into one term, referred
to as the “total fraction,” which represents the
fraction of a given block group’s total popula-
tion that should be assigned to a given
urbanization class within that block group,
accounting for variation in both population
density and area of the different urbanization
classes. The total fraction may be calculated by
multiplying the population density fraction
and area ratio of a given urbanization class in a
given block group and dividing that result by
the result of that same expression for all three
urbanization classes in that block group. This
calculation may be expressed as:

fulw = (du[ X aub) /

[(dpe xags)+(die xap) +(dpe X an)] (3)

where f,;, = total fraction of urbanization class
# in block group 4 and in county ¢, d, =
population density fraction of urbanization
class # in county ¢, a, =area ratio of
urbanization class # in block group b, d,. =
population density fraction of urbanization
class A (high) in county ¢, d; = population
density fraction of urbanization class / (low) in
county ¢, d,, = population density fraction of
urbanization class # (non-urban) in county ¢,
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aj, = area ratio of urbanization class 4 (high)
in block group &, a;, = area ratio of urbaniza-
tion class / (low) in block group b, and
a,;, = area ratio of urbanization class # (non-
urban) in block group &.

Once the total fraction for each urbanization
class for each block group is determined, a
portion of a block group’s total population
may be assigned to each urbanization class’s
grid cells within that block group. To assign
a population value to a given grid cell with
that urbanization class, one merely divides the
population assigned to that urbanization class
evenly among the grid cells in that block group
that have that urbanization class. The calcula-
tion to assign a population value to a given
grid cell within a given block group and within
a given county may therefore be expressed as:

POPupe = (ﬁtbf X pop[;)/nub (4)

where pop,;, = population assigned to one
grid cell of urbanization class # in block group
b and in county ¢, f,, = total fraction for
urbanization class # in block group 4 and in
county ¢, pop, = population of block group 2,
and n,;, = number of grid cells of urbanization
class # in block group &.

This calculation was implemented in Arc-
View GIS by adding and calculating values for
fields added to the polygon attribute table of
the block group shapefile. One of the original
fields in this table stored the 1990 total
population for each block group. New fields
were then created to store the population
density fraction (three new fields) and area
ratio (three new fields) for each urbanization
class for each block group. Based on the values
of the population density fraction fields and
the area-ratio fields, three new fields repre-
senting the total fraction for each urbanization
class for each block group were added and
their values calculated. Another three new
fields were created that stored the number of
grid cells of each urbanization class for each
block group. The values for these three fields
were calculated by summing the number of
grid cells per block group by urbanization
class, a raster/vector zonal operation provided
by ArcView’s Spatial Analyst extension. After
all of these table operations, there were fields
in the block group polygon attribute table that
represented each of the terms in Equation (4).

The values in these fields were then used to
calculate the values for another three fields
that stored the population value assigned to a
grid cell of each urbanization class within each
block group.

Three raster grids were then created by
converting the vector block group coverage to
a raster grid. In the creation of the first grid,
each high-urbanization grid cell was assigned its
appropriate population value from the block
group polygon attribute table by “masking” all
those cells that were not classified as high
urbanization. The same procedure was per-
formed for the low urbanization class and the
nonurban urbanization class to generate the two
other raster grids. The three grids were then
merged to produce one complete raster grid of
population in southeast Pennsylvania. Note that
this population surface simultaneously describes
population-count data (number of persons
stored within each grid cell) and population
density (persons/10,000 m?, the area of each
grid cell).

Results

Figure 4 shows a map of the raster population
surface for southeast Pennsylvania. Note that
in the urban core areas, it does not appear to
differ significantly from the vector block group
map (Figure 2). In urban areas where there are
parks or cemeteries, however, the raster grid is
significantly more detailed. Figure 5 shows an
area on the boundary of Philadelphia County
and Montgomery County, denoted as rectan-
gle A in Figure 4. Because this area lies along
the urban/suburban boundary, and because of
the presence of a relatively large park that sits
adjacent to densely populated urban neighbor-
hoods, considerable intra-block group varia-
tion exists in urbanization class and, thus,
population density, in this area. Figure 5
compares the representation of population in
the raster surface with the vector block group
shapefile. The dasymetric mapping procedure
redistributed the within-block group popula-
tion to certain raster grid cells according to
those grid cells’ urbanization class. This is
especially evident in the southwest quadrant of
the area, in which the vector representation
indicates a relatively homogeneous population
density, whereas the raster surface has con-
centrated that population in certain sub-block
group regions.
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Figure 4 Raster surface of population density for southeast Pennsylvania. Rectangles A and B show
areas of detail presented in Figures 5 and 6, respectively.

In rural areas, block groups are typically
much larger than in urban areas, and these
block groups may contain urbanized areas
within which a majority of that block group’s
population resides. Figure 6 shows a rural
area in Chester County, delineated as rectangle
B in Figure 4, that demonstrates how the
dasymetric mapping technique redistributes
population within such block groups.
This redistribution of population is particu-
larly evident in the center of the area, where
population in the raster surface is clearly
concentrated in a number of sub-block
group-sized high urbanization areas.

Conclusion

This research demonstrates the use of dasy-
metric mapping to create raster surface repre-
sentations of population and population
density. Two new techniques are presented

that may improve previous methods in dasy-
metric mapping. The first technique suggests
an empirical sampling approach to assessing
the relationship between categorical ancillary
data and population density. While this
approach does not provide a predictive model
of this relationship, Langford and colleagues
(1991) have shown that the derivation of such
models is made difficult due to the spatial
variation in the nature of land use, urbaniza-
tion, or other land-cover-based classifications
as they relate to population density. The
sampling approach described here does offer
an improvement over the relatively simplistic
approach whereby, say, 70% of an areal unit’s
population is assigned to a particular land-
cover class based solely on the subjective
decision of the analyst. The obvious drawback
to the approach described here is that it
assumes that at least some of the original areal
units of population are small enough to be
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Figure 5 Detail of an urban area, specified in Figure 4 as rectangle A, showing the difference between
raster population surface (left) and vector block group (right) representations of population density.
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Figure 6 Detail of a rural area, specified in Figure 4 as rectangle B, showing the difference between
raster population surface (left) and vector block group (right) representations of population density. Note
that the scale of this figure is significantly smaller than that of Figure 5.

contained entirely within the area of each sampled. This drawback may be countered by
ancillary data class, so that the population loosening the rules by which the sampling
density of the ancillary data classes may be occurs. For instance, while I used the criteria
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“entirely within” to sample individual block
groups associated with a given urbanization
class, one could instead select those block
groups the centroids of which are contained
within a given urbanization class. While I
acknowledge that this would provide a less
accurate sampling of population density per
urbanization class, it is still an improvement
over a non-empirically-derived  subjective
assignment.

The second technique proposed here is the
use of areal weighting to improve the accuracy
of the redistribution of population according
to ancillary data. Whereas previous approaches
to dasymetric mapping have assigned popula-
tion to sub-areal unit ancillary data classes
(e.g., land cover) based solely on the nature of
the class (e.g., urban versus forested), the
technique described here demonstrates how
this assignment of population may be im-
proved by incorporating the relative difference
in area among different ancillary classes within
the redistribution calculation.

These techniques may be easily incorporated
within a dasymetric mapping analysis using
raster GIS packages. While I demonstrated
these techniques here using ArcView GIS, most
GIS packages that support vector and raster
data handling also support the calculations
necessary for these techniques using simple
drop-down menus or push-button controls. In
other words, programming is not required to
implement these techniques in ArcView GIS
and most other GIS packages. In addition, the
techniques described here are generalizable to a
variety of settings. While I used urbanization
data for the dasymetric mapping, one could
easily use these techniques with other catego-
rical ancillary data that have a demonstrable
spatial relationship with the distribution of
population. H
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