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1. Introduction

When attempting to construct constant-quality hqusee indexes, statistical agencies
face a number of problems. First, exact matchingroperties over time is problematic
as their quality will likely have changed; housepikciate and they may also have had
major repairs, additions or remodelling done tarthén other words, every property in
each period can be viewed as a unique good. Settentiyrnover of houses is generally
low compared to the housing stock and the mix opprties sold changes over time, so
a quality mix problem arises. Third, there is oftetack of data on characteristics. Data
availability issues have implications for the cleoaf measurement method.

Three main types of house price indexes can bedfouthe literature: median or
mean indexes, repeat sales indexes and hedoniesid&d median (mean) index tracks
the change in the price of the median (mean) htrasked from one period to the next.
This method is problematic in that the charactiesstf, e.g., the median house changes
over time. The problem is often tackled by stratifythe samples according to region,
type of dwelling, etc., a procedure which is alsowkn asmix adjustmentStratification
obviously requires additional data.

Repeat sales methodddress the quality mix problem by restricting daga set
to houses that have been sold twice or more dtniegample periotThis ensures that
“like is compared with like”, assuming that the fiyeof the individual houses remains
unchanged. Repeat sales methods are based onsregsewhere the repeat sales data
pertaining to different periods are pooled. A ptirdrawback is revision; when new
data is added to the sample, previously computgekimumbers will change.

Unlike repeat sales methodwedonic regression methodan in principle adjust
for quality changes of individual properties (indéibn to quality mix changeg)These

! The repeat sales method is originally due to Bailduth and Nourse (1963). Case and Shiller (1987,
1989) argue that changes in house prices includgonents whose variances increase with the interval
of sales and propose a Weighted Least Squaresagipto adjust for this type of heteroskedastichy.
alternative weighted method has been suggestedatiyo@h (1996). Jansest al. (2008), using Dutch
data, compare the unweighted repeat sales methbdvaiious weighted methods and conclude that the
unweighted method performs satisfactory.

%2 Today, hedonic house price indexes are computethiny countries. For example, the French statistica
agency (INSEE), jointly with Conseil Supérieur dothriat, compiles a hedonic index (Gouriéroux and
Laferrere, 2009) as does Statistics Finland (Sea106). The UK has three hedonic indexes, comipile

by different institutes; see Acadametrics (2009)dn overview of the methods used. RPData-Rismark
computes hedonic indexes for cities in Australissifark International, 2007).



methods utilize information on housing charactersstsuch as number of bedrooms, lot
size and location, to estimate quality adjustedepmdexes using regression techniques.
Hedonic indexes come in two main varieties. Theetommmy method models the log
of price as a function of property characteristing a set of dummy variables indicating
the time periods. Since the data of all periodspm@ed, this method also suffers from
revision. Hedonic imputation methods, which esterthe “missing prices”, do not have
this drawback.

A fourth approach to estimating house price indagdgbeuse of assessment or
appraisal data One option is to augment a repeat sales datgsedibhg assessment data
as estimates for past or current values of prageethiat have not been resold during the
sample period. Some of the data on which the regaas index is based would then be
pseudo rather than genuine repeat dataother option, which also controls for quality-
mix changes, is to combine current selling pricéd &ppraisals from an earlier period
to compute price relatives in a standard matchedeainfmamework. An advantage over
the repeat sales approach is that index numberstibe revised. This so-called Sale
Price Appraisal Ratio (SPAR) method has been agpieNew Zealand for a long time
and is now also being used in the Netherlands dad ather countries.

In this paper we outline an alternative appraisadad method to measure house
price change. The appraisals serve as auxiliaprnmdtion in ageneralized regression
(GREG) estimation framework. GREG is a model-aedis¢chnique that can be used to
increase the efficiency as compared to direct edtirs such as sample means (Sarndal,
Swensson and Wretman, 1992), provided that populatiformation is known for one
or more variables that exhibit a strong linear elatron with the variable under study.
In our case we regress selling prices in each piet®d on appraisals. Appraised values
are available in the Netherlands for all propertrestock in some reference period, and

% Hill and Melser (2008) discuss numerous hedonipuitation methods in the housing context. For a
comparison between time dummy and hedonic imputaiiice indexes, see Diewert, Heravi and Silver
(2009) and de Haan (2010).

* For more on the use of assessment informatiorrépeat sales index and the removal of appraisal bi
see e.g. Geltner (1996), Edelstein and Quan (2@D@l) Leventis (2006).

® Bourassa, Hoesli and Sun (2007) describe the Nealeid SPAR index which is compiled by Quotable
Value, a property valuation company. Other studi&s the SPAR method include Rossini and Kershaw
(2006), van der Wal, ter Steege and Kroese (2aB6)/rieset al (2009), de Haan, van der Wal and de
Vries (2009), and Shi, Young and Hargreaves (2009).



we expect them to be highly collinear with sellpprgces. Although the method is based
on regression, the resulting price index is nokedamic index because the regression
model is descriptive rather than explanatory.

The paper is organized as follows. To set the stagBection 2 we describe the
SPAR method and its relation to the sample meamsalefprices and appraisals. Due to
compositional change and the relatively low numtfetransactions, the Dutch SPAR
series exhibits strong volatility, especially fonal market segments. In Section 3 we
outline a simple GREG estimator of house price gbhaand two alternatives. The first
alternative is a stratified version of the origimadlex whereas the second one uses an
alternative model specification. Section 4 contamgirical evidence using Dutch data.
The GREG index numbers turn out to be very sinmiathe SPAR index numbers and
are equally volatile. In Section 5 we explain ttasult by showing that the SPAR index
Is in fact an estimator of the GREG index and alnassefficient. Section 6 concludes
and suggests a topic for further research in thid.f

2. Horvitz-Thompson Estimators and the SPAR I ndex

The typical aim of survey sampling is to estimdie total or (arithmetic) mean of some
variable for a finite population. In a housing @xttwe may want to estimate the total
value of the housing stock in, say, period 0. Uét denote the stock of houses of size
N°® and p; the value of house (n=1,...,N°). The target to be estimated is

Ve=>"p. (1)

nu°©
Suppose we have a sam@& consisting ofn® houses sold in the base period. If the
houses were selected by simple random sampling fh@rhousing stock) °, where

each house had the same inclusion probability, themorvitz-Thompson estimator

VO =(N°/n°)> pp )
n=1

Is an unbiased estimator of (1); see e.g. Coctir@n7).

A natural target — though not the only possib#itfor a house price index would
be the value change of a fixed housing stock. Gamiing on thebase period stockas
two implications: additions to the stock (mostlywiebuilt houses) should be excluded
and the price changes of existing properties shbalddjusted for quality changes, i.e.



for the impact of depreciation, renovations anegesitons. For convenience we assume
that such quality changes are negligible. In tlzesecthe target price index going from
the base period 0 to the comparison peti¢e0) is defined as

> p;
POt — n° (3)

i

nu©

with obvious notation. Suppose that we also hasanapleS', consisting ofn' houses
sold in period and assume that it is an independent random daw the base period
stock. The ratio of the Horvitz-Thompson estimaf(tine sample means) in both periods

(N°/n) > p, D pr/nt

A

ot — nos! — nos! (4)
(N°/n®) > pr D pa/n’
nas° nos?

might seem a natural estimator of our target in@xHowever, if the sampleS® and

S' are independently drawn, the variance of estim@pcan be substantial. Moreover,

a ratio estimator such as (4) has a bias that dispam the variance of both components.
From an index number perspective the issue at ssatkat the mix of properties traded

in periodt differs from that in period 0. That is, we are nomparing like with like.

The standard approach to estimating price indeskssron the matched model
methodology where pricep. and p|, are observed for a fixed panel of items. The use
of panel data ensures that like is compared wkir dind will reduce the variance of the
ratio estimator becausp? and p|, are typically positively correlated. However, 88e
the sampless® and S' are extraordinary large, there will only be fewtoh@d houses,
if any. Hence, while pricep; are observed for the houses belongin@tpfor most of
those houses the base period prigésare “missing”. What may be available instead
are government assessmeafs We could use these as base period values anttwecns
the following (pseudo) matched-model estimatoraide price change:

> py/n'
50t — nos' (5)

day/n'’

nOs!

A problem associated with estimator (5) is that Ilase period index number
will differ from 1 because the appraisa$ differ from the selling pricep?. Rescaling
(5) by dividing it by its base period value is dvimus solution, yielding



Sopyint| > poin® B Sopyint| > al/n

|50t — nOst nOS® — nost nos? (6)
SPAR — 0/ At 0/.,0 - 0/,~0 0 At
Yad/n'| Yalln > p3in°| > adln
nOst n0s? nos? nost

Expression (6) is called a Sale Price AppraisaldRE@PAR) index. The SPAR method
has been applied in the Netherlands since Jani®§ ® measure the price change of
“existing” owner-occupied dwellingsThe second expression on the right-hand side of
(6) writes the SPAR index as the product of twddes; the ratio of sample means and a
factor between brackets. As the SPAR index is ¢isdlgrbased on the matched model
methodology (using appraisals instead of base gex@tling prices), this factor adjusts
the ratio of sample means for differences in thaligumix of the samples. A potential
problem is that the SPAR indexnst a panel-type estimatoA SPAR time series, say
for periodst =0,...,T , might therefore suffer from short-term volatiligspecially when

the number of sales is low.

3. Generalized Regression Estimation

3.1 A Simple GREG Method

In this section we will outline an alternative apach to measuring house price change
that makes use of appraisal data. The appraisalssaove as auxiliary information in a
generalized regression (GREG) framework. Consigerfallowing simple two-variable
linear regression model:

py=a’+p%) +z), (7)

where £ is the error term. Unlike hedonic regression medehich postulate a causal
relation between the selling prige’ and a set of characteristics relating to the sirec
and the location of the housing units, this modedsdnot say anything about how house

prices are generated; equation (7) is merely arghtise model.

® As mentioned earlier, we assume that the SPARXinites at tracking the price change of Hwising
stock which is a measure of the change in wealth. énabntext of the Harmonized Index of Consumer
Prices on the other hand, the house price inderldhneasure the price change of limises soldiuring

the base period (Makaronidis and Hayes, 2006; Eai;02010). Under the latter concept there would be
no sampling involved if, as is the case in the We#nds, all transactions are recorded and uséidein
compilation of the index.



Estimating model (7) by least squares regressiom@mlata of sampl&° yields
predicted prices

e =a°+ /. 8)

The regression residuals forld S°are € = p? - p°. Assuming random sampling, as

before, we can write the Horvitz-Thompson estimaEr[DSO p?/n° of the mean value
0 0
> o brIN°as

S0 = > pln®+ > el /n® =4+ al/n+ Y el /n°. (9)

nos? nas? nos? nos? nos®

0
n

Replacing the sample average of appraisEs a’/n°, by its population counterpart

nAs?
D 08 IN° yields the generalized regression (GREG) estimator

Plrec =G°+° > alIN®+ > el /n® = > p2INC + > el /n°. (10)
nu ° n0s? nu ° n0s?

Model-assisted sampling theory shows that GREGnestirs areasymptotically
design unbiase@Sarndal, Swensson and Wretman, 1992), irrespgeofithe choice of
regressors. Unless the sample would be extraosdsmaall, the bias can be neglected. It
is obvious that the GREG estimator (10) will be enefficient — in the sense that it has
a lower variance — than the Horvitz-Thompson edtim¢d). Consequently, the GREG
estimator will usually outperform the Horvitz-Thosgn estimator in terms of the mean
square error (the sum of the variance and the squaas).

The same procedure can be applied to the compapseodt. After estimating
model

p,=a' +f'a) +¢, (11)

through least squares regression on the data afuifient period sampl&', we obtain
predicted prices

B, =d' +pa, (12)
which lead to the GREG estimator of the mean vafube housing stock in peridd
Plree =" + 3 dad/N+ > e /nt =D pr/N + > e /nt, (13)

nu* n0s? nu* nost
where e, = p, - P, denote the periotiregression residuals. For a fixed housing stock
we haveU' =U°, henced _ ar/N'=>"_  a’/N°, and it follows that



Pires =G+ 5 > alIN+ el /n = Y pLINC+ el (14)

nu° nost nu° nost
The GREG estimator of house price change resutiplgifrom taking the ratio
of equations (14) and (10):

ag'+pat+>e/nt Y PN+ D e /n

=t
F‘,or _ Pcres _ nost — n° nos' (15)
GREG — 2 - A ~0— - ~ y
Perec  G°+B°@°+ 3 e0/n® D PR/N°+ % el/n’
n0s? nu° nos®
wherea® =) ,ar/N°. Some additional small sample bias will be intrcetiidue to

the non-linear (ratio) structure. When using Ordyrizeast Squares (OLS) regression to
estimate the models (7) and (11), the unweightethEameans of regression residuals
in (15), ZHDSO e’ /n° and ZHDSI el /n', will be equal to 0 and the GREG index reduces
to
pL/N® . R -
IE\)Ot B ngopn B O,t +ﬂt§0 B atlao_'_ﬂt
GREGOLS — z f),?/NO - 70 +,é0§0 = 70730 +ﬁ0 .
nuU °©

(16)

As the first expression on the right-hand sidel®) (ndicates, the (OLS) GREG
approach essentially imputes prices pertainindnéobiase period and the current period
using equations (8) and (12). The difference whih hledonia@ouble imputatiormethod
is twofold: a descriptive model, not a hedonic aeaysed to estimate predicted prices —
so that we cannot speak of “unbiased” predictedepri- and prices are imputed for all
houses of the housing stock instead of the subfsstmpled houses.

3.2 Propertiesof the GREG Index

The (OLS) GREG index has several properties woehtraning. First, the computation
of the GREG index is very simple. Once the popatatnean of appraisa@® and the
base period regression coefficient§ and 5’0 have been calculated, all that is needed
IS running a regression each month of selling gregainst appraisals and plugging the
coefficients@' and ,fS’t into (16). Note that the GREG index can be writhisra pseudo

chain index:

~ o B é’t/§°+,8t B t é‘,r/ao_'_ﬂr

Perecors = 5 o 20~ ATl &0 L prl” (17)
a’la”+p" HaTlavt+p



This can be helpful in practice, particularly whesw appraisal data becomes available.
Suppose new appraisals, relating to pefio <T <t), are available in perioti+1.”
The time series can then be updated through chrdimdy, i.e. by multiplyinglf’é’;EGOLS

by the month-to-month chand&'*'/a" + 8" /(@' /a" + B'), where the coefficients
now pertain to a regression of sale prices on dm@@T appraisals.

Secondstandard errorsof the GREG index can be estimated rather easilygu
the variance-covariance matrix of the regressiaffmoents, which is standard output
of most statistical packages. An expression forajiygroximate standard error is derived
in the Appendi The standard error of the GREG index depends egalodness of fit
(R?) of the regression model. It is most likely tHat for the base period regression is
higher than that for the current period regressidimss is because we expect to find a
strong linear relation between appraisals andmates in the appraisal reference period
while in later periods this relation will probaldiy weaker due to differing price trends
across different types of houses or regions.

The latter point brings us to the third propertytiod GREG index, namely its
dependence on thguality of the appraisal dataor two reasons at least the appraisals
may not exactly represent the transaction pricesiguihe base period so that the model
fit is not perfect(R® < 1) The assessment authorities may not have (rea) taecess to
the actual sale prices and therefore have to nteke awn judgements based on other
information. But even if they knew the selling @$¢ the authorities may still decide to
make adjustments when determining the propertyeglit can be argued that selling
prices do not always properly measure the unknowarket values — which can be seen
as a latent variable — and tend to be more vofafllee way in which the appraisals

" New appraisal data often becomes available tetdtistical agency with a considerable time lagtaip
more than a year. There are two reasons for ubm¢ptest appraisal information. First, the quadityhe
appraisals may improve over time, which seems te eeen the case in the Netherlands (de \&ied,
2009). Second, the assumption of a fixed housiogkstan be relaxed so that newly-built propertias c
be incorporated through chaining; the resultingirdé GREG index takes the dynamics of the housing
stock into account. The same advantages of chaappty to the SPAR method.

® The derivation of approximate standard errorstfier SPAR index is a bit more complex because there
is an additional source of sampling error, nambty $ampling variability of the mean appraisals; dee
Haan (2007).

° In this respect Francke (2010) uses the termawius noise. He proposes a smoothing proceduae in
repeat sales context, taking into account thaingeprices of repeatedly sold properties dependhen
time interval between subsequent sales.



have been determined will affect the standard esfdhe GREG index. As long as the
quality of the appraisal data is the same for alldes in stock, no bias arises since the
appraisals only serve as an auxiliary variableegressions run on the sampig% and

S' of properties sold in periods 0 angt =1,...,T). However, in general we expect the
quality of the appraisals to be higher for progertoelonging to the appraisal reference
(base) period sampl8°, although this will most likely differ across diffent valuation
methods-

So far we have assumed that the quality of theviddal houses stays the same
over time. This is a strong assumption. Thus, theth property — and most important
drawback — of the GREG method is that the resulpinge index suffers fronguality
change biassince explicit quality adjustments are not carmwed. The same drawback
holds true for the SPAR method and for the standepeéat sales method. In principle,
hedonic regression methods can deal with the gueliange problem, although it may
prove difficult to control for all relevant priceetermining characteristics, in particular
micro location. The SPAR method automatically colstfor micro location, provided
of course that the appraisals sufficiently accdonthis, as it is based on the matched-
model methodology where the matching is done aatiizess level.

3.3 Alternative GREG Estimators

Statistics Netherlands not only computes houseeprnidexes for the whole country but
also for segments of the housing market, accortbrtype of house (family dwellings
and apartments) and region (provinces and largesgitmainly because of user needs.
Another motivation behind stratifying the sample & to mitigate the effect sample
selection biasThis type of bias may arise if the set of housad in a particular period
is not a random selection from the housing stodle mationwide index should then be
indirectly computed as a weighted average of thatsn indexes instead of directly
from all observations.

1%1n the Netherlands the properties are assessedx@urposes, both for income tax and local taXes.
municipalities are responsible for the valuatidBeveral municipalities value the houses which até s
during the reference period (January) by the sgltirice. Houses which were not sold are often \chlue
comparing them to similar traded houses. A smathler of municipalities apparently use some form of
hedonics, but the methodology is unfortunatelymatie publicly available. For more information om th
Dutch appraisal system, see de Veesl (2009).



Suppose the total housing stodK is sub-divided intd< non-overlapping strata
U? of sizeN; (z::lN,S =N?). The target price index (3) can now be rewritten a

pot — nif’po - kK=1 U isgpm ’ (18)
nu° " Z Z pr? =
k=1 nu?

where P = anko p; /anE p? is the target price index for stratud{ (k =1,...,K).
The base period stock value shagds= ang pa/Y. 0 Pr . which serve as weights
for the stratum indexes, are unknown and have tesbienated. Assuming the variables
that define the strata are known for allU °, an obvious choice for the weights would
be the appraisal sharé$ = znmg a /Yy .ay=(NJ/N°)(a’/a’)."* Appraisals may
not always be accurate estimates of the “true” etavklues of the individual properties
but at the stratum level we expect the accuradh@fiverage appraisals to be sufficient
for the computation of the weights.

Statistical techniques such as GREG estimationyaieally applied to estimate
totals or means for small domains for which the hanof observations is so small that
the standard errors using traditional (Horvitz-Thison) estimators — in our case SPAR
indexes — would become unacceptably high. It shbeldnentioned that, even with the
GREG method, the stratification scheme should eob\erly detailed since that might
unduly raise the variance of the stratum indexesthemce of the aggregate index. More
importantly perhaps, small sample bias will inceeasd might become non-negligible
with too small samples.

OLS regressions of selling prices on appraisalsilshoow be run in every time
period for each stratum in order to compute theeggie GREG index. The stratified
(OLS) GREG index is

K K ~t 150 4, pt
50 - a0 Q0 — a0 ak/ak +:Bk .
PSttrGREG - kZ:;, Sk Pk,ESREGOLS - ; Sk {W ’ (19)
Differences in the slope coefficienf&S (s=0,t) across the strata could be the result of
sampling error but could also reflect a real phesoom if the relation between selling

1 More specifically, the strata-defining housingialtes should be included in the appraisal datalset
the Netherlands address and type of dwelling askudied. This enables a sub-division of the popaitati
into cross classifications of location and typelaklling.
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prices and appraisals is not the same for diffelygres of houses or regions. The latter
can be of particular importance for periadshich are very distant from period 0 since
different housing market segments often show varpirnce trends.

It may be worthwhile to examine the effect of usargalternative model with a
single intercept term, estimated on the entire databut where thé ’'s are allowed to
differ across the strata. L&, , be a dummy variable that has the value 1 if prigper
belongs to straturk and 0 otherwise. In periad(s = 0,t) the model

K
pr=a®+) GiDya; +é&; (20)
k=1

is estimated by OLS regression on the data of dingpte S°, yielding predicted prices
ps =@°+ B2al for nOUL. The new (unstratified) GREG index becomes

- K - - K NO ~
> B /NC 2 D B N° at+2( ;j 130
5Ot — nw° _ k=lnoup _ =\ N ”
SREGOLS ST IND T & o 0 mo o NO Voo (21)
nu° ) ;ZOpn/N al+ ( I(‘)J I?als
=1 U =

Estimator (21) reduces to the original GREG ind&) (f the Eks 's are all equal.
In practice this will not happen, so (22) and (M) give different answers. A common
justification for the use of GREG estimators ist{teeing asymptotically unbiased, they
are relativelyrobust to model choicdVe therefore expect the impact of the alternative
model specification (20) to be moderate. On thewokand, it is well recognized in the
literature that model dependence can be problenraspecific circumstances, notably
when dealing with highly variable and outlier prgrapulations?

4. Empirical Illustration

For the empirical study we used two data sets fddferent sources. The first data set
contains the sale prices of nearly all transactwiexisting houses (excluding newly-

built houses) in the Netherlands between Januad@ 20d March 2009 as registered by
the Dutch land registry office. The total numberobkervations amounts to 1,126,242

2 Hedlinet al (2001) provide an example using business suraéy. @hey underline the importance of a
careful model specification search. On robust GREtBnation, see e.g. Beaumont and Alavi (2004) who
focus on the treatment of outliers.
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or approximately 15 thousand per month. The sakr® wecorded at the time the final
agreement was made at the notary’s office, on geesa weeks after the preliminary
sale was agreed on. The second data set contaigoternment appraisals, relating to
January 2003, for all owner-occupied dwellingshie housing stock. Because addresses
are available in both data sets, we know the sate @and the appraisal value for each
transaction. Because the type of dwelling is alsilable, we were able to stratify by
dwelling type and location.

The first thing we did was run unstratified OLS nesgsions of selling prices on
appraisals, using model (14), for all 75 monthsselection of the results is listed in
Table 1*3 Not surprisingly, the coefficient;@’t are highly significant. In most cases the
interceptsa’ also differ significantly from zero at the 5% l&vRoughly 80 to 90% of
the variation in selling prices is “explained” byetvariation in appraisals, as shown by
the R? values. In other words, the correlation coeffitibatween sale prices and base
period appraisals ranges from 0.89 to 0.95. Figushows thatR* diminishes slightly
over time. As mentioned earlier, one of the reasmmadd be that different segments of
the market exhibit different price changes. We waetat surprised to find though that
R? is not the highest in the appraisal referenceoplgidanuary 2003).

[Insert Table 1]
[Insert Figure 1]

Based on the above regression results, we com@mREels5 price index numbers
according to equation (16). From January 2003 umiil 2008 house prices increased
by some 25% in the Netherlands but then startddlkoprobably due to the financial
and economic crisis. Importantly, the GREG indexsuout to be a lot smoother than
the simple ratio of sample means as Figure 2 meleas, which is of course precisely

what the index has been designed for.

[Insert Figure 2]

3 The regression results and all other empiricalengtare available from the authors upon request.
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Figure 3 compares the GREG index with the SPARxr8én general the trend
of both indexes is very similar, although thereegrp to a small difference by the end
of the period. Figure 4 shows that the month-to4ina@manges in the GREG and SPAR
indexes do not differ much either, the GREG indekg just a little bit less volatile. So
we can conclude that, at the nationwide level, Iméthods generate more or less equal

results.
[Insert Figure 3]
[Insert Figure 4]

Next we stratified the data by thirteen provinced &ve types of dwellings, ran
OLS regressions per month for the resulting 65a&taad calculated GREG indexes as
well as sample means ratio’s. Figure 5 displaysréiselts for one stratum, apartments
in the province of Friesland. Due to the relativieiw number of observations there are
some dramatic spikes, for instance in Septembe® 20@n the ratio of sample means
increases by 50%. Again, the GREG index is smodthaar the ratio of sample means
(but still very volatile) and strikingly similar tine SPAR. The same picture emerges for

the other strata, so we do not present those sesult
[Insert Figure 5]

Finally, using the stratum results, we computedtsiied GREG indexes for the
whole country according to equation (19), wherelise period appraisal shares serve
as stock value weights. As can be seen from Fi§utbere are hardly any differences
between the stratified and the unstratified GRE@ex, suggesting that sample section
bias is not a major issue. Figure 6 also showscanskalternative GREG price index,
computed according to equation (21), which is base®LS regressions of the dummy
variable model (20). And again, the differenceswiite original GREG index appear to

be small.

!4 Note that this is not the official SPAR index psbkd by Statistics Netherlands. We computed alfixe
base index using appraisals for January 2003 ohbreas the official index is a chained index, based
appraisals for various reference periods. SeeSdstion 5.3.
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[Insert Figure 6]

5. Discussion

5.1 Comparing GREG to SPAR

The most interesting question arising from Sectlas: why are the GREG and SPAR
index numbers so similar in spite of their veryfeliént construction methods? It is not
remarkable that the trends are similar: although@REG index does not rely on the
matched-model methodology, this index does airhe@same target as the SPAR index.
If the sample sizes’ andn' would approach the population sit&® — which in reality
will never happen of course — then both price irdeapproach the value change of the
fixed housing stock. Put differently, the two meathare both asymptotically unbiased
or “consistent”.

What may come as a surprise is that the GREG iedhibits roughly the same
amount of volatility over time as the SPAR index. Uhderstand the reason why, recall
that with OLS, the regression residuals sum to memevery time period. This implies

Doeba/n® =% pr/n®and)  p,/n"=> _ P/n'. Forthe basic regression
models (7) and (11), the SPAR index can thus aterely be written as

At t 0 0
% pn /n Dzsoan /n (aAVt +ﬁt§0(t))/ao(t) a",t /QO(I) +ﬁt
n| n = =
2P| Yanin' | (@0 +p°a"0)at 401’ + g°

nos? nOst

(22)

Potar =
using (8) and (12) fonOS” andnOS', respectively, wher@®® =»" _,a/n° and
a’ = ans‘ ay /n' for short. There is a striking similarity betwege last expression
on the right-hand sides of (22) and (16). The dfifierence is that the SPAR index (22)
divides the coefficientg?® and &' by the sample means of apprais@é® anda’",
whereas the GREG index (16) divides them both byfitted, non-stochastic population
meana’. Essentially, the SPAR index is a fully sampledshsstimator of the GREG
index.

Compared with the SPAR method, the GREG approasthirgltes one source of

sampling error, i.e., the sampling variability bEtmean appraisals. In accordance with

14



generalized regression theory, we would intuitivekpect the GREG method to reduce
the sampling error of the price index and produdesa volatile time series (under the
reasonable assumption thaf®” and &' are uncorrelated across periods 0,...,T).
Put differently, while the GREG method has beenghesl as an improvement over the
ratio of sample means, we might have expectedvtdik as a smoothing procedure for
the SPAR index also. But, as was shown in Sectjan fractice this is definitely not
the case. This result can be explained as follows.

The variance reduction of the GREG index relatovéhe SPAR depends on the
value of the intercept terms from the regressionpariods 0 and. If the regression
lines passed exactly through the origin' =4° = , Ben the GREG index and SPAR
index would both be equal to the ratio of the slopefficients,@t /ﬁ’o and no reduction
in variance would be achieved. In the less extrease, whend' and@° are close to 0
and the ratio’sgd' /a°, @' /a’®, @°/a® and@°/a® in (16) and (23) are very small
compared toB' and 3°, the GREG and SPAR indexes will differ only slighand the
variance reduction will be marginal; see also tippéndix.

The latter is indeed what happens in practice aasbe seen from Figures 7 and
8 where the values af' /a° and 4' /3" and those of3' are plotted over time. The
ratios ' /a° and &' /3" are remarkably similar and small as compared ¢ogh's.
Although we cannot ignore those ratios, it is tharge in,@t that mainly drives the
GREG and SPAR indexes. The SPAR index is not orflylya sample-based estimator
of the GREG index, as mentioned above, it appede almost as efficient.

[Insert Figure 7]

[Insert Figure 8]

5.2 TheVolatility of the Slope Coefficient

Several factors may have contributed to the vitatilf the slope (:oefficientgfit in our
regressions of selling prices on appraisals andéefhthe GREG and SPAR indexes.
We will briefly discuss three of these factors: péanmix change, heteroskedasticity

and outliers.
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A sample of houses can be viewed as a sample afiéns, or addresses, since
houses are attached to the land they are build@hange in the sample mix is nothing
else than a change in the observed mix of locatiribe lowest level. Aocation mix
changeaffects the sample composition in terms of theaye quality characteristics of
the properties, such as the number of rooms, sidega, etc. In our simple framework,
where we observe only one (non-physical) charatierinamely the appraised value, a
location mix change boils down to a change in tra@e distribution of the appraisals.
This, together with any varying price changes aroarket segments, induces a change
in the sample distribution of the ratigs, /a’, which in turn leads to a change,ﬁ’i in
the two-variable regression model (11).

Other than by stratification there is little we admabout the effect of changes in
the sample mix of locations (but stratifying by yirce and type of dwelling did not
help much), so the volatility o/f?t and therefore of the GREG and SPAR indexes, will
be difficult to reduce. Controlling for location #ite address level is also impossible in
hedonic imputation methods. Here, the effect ofqtmn) mix change is mitigated by
controlling for “region” plus a range of physicdlaracteristics. However, this does not
necessarily mean that hedonic imputation will pelmore stable index series than the
GREG or SPAR methods. Most standard hedonic mditiéfe cross sectional data less
well than our model does, and the characteristoesficients typically exhibit a great
deal of variability over time. So maybe it is natgrising that Bourassa, Hoesli and Sun
(2006) find that “the SPAR index [....] reliably tkeehouse price changes, but exhibits
less volatility than index methods that require enparameter estimates.”

We can alternatively look at the variability of tkepe coefficient from a purely
statistical perpective. It is well known that inrawo-variable model the OLS estimator

[' can be written as

B =r(pt,a) X0, 23
s(a’)

where r(p',a° ) denotes the sample correlation coefficient inquktibetween selling
prices and appraisals, which is equal to the sguoareof R*; s(p') and s(a’ ) are the
corresponding sample standard deviations. A commparof Figures 1 and 8 suggests
that sudden changes R are largely responsible for the volatility ¢§F In December
2004 for example, a substantial dropRA coincides with a significant decrease@‘f
(and with a decrease in the GREG and SPAR indaseshown by Figure 4).
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Least squares regression can either be weightedvegighted. In the absence of
heteroskedasticity.e., when the variance of the errors is cons@@ht should be used.
Weighted Least Squares (WLS) is preferred if therevidence of heteroskedasticity;
using appropriate weights, WLS will lead to morabdét coefficients than OLS. In this
case the WLS GREG estimator (15) has to be appliedacilitate the interpretation of
the GREG index and the comparison with the SPARhatktin Section 3 we assumed
away the problem of heteroskedasticity and restlicurselves to OLS.

The most interesting form of (classical) heterogistidity — and, given our data
set, the only form we would have been able to reduevould arise if the variance of
the errors of our regression model (11) dependethemppraisal value, being the only
regressor. However, the residuals from our OLSeggjons do not point to substantial
heteroskedasticity of this type. This is illustdhte Figure 9 for three months, including
the base period (January 2003), where the salesare plotted against the appraisals;
the regression lines are also givén.

[Insert Figure 9]

Our initial data set of sale prices and appraisalkided some obviousutliers
To estimate the GREG index we therefore made usectéaned data set that has been
prepared to compute the official Dutch house pinciex. Statistics Netherlands applies
several data cleaning procedures. Houses that seédlemore than once in a month are
excluded from the data set. To delete entry eandsoutliers that may unduly affect the
results, properties with sale prices or appraisalsw €10,000 or above €5,000,000 and
properties with “unrealistic” sale price-appraisatios are also removéd.

These procedures are rather abitrary. For regre$sised estimators such as the
GREG it seems more appropriate to delete obsensatith high leverage, i.e. to delete
those sample units that have a big impact on theession coefficients when they are

!5 Note that the (OLS) GREG index (16) remains asytiqlly design unbiased if heteroskedasticity is
present.

'8 To be sure, we also performed the White (198Q) Téss test did not point towards the presenceisf
form of heteroskedasticity either.

" The removal of “unrealistic” observations is ddnelooking at the distribution of the logarithm thie
sale price-appraisal ratios; all observations &tetdd for which the log ratio differs more thastandard
deviations from the mean. For more information, Staistics Netherlands (2008).
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excluded from the sample. A well-known measurehia tontext is the DFBETA of a
sample unit (Cook and Weisberg, 1982). Since th&RS€an be written as a regression-
based index, this measure could be used here hsonddtect and delete outliers. The
scatter plots in Figure 9 show that the cleaned dat still contains some big outliers.
Whether these have high leverage, and whether ragdvem will reduce the volatility
of the ,@‘ 's and the GREG and SPAR indexes, remains to be see

5.3 Some Further Points

The GREG method is based on the premise of a tiweing stock. That is, we have
assumed that there are no entries (e.g., newly-batilses) or exits (discarded houses)
and that housing quality remains fixed over tifh&@he first assumption can be relaxed
through annual chaining, provided that the houstogk is re-assessed annually. This is
the current state of affairs in the Netherlandghim past, assessments were undertaken
once every three or four years. Annual updatinghefappraisals might also adjust for
quality changes of the properties, to some exteletaat, because the updated appraisals
likely account for major repairs, remodelling arepceciation.

One final remark is in place. For some purposesdesirable to decompose the
overall house price index into two components: mponent that measures the change
in the price of the structure and a component thaasures the change in the price of
the land. Neither our GREG method nor SPAR andatepales methods are fit for that
purpose. Hedonic imputation methods might workwitbistanding practical problems
like multicollinearity® If data on structure size, plot size and othecesdetermining
attributes became available for all propertieshe housing stock, then we would be
able to estimate a “hedonic imputation GREG ind@x¢|luding the land-structure split.
The chances of getting such data in the Netherlarelsnfortunately negligible.

'8 The GREG approach is non-symmetric in that we itimmdon thebase periodstock. From an index
number point of view we estimate a Laspeyres gridex for the housing stock where the quantities ar

all equal to 1 because every house is treateduasqae property. An equally justifiable approachuab

be to measure the price change of the current ghatimck, which includes additions to the stockacte
period, using a Paasche index. Taking the geommaegn of both indexes would lead to the Fisheninde
The Fisher index is a preferred measure of prieangl due to its symmetric form. The constructioa of
Fisher-type GREG index is, however, infeasible sitiie Paasche component requires real time assessed
values for houses that are new to the stock, wdnietobviously not available.

9 See Diewert, de Haan and Hendriks (2010) forsa éittempt.
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6. Conclusion

The simple GREG method outlined in this paper, Whécbased on OLS regressions of
selling prices on appraisals, substantially redulcessolatility of a house price index as
compared to the ratio of sample means. The SPA&xigdn be viewed as an estimator
of the OLS GREG index (which itself is an estimatafrcourse) where the base period
population mean of appraisals is replaced by tinepka means in the base period and
the comparison period. Our empirical results f@ Ketherlands indicate that the SPAR
index is almost as efficient as the GREG indexneioe small sub-populatiorfs.

Due to compositional change of the properties gbkel GREG (and SPAR) time
series exhibit strong short-term volatility. An rease in a particular month is typically
followed by a decrease in the next month. Put dfidy, the month-to-month changes
do not tell us much about the true price changé®housing stock which, except under
unusual circumstances, should behave rather snyodthl improved outlier detection
method might help reduce the index volatility, b effect will probably be limited.
Reducing the frequency of observation to, for examguarters would be an option, but
that may be undesirable.

From a purely statistical point of view, in our twariable model the variability
of R* seems to be responsible for a large part of thatility of the slope coefficient
and therefore of the volatility of the price indsaries. Future research could focus on
the relation between compositional changes in texfrike property characteristics and
changes inR?. Because of a lack of characteristics we cannasitigate this issue with
our data. However, Statistics Netherlands has adoes data set from the largest Dutch
association of real estate agents that might blilule this purpose. This data set has
already been enriched with appraisal data and tesedmpute SPAR and various types
of hedonic indexe$:

20 We checked this by drawing a random sample oft&@vations each month from the total number of
monthly sales (15,000 on average). The month-totinohanges of the SPAR index were only slightly
bigger than those of the GREG.

L See Ouwerkerk en Sonneveld (2009) for a descripifothe data and the computation of the various
price indexes. The data set covers around 70%l dibaking sales in the Netherlands during 1999-2008
and includes many property characteristics.
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Appendix: Approximate Standard Errorsof the GREG Index

The GREG index defined by equation (16) in the ntakt is a ratio of two estimators,
ﬁgREG and ﬁgREG; for brevity we delete “OLS”. Using a first-ord&aylor expansion,
the variance of the index can be approximated &g ésg. Kendall and Stuart, 1976)

v ) D{ E(EJ%REG)H Var(Pse) , ValPeses) | COV(Pone Poned) | (a1
E(Perec) | [{E(Porec)}”  {E(Pares)} E(Porec) E(Porec)
where E(Pires) and E(plres) denote expected values.

The covariance term in (A.1) is equal to 0 singeabsumption, the samples in
periods O and are independently drawn. Replacing the expectagesan (A.1) by the
estimators and subsequently taking the squardeads to the following expression for
the standard error d®%_.:

Var(Pleeo) , Var(Pleeo) |

S&(Pokee) 0 Poreq — = =
péREG)2 ( pgREG)2

(A.2)

Equation (A.2) can be estimated in practice usﬁ@gEG =a° +[5’5§° (s=0,t), hence
var(psees) = var@®) + (a°)? var(3°) + 2a° cov(@®, #°) . Estimates of the (co)variances
are readily available in most statistical packdgas the variance-covariance matrix.

Dividing (A.2) by ISGO;EG yields an expression for the relative standardreor
coefficient of variationCV(P2.) = se(P%..)/ P, Of the GREG index:

1/2

var(p: var(led) | a =
(Porec) + (Porec) = [[CV( pGREG)}2 +{CV( pGREG)}Z] - (A3)

(Pirea)®  (Plaee)’

CV(PSee) O

Of more importance is the relative standard erfdhepercentage changef the index,
i.e. CV(P% . —1) = sgP% —1) /(P%.. —1). This is generally greater tha@V(P2..) ,
given thatse(lseontaEG -1 = Sdlf\)(glt?EG) and If)GOIt?EG -1< IE\)GOIt?EG'

If both regression lines almost pass through tlgiprhencea® 0 0(s=0,t),
we haveP%. . 03"/ 3° and (A.2) simplifies to

B (B
In this particular case the GREG and SPAR indexeasiy coincide, so (A.4) also holds

A

for the SPAR index (usin2 . rather thanP2,..).

~ ~ 1/2
- ~ ~ var(5') = var(s°
se(PgaEa:se(Pg;EG—nDPQ;E{ G) , ‘ﬂ)} . (A4)
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Tablesand Figures

Table 1. Regression results

Month Alpha t Beta t R squared
January 2003 1900.49 2.26 0.98 275.19 0.87
January 2004 5039.16 5.96 1.01 269.26 0.88
January 2005 -2555.12 2.43 1.08 237.54 0.84
January 2006 1282.14 1.41 1.11 286.39 0.87
January 2007 -7567.99 6.36 1.19 243.72 0.83
January 2008 11007.39 8.48 1.26 231.93 0.83
January 2009 16677.31 9.83 1.30 184.24 0.81

Figure 1. R squared values
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Figure 2. GREG index and ratio of sample means
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Figure 3. GREG and SPAR indexes
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Figure 4. GREG and SPAR: month-to-month per centage changes
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Figure5. GREG and SPAR indexes and ratio of sample means; apartmentsin the
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Figure 6. GREG, stratified GREG and dummy variable GREG indexes
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Figure7. Intercepts divided by appraisal means
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Figure 8. Slope coefficients
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Figure 9. Scatter plotsand regression lines
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