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1 IntroductionPreliminary descriptions of high quality are frequently non quantitative, although improvementin quality requires a quantitative understanding of the service/object under discussion. The costof high quality services/products are of paramount importance, because, although unlimited re-sources may fetch the best of all possible worlds, it may be una�ordable or non pro�table to do so.Consequently, the quality vs. cost tradeo�s have to be considered.Multimedia (MM) is no exception to this rule. Although unlimited resources may get the bestpossible quality of multimedia services, such luxury may not be needed for a particular application.Consequently, a need exists for a speci�cation method of quality of service (QoS) for on demandcontinuous media (CM) services. The current paper proposes metrics to quantitatively describeQoS in CM presentations.CM streams are distinguished from the non continuous streams of data by their continuousnature of progression, which is qualitatively well understood. For example, there already existsan intuitive understanding of the continuity of ow in audio and video streams, which form themajor types of CM streams. Thus, one of the main tasks of quantifying QoS is de�ning a speci-�cation metric for continuity. In addition, most CM presentations consist of a synchronized owof a collection of streams, such as TV broadcasts consisting of audio and video. A qualitativede�nition of a synchronization speci�cation is well known as lip synchronization. Thus, quantifyingsynchronization requires de�ning metrics for it.The utility of a metric designed for computer usage depends on three simple, but stringentrequirements. The �rst is that they should be simple enough to be speci�ed. The second is thatthey must be implementable with ease. The third, which is required of all metrics is that theyshould measure relevant characteristics, thereby faithfully quantifying qualitative descriptions.We claim that our metrics are simply speci�able, and easy to implement. Although the �rstclaim has to stand the test of time, we intend to back up our second claim by providing a simpledisplay site algorithm. Our thesis is that QoS metrics proposed in this work faithfully quantifyparameters important to CM applications.A basic characteristic of continuous media is the continuous nature of media streams, whichentails delivering large amounts of data with real time deadlines. Because of operating systems,networks, disks etc, general purpose computing environments are inherently non deterministic innature. Hence, unless special precautions are taken, there can be delays and disruptions in jitterfree lossless delivery and display of media frames. Consequently, the solution proposed by researchand industrial communities to overcome such disruptions is to have a guaranteed CM service withapplication speci�c QoS parameters such as display rates, synchronization granularity and allowablemedia losses, etc.In light of this proposal, we examine application needs of continuous media. Firstly, continu-ity and synchronization requirements are application dependent. For eg., TV broadcast requirestight lip synchronization while video browsing does not. Also, the granularity of synchronization isapplication dependent, eg. stereo voice mixing is of �ner granularity than audio-text synchroniza-tion. Furthermore, tolerable limits of defaults from rigidly speci�ed continuity and synchronizationrequirements such as the frequency and amount of frame delays, glitches, skips, pauses and synchro-nization losses are application dependent. These parameters a�ect CM presentations in di�erentways. For eg., frame losses and skips result in unexpectedly short display durations, bursty lossesresults in clutter, and loss of synchronization results in poor comprehensibility. Consequently, inorder for an application to convey its requirements to the underlying system, QoS metrics mustinclude all the above mentioned parameters. 4



1.1 Problem DescriptionThe problem addressed by this paper is to formulate QoS metrics relevant for CM applications.Speci�cation metrics should be such that they can be used by a general purpose computing envi-ronment with limited resources to intelligently isolate inherent non determinacy and limitations ofthe underlying systems from degrading application QoS. Naturally, speci�cation metrics should befaithful in the sense that they convey parameters relevant for applications and be easily speci�ed byapplication writers and implemented by system developers. In this paper our attention is focusedon metrics that can specify average values and tolerable variations thereof for relevant parameters.1.2 Relevant WorkIssues related to QoS can be broadly categorized into the following three categories [VKvBG95]:1. Assessing QoS in terms of user's subjective wishes or satisfaction with the quality of application-performance, synchronization cost etc,2. Mapping results of the assessment onto QoS parameters for various system components.3. Negotiation between system components or layers (embedded protocols) to ensure that allsystem components can meet the required QoS parameter values consistently.According to this characterization, the current paper falls into the assessing user QoS require-ments category. Although we do not directly report experimental results of user requirements, wepresent a model for user QoS metrics and their rami�cations. Published work in the general areaof QoS for CM services are numerous. For lack of space, we summarize only some, with all dueapologies for the authors of the others. First of all [VKvBG95] provides an up to date surveyof issues related to QoS in distributed multimedia systems. In the area of user QoS assessment,an important experiment in estimating the tolerable levels of media drifts in human perception ofmedia synchronization is described in [SE93]. While it provides a wealth of data, tolerable limitsof synchronization in the presence of lossy media and higher order e�ect of drifts remain to beinvestigated. In the same area, perceptual e�ects caused by changing frame rates in dynamic QoSare described in [AFKN94]. They develop a video classi�cation schema (VCS) based on dimen-sions of temporality, audio content and video content. In this study, based on user surveys andphysiological tests, each dimension of video quality, audio quality and frame rate is categorized ashigh or low. They show the ratings that a select group of viewers provided for logos/test patterns,snookers, talk shows and stand up comedies. Hence, this paper addresses QoS issues at a higherlevel than from ours, and is oriented towards physiological issues in audio visual QoS metrics anduser studies to decide their importance. In subsequent work [AFKN95], an experiment to measureuser responses to video frame rate degradation without a�ecting audio quality has been reported.These experiments provide valuable information because in addition to setting a precedence ofexperimental methodology they also provide values for user QoS parameters.In the area of modeling user QoS requirements, application level QoS metrics given in [FSS95]consist of two classes. They are intra-media continuity and inter-media synchronization. Latency(delay from expected display time), temporal crops (error rate in the temporal scale), spatialcrops (rate of skipped information in the spatial scale) and continuity (smoothness of processinginformation) are stated as parameters of intra-media continuity. Latency of the beginning and theallowable time lag between start times of multiple streams are categorized as parameters of inter-media synchronization. This paper claims that latency, temporal/spatial crops and continuity canbe translated to delay, bandwidth and delay jitter of the underlying transport system. The paper5



also identi�es the necessity to have two service classes for delivery and client site management:guaranteed and best e�ort. Although this paper addresses most aspects of CM quality, it does noto�er explicit metrics to measure them.In the same area [RTP94] presents a context free grammar (CFG) to describe a functionalmodel of a CM service and a user interacting with its presentation. The chosen QoS parameters arethroughput, delay, transmission reliability and inter-channel relationships. The paper shows CFGexpressions for freezing and restarting, scaling the presentation speed and spatial requirements,handling spatial clashes, skipping events, navigating in time, and reverse presentations. Althoughrelevant, this paper addresses QoS issues at a higher level than that of ours.A communicating sequential process (CSP) based speci�cation language to specify CM processesis presented in [SW94]. Events in these processes have to be explicitly mapped to time intervalsof a global clock by scripts. Events that can be omitted or added and conditions not satis�edby any trace of the process can be speci�ed externally. Although such mechanisms are in generalcapable of specifying almost any QoS measures for single streams, the paper does not explicitlyo�er any metrics of either continuity or synchronization. Secondly, more work is necessary toextend this framework to include inter-stream relationships and relative timings of events, and suchrelationships are of paramount importance in specifying synchronization information. Furthermore,this framework has a global clock built into its semantic interpretation, which has been challengedby other researches [RR93] in this area.The review of QoS based resource management reported in [NS95] provides a number of rel-evant QoS parameters for CM streams and synchronization. At the application level, given QoSmetrics for audio are sample size, rendition rate and playback point. For video, application levelQoS are frame rate and dimensions, color resolution, aspect ratio and compression ratio. For syn-chronization, the only QoS metric provided is temporal skew. Our QoS metrics for CM streamshave rendition rate as a parameter, whereas audio and video speci�c metrics are left out as streamspeci�c parameters. For synchronization, our metrics have average and bursty temporal skews.The QoS broker [SN95] is a comprehensive framework to utilize application speci�ed QoS metricsthroughout a distributed multimedia system. Although any QoS metric can be speci�ed in thisframework in general, the explicit metrics o�ered for CM streams are divided into two groups;media quality and transmission character. Media quality metrics are sample size and rendition rate.Transmission character metrics are end-to-end delay, sample loss rate and importance. Except forimportance, our metrics include the rest.The quality of service architecture proposed in [CCH94], is another comprehensive solutionto utilize application speci�ed QoS to manage resources in a distributed environment. There, anapplication speci�es its QoS in the form of a contract. A contract consists of ow, commitment,adaptation, maintenance, connection and cost speci�cations. Flow speci�cations consist of framesizes, rates, bursts, losses and jitter in an interval. Hence, like ours, they are interval based spec-i�cations. Commitment speci�cations determine the class of service commitments the applicationdemands from the service provider and consists of three: deterministic, statistical and best-e�ort.These service commitments are applied to throughput, loss, delay and jitter. Adaptation metricsare possible corrective action speci�cations in case of QoS changes. Maintenance metrics specifyif the QoS metrics should be monitored by the service provider. Connection speci�cations pa-rameterize start and termination times and service negotiation types, such as fast non-negotiated,negotiated or a future service reservation. Although our metrics specify only continuity and syn-chronization parameters, our parameters of loss and delay consist of average and bursty componentsover speci�ed intervals, and subsume metrics proposed in this paper.In [RR93], continuity is parameterized by frame rates with a permissible variation thereof. Thusmedia misses, skips and pauses are not modeled as continuity parameters. This paper, being one of6



the �rst to consider continuity and synchronization of CM streams, develops algorithms to servicea display site with limited intelligence, controlled by servers connected through lossless networkswith bounded delays. The proposed synchronization QoS is the maximum permissible time lagbetween simultaneously displayable frames. The authors further go on to integrate their modelwith server design and media mixing in later papers [RV93], [Ran93].A signi�cant amount of work has been done in the related area of network scheduling with spec-i�ed QoS metrics for CM data delivery; for eg., [Tok92], [Tow93], [Mil95] and [Fer93]. In [Tow93],QoS metrics for network tra�c have been characterized as those that need deterministic, proba-bilistic, or best e�ort guarantees. They consider delay, delay jitter and packet loss as parametersthat require such guarantees. The paper, which is an exhaustive survey, goes on to show how theguarantees are translated into routing, congestion control and bandwidth allocation requirementsin the underlying service layers of a network. Hence, the main emphasis of this paper is towardsproviding QoS guarantees in packet switched networks, which is relevant, but of tangential impor-tance to the current work. Nevertheless, their metrics for CM delivery are of importance in ourcontext, because QoS metrics speci�ed at the application level need to be translated and supportedby underlying layers.The Tenet Group provides a set of schemes and protocols for multimedia delivery in the moregeneral context of real time communication [FBZ92]. They have two transport protocols, Real-TimeMessage Transport Protocol (RMTP) [FBZ92], [Fer93], [FV90] and Continuous Media TransportProtocol (CMTP) [WM91], [FGMW92] running on top of the packet transmission protocol Real-Time Internet Protocol (RIP) [FV90], [FBZ92] on virtual circuits setup by Real-Time ChannelAdministration Protocol (RCAP). The QoS metrics used in these protocols are bounds on delay,delay jitter and probabilities of delay violation and bu�er overow. Furthermore, channel groups[GM93] have been proposed as a new abstraction to specify inter channel relationships. Speci�-able metrics include inter-stream synchronization, and sharing. The client being able to specifysuch relationships results in lower cost, better resource utilization and improved scalability of com-munication. Although this work is primarily addresses issues relevant to network channels, ourwork indicates a strong need to have relationships between synchronized CM streams even at theapplication interface.The work reported in [Mil95] describes QoS parameters and their translation through the layersof the XTPX protocol in the RACE [Bau92] project. The XTPX QoS parameters consist ofdata throughput, delay, delay jitter, data loss rate, other tra�c requirements such as multiplexingpossibilities, and reliability requirements. This paper discusses a speci�c implementation of QoSparameters, and is oriented towards network issues.Work reported in [RB93], focuses on protocols that synchronize CM data streams across packetswitched networks. They specify QoS metrics for three layers of CM delivery protocols, namelyapplication layer, transport layer and network layer. In [RB93] application level continuity isparameterized by an overall rate, inter-glitch spacing, inter frame pause and divergence thereof,where missing data frames are said to result in glitches. Thus, inter-glitch spacing speci�es thepermissible frequency of glitches. Inter-frame pause and divergence speci�es permissible deviationsfrom speci�ed rendition time of frames. Synchronization QoS parameters are vectors of frames thatare to be displayed together, and the temporal divergence between their start times. A signi�cantamount of work has been done in [RB93] to translate application QoS to network QoS. This workis directly relevant to us. Our QoS metrics for the application layer subsume the correspondingmetrics of [RB93], although we do not describe QoS parameters for other layers.[NK82] is about audio communication. It discusses two policies to handle audio packets arrivingafter a speci�ed deadline at a destination node in a packet switched network. The policies are:(1)wait until a late packet arrives, causing a delay in the whole queue (called the I policy), or (2)7



discard any late packets and continue processing succeeding packets (called the E policy). Thepaper shows the e�ect of bu�ering and delaying the beginning of display on minimizing the delayjitter of the output stream. In this work, QoS metrics of a CM stream are inter-packet delay anddelay jitter. This study is limited to lossless packet switched networks. Hence, media misses, skipsand pauses are not considered. Also, there are no QoS metrics for synchronization.In [JS95], building upon the foundations of [NK82], continuity parameters of audio streams arespeci�ed by permissible delays, and satis�ed by using di�erent scheduling policies. The authorsshow that their history based bu�er overow handling algorithm (called queue monitoring) performssigni�cantly better than both policies (I policy and E policy) used in [NK82], in case of historybased simulations taken from video conferencing applications. Consequently, from our standpoint,this paper provides a signi�cantly better bu�er overow handling algorithm to eliminate delay jitterof the output stream, but does not o�er explicit metrics to measure continuity of CM streams orsynchronization between them.In work surveyed so far, either synchronization is considered with lossless media streams, or wehave lossy CM streams without tolerable levels of synchronization. Our work attempts to �ll thatgap by formulating QoS speci�cations that encapsulate both these concerns.1.3 Our ContributionsWe de�ne QoS parameters for continuity and synchronization speci�cation of CM presentations.Our metrics are average frame rate and its variation, aggregate and bursty losses of frame misses,timing defaults, rate defaults, and synchronization. We show that our synchronization metricscannot be subsumed by su�ciently stringent continuity metrics. Further we show that, in the ab-sence of dedicated resources, delivery of a synchronized collection of CM streams requires tradeo�sbetween qualities of continuity and synchronization. As a proof of applicability of our speci�ca-tions, we o�er a QoS based integrated scheduling algorithm that can be utilized for presentationmanagement. The scheduling algorithm depends upon recovery policies to deal with server sitestarvation. Consequently, the quality of a CM presentation depends upon both the speci�ed QoSand the recovery policy, as shown in Fig. 1(A).1.4 Organization of the PaperSections 2 de�nes QoS parameters for continuity. Section 3 de�nes QoS parameters for synchro-nization. Section 4 describes relationships between continuity and synchronization QoS metrics.Section 5 describes the solution space available for a QoS based display site manager and com-promises needed to be made in synchronized delivery of CM streams. It provides a QoS basedscheduling algorithm. Finally, Sect. 6 concludes the paper. A road-map of sectional dependenciesof the paper appears in Fig. 1(B).2 QoS Parameters of Stream ContinuityThe displayable units of CM data are called samples, i.e. sound samples and video frames. Ren-dition of a continuous media stream consists of displaying a sequence of samples with a regularfrequency. Some streams may record naturally evolving phenomena such as a sunset or a developingstorm and hence controlling or rolling back is beyond the realm of the recorder or the audience.Other streams, such as graphical animations, may be within controllable limits of human inuence.The quality of a CM stream is important for its rendition and recording, and is justi�ablyreceiving considerable attention. A number of factors contribute to the quality of a video stream,8
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Figure 1: Roadmapse.g. frame size, RGB values, hue, brightness, contrast and pixel size etc. For audio, these includeencoding law, volume, and ampli�cation factor etc.Sampling frequency, hence rendition rate is an important parameter which measures the gran-ularity of a discrete approximation to a continuous phenomenon. Although higher frequency yieldbetter approximations, it also increases cost, and thus needs to be only within limits of applicationrequirements. Eg., if the consumer of a video stream is a motion detection program which canhandle only up to 30 frames per second, it is a waste of resources to sample an evolving scene at ahigher frequency.In a CM stream with a �xed sampling frequency, the �rst sample determines the sequence ofsubsequent samples. This leads to the concept of an ideal sample sequence of a CM stream. Modulothe discretization of a continuous phenomena, the ideal sample sequence of a stream records thesequence of all samples that perfectly capture the phenomenon in the proper order of its evolution.Some applications can tolerate infrequently missing a few samples, without losing the continuityof the rendered phenomenon. Since losing too many samples too frequently may be a serioushindrance, there is a need to specify the maximum number and frequency of acceptable sampledroppings. Such a speci�cation is called a sequencing pro�le.Acknowledging that an ideal sample sequence has a �xed rate of recording, in light of theinability of a general purpose system to control timing points with arbitrary precision, there needsto be a mechanism to specify rendition rates and their acceptable variations, called a rate pro�le.Due to a large number of factors within a computer system, precise adherence to a �xed sched-ule is almost impossible, while bounded drifts occurring infrequently may be acceptable by someapplications. Drift pro�le is a mechanism to specify acceptable drifts of schedules and their fre-quencies.In this study, our continuity metric for CM streams is called a continuity pro�le. It consists ofsequencing, rate and drift pro�les. 9



2.1 Media GranulesIn media such as video, it is possible for a presentation system to process, schedule, transport andrender CM data one sample at a time. In other types of media, eg. audio, this may not be so,since:� Frequency of processing/scheduling samples becomes too high to handle individual samples.� Process context switch times are too large for any corrective action in the interval betweensuccessive samples.� Many devices require more than one sample to begin rendering, eg. MPEGConsider an audio stream with a nominal rate of 44kHz, where to fetch and render a singlesample of audio at such a high frequency the rendering process must execute once every 1/44000seconds, i.e 0.02 milliseconds. This is impossible to achieve in a presentation platform with anaverage context switch time of 10 milliseconds, which is the time to render 88 audio samples,because it takes 20 milliseconds to switch context twice. Also, there may be hardware requirements,such as an audio bu�er requiring at least 256 samples before the device starts rendering.For stated reasons, the unit of processing/scheduling CM data will often be an integral multipleof samples, called a media granule, with the number of samples depending on media type. Thenumber of samples in a media granule is the media granularity of the media type. An ideal granulesequence with media granularity g, is an ideal sample sequence where every successive g samples arepackaged into media granules. The ideal granule sequence provides a baseline to measure contentlosses of a CM stream.2.2 Sequencing InformationIn order to discuss sequencing information, envision the evolution of a CM stream as a train of slotswith successive slot numbers. We denote a stream by s(�), where the sequence of successive slotsare numbered s((0)); s((1)); : : :. As for their contents, if s(�) is an ideal granule sequence, then s(j)is the jth media granule. Consequently, for an ideal granule sequence, slot s((j)) contains mediagranule s(j).In any given rendition of stream s(�), not all slots may be �lled, or they may not be �lled in theproper order; i.e. it may not be the case that slot s((j)) is occupied by media granule s(j). Ournotation for subsequence of a CM stream is the index with respect to its ideal sequence, i.e, if fs(i) :1 � ig is the ideal granule sequence of a stream, then (2; 4; 6; 8; : : :) is our notation for the granulesubsequence fs(2); s(4); s(6); s(8); : : :g. Omission of granules is modeled by the special symbol ?.For eg. f2;?; 4; 6; 8; : : :g is our notation for the subsequence fs(2);?; s(4); s(6); s(8); : : :g.Speci�cation of which subsequences are acceptable by continuity requirements is the sequencingpro�le of a CM stream. We consider only non-decreasing sequences of media granules. Hence anypotential media granule sequence can deviate from its ideal sequence due to three causes:� Skipping media granules: Eg., the stream 1,4,5,8,10,12 skips media granules 2,3,6,7, 9 and11. Skipping some media granules does not leave empty slots on the time line of a mediastream.� Repeating media granules: Eg., the stream 1,2,2,3,3,4,4,4,5 repeats media granules 2, 3 and4. 10



� Missing media granules altogether: Eg. the stream 1,?,2,?,3,4,? misses media granules forthe second, fourth and seventh time slots on the display time line. Missing media granulesleaves empty slots on the time line of a CM stream.All three of these causes can combine to produce a stream of media granules with sequencingdisruptions. E.g., the stream 1; 1; 1;?; 2; 4; 5;? skips media granule 3 altogether, repeats mediagranule 1 twice and misses media granules for fourth, and eighth slots.In order to measure sequencing disruptions caused by skips, repetitions and misses, we introduceunit sequencing loss (USL) . To de�ne unit sequencing loss, envision a CM stream as a train of slotswith successive slot numbers, as given in Fig 2. Some slots may be �lled with media granules. Wede�ne a unit sequencing loss only for slots that are non empty, i.e. they are �lled with some mediagranule. Suppose s(k) is the media granule at slot s((i)) of stream s(�). Suppose the immediatelyprevious non empty slot to slot s((i)) is slot s((i � l)), where l > 0, and it is occupied by mediagranule s(j). In case there are no skips, repeats or misses, if slot s((i)) is occupied by mediagranule s(k), then slot s((i � l)) should be occupied by media granule s(k � l). Hence the unitsequencing loss incurred at slot s((i)) due to skips and repeats is kk � l� jk. The unit sequencingloss due to missing media granules at slot s((i)) is (l� 1), precisely because there are (l� 1) emptyslots in between slots s((i)) and s((i� l)). Hence the maximum of sequencing losses due to skips,repeats and misses at slot s((i)), say USL(i), is maxfkk � l � jk; l � 1g. Consequently, we de�nemaxfkk � l � jk; l � 1g to be the unit sequencing loss at slot s((i)). In order to measure thesequencing loss at the beginning of a stream, we assume that every stream has a hypothetical slots((�1)) with number �1 with a hypothetical media granule s(�1).missinggranule missinggranuleshould have granule sk�l
missing media granules for l � 1 slotsgranule granules(j) s(k)Slot s((i))Slot s((i� l))

Figure 2: Unit Sequencing LossNow, we use unit sequencing losses to specify sequencing pro�les. Our sequencing pro�le speci-�es allowable average and bursty unit sequencing losses, which are speci�ed by aggregate loss factor(ALF ) and consecutive loss factor (CLF ). We use the notation (ALF;CLF ) for a sequencingpro�le.An ALF of n==m of a stream means that n is the sum of unit sequencing losses allowed withinany window of m successive slots for media granules. i.e. maxfPi+mk=i fUSL(k) : USL(k) 6=?g � nfor any i � 1.Consecutive sequencing loss factor (CLF ) is the maximum sum of non zero consecutive unitsequencing losses. i.e. max fPi+lk=ifUSL(k) : USL(k) 6=?; 0 8k (i � k � i+ l)g : i; l � 1g � CLF .For example, consider the stream f2; 2;?; 3; 5g. Its ALF and CLF can be calculated as givenin Table 1. Thus according to Table 1 the aggregate loss factor ALF and consecutive loss factorare respectively 4==5 and 2.Because our de�nition of unit sequencing loss accounts for lost media granules, our de�nitionof ALF subsumes metrics of aggregate losses presented in other work such as [Tow93].
11



Ideal Media granule = Slot Number = s((j)) 1 2 3 4 5Presented Media granule s(j) 2 2 ? 3 5Unit Sequencing Loss (USL(j)) 1 1 ? 1 1Aggregate Media Granule Loss (ALF(j)) 1 1 2 1 1Consecutive Media Granule Loss (CLF(j)) 1 1 ? 1 1Table 1: Unit, Aggregate and Consecutive Loss Factors2.3 Uniformity of FlowAnother important parameter for CM stream delivery is the rendition rate. Important character-istics of such rates include average and �rst/higher order variations. For the present discussion,we select average rendition rate (in slots per second) and its variation as speci�able characteristics.A CM stream has a rate pro�le of (�; �) when its average rendition rate is � and its allowablevariation is �; i.e. the instantaneous rate of rendition lies in the closed interval [� � �; � + �]. Inany acceptable rendition every constituent media slot must begin within a speci�c time interval.Consider a stream s(�) with a rate pro�le (�; �). If the ith slot s((i)) of s(�) appeared at time ti, tobe acceptable the (i+ 1)th slot s((i+ 1)) must appear in the time interval [ti + 1�+� ; ti + 1��� ]. SeeFig. 3. timeti ti + 1���ti + 1�ti + 1�+�ith slot s((i)) i+ 1th slot s((i+ 1))
Figure 3: Uniformity of Flow2.4 Faithfulness to Real TimeFor a clock, faithfulness to real time is characterized by drifts and �rst/higher order rates ofdrift from some idealized wall clock [Chr89]. In face of inherent non determinacy and limitationsof hardware/software clocks, the need for such measures arises out of application needs to bewithin controllable margins of error from idealized wall clock times. Also, similar to clock values,perceivable continuity of CM streams is sensitive to drifts [RB93], which we characterize by driftpro�les.Given a rate pro�le, every granule of a stream has an interval of time to begin its rendition.However, in a pathological case, this can result in an unusually short or long duration of totalrendition, as shown in Fig. 4. The drift pro�le places stronger restrictions on allowable drifts ofmedia granules than that required by rate pro�les. We limit the average and bursty behavior ofsuch drifts by specifying the aggregate drift factor (ADF ) and the cumulative drift factor (CDF ).Consider a stream s(�) with a rate pro�le (�; �), where, with a constant rate � slot s((i)) shouldstart at time Ti and in practice it starts at time ti. To be compliant with (�; �), the valid interval forthe beginning of s((i+1)) is ti+1, where ti+1 2 [ti+ 1�+� ; ti+ 1��� ]. De�ne the unit granule drift at slots((i+1)), UGD(i+1) as the time di�erence between ti+1 and Ti+1 i.e. UGD(i+1) = kti+1�Ti+1k,when ti+1 is de�ned. See Fig. 5. If the media granule s(j) is omitted, then tj is?, and hence ktj�Tjkand UGD(j) are unde�ned. Using the sequence of UGD0s fUGD(i) : i � 1g, we can de�ne the12



Key : : Drifts

: Valid Interval of time for a granule to begin.

T2 T3 T4 T5 T6 T7t2 t3 t4 t5t1 T1 to T6: Ideal points of time for granules to appear.t1 to t6: Where granules actually appeared.
T1

Figure 4: Faithfulness to Real TimeIdeal Rendition Time Tj 1.0 2.0 3.0 4.0 5.0Actual Rendition Time tj 0.99 2.02 3.97 5.09Unit Granule Drift UGD(j) 0.01 0.02 0.03 0.09Aggregate Drift ADF (j) 0.01 0.03 0.06 0.15Consecutive Drift CDF (j)) 0.01 0.03 0.03 0.12Table 2: Example of Unit, Aggregate and Consecutive Drift Factorsdrift pro�le (ADF;CDF ). An ADF of d==m means that no consecutive m granules can have asum of more than d time units of granule drift, i.e. Pi+mk=i fUGD(k) : UGD(k) 6=?g � d for anyi � 1. A CDF of d0 means that the sum of consecutive non zero delays can be at most d0 timeunits, i.e. maxfPi+lk=ifUGD(k) : UGD(k) > 0 8k (i � k � i+ l)g : i; l � 1g � d0.Consider the example given in Fig. 5, where the ideal presentation times, i.e T1; T2; T3; T4and T5 are 1.0, 2.0, 3.0, 4.0 and 5.0, whereas actual presentation times, i.e., t1; t2; t3; t4; t5 are(T1 � 0:01); (T2 +0:02);?; (T4 � 0:03); (T5 +0:09). Hence UGD's are 0.01, 0.02, 0.0, 0.03 and 0.09,the resulting ADF is 0.01 + 0.02 + 0.03 + 0.09 = 0.15 per �ve granules. The largest consecutivedrift is 0.03 + 0.09, between s((4)) and s((5)), and hence the CDF is 0.12. Table 2 clari�es thesecalculations.T1 T2 T3 T4 T5 T6Missingt1 t2 t3 t4 t5
UGD(1) = 0:01 UGD(2) = 0:02 UGD(3) =? UGD(4) = 0:03 UGD(5) = 0:09ADF = 0:15 CDF = 0:12Present Media Granule Missing Media GranuleFigure 5: Unit Granule Drifts2.5 Scheduling CM StreamsWe now investigate scheduling media granules of a CM stream so that its display satis�es thespeci�ed continuity pro�le. Two main factors to be determined each time a scheduler is invokedare: 13



� What to show as the next media granule ?� When to show the next media granule ?We show that the starting time of a media granule can be chosen from an interval, and that thereis a best time instant to start a media granule. Also, any granule from a given set can be chosenand similarly there exists a best media granule to be displayed. Because loss and drift factorssummarize the history of a rendition, schedulers based on these parameters can make decisionsbased on content wise and time wise history up to that point. We call this history based scheduling.2.5.1 History Based Scheduling: ContentALF speci�es the aggregate media granule losses, i.e. the number of media granules that canbe skipped, repeated or omitted from display. To see how, consider a CM stream s(�) with thesequencing pro�le (ALF;CLF ) = (l==m; l0). To schedule s(�) at any given slot s((p)) of the display,granules that were shown during the past m slots need to be known. Let D(k; p) be the sum ofunit sequencing losses within the window of last p media granule at slot s((k)); i.e. as given in ( 1).D(k; p) = kXi=k�pfUSL(i) : if USL(i) 6=?g (1)Then, the next media granule can be skipped or repeated if D(k;m � 1) < l. Generalizing,for s(�) to satisfy an ALF of l==m, the maximum number of media granules that can be skipped,repeated or omitted is l �D(k;m� 1). See Fig. 6.
Last m granules including  the present

Currently showing granule at stage k

Slot for granule at stage (k+1)

Loss of sequencing = D(k,p) loss of sequencing � l-D(k,p)
Figure 6: ALF based ConstraintsCLF determines the number of consecutive granules that can be skipped at slot k. To see how,consider the stream s(�) with sequencing parameters (l==m; l0). Let C(k) be the sum of consecutivenon zero unit continuity losses at slot k. To satisfy a CLF speci�cation of l0, the maximum numberof frames that can be skipped for the succeeding frame slot s((k+1)) is l0�C(k). Thus, to satisfyboth CLF and ALF speci�cations, the number of media granules that can be skipped, repeated,or missed is maxfl0 � C(k); l �D(k;m� 1); 0g.Consequently, to be compliant with a sequencing pro�le, the succeeding media granule must bepicked from an interval that is given in ( 2) and ( 3). ( 3) says that either skip the next mediagranule or pick a candidate from the interval [u(k); u(k) + L(k)]. In these equations, u(k) is thelast displayed media granule.[u(k); u(k)] if L(k) = 0 (2)f?g [ [u(k); u(k) + L(k)] if L(k) > 0 (3)where L(k) = max fl0 � C(k); l �D(k;m� 1); 0g (4)14



However, the granule that has the best sequencing properties (i.e. the one that contributes tothe least loss factors) is calculated as follows. If there is a media granule q displaying at slot k,then the best media granule to show for slot s((k + 1)) is q + 1. If not, and s(j) is the last shownmedia granule at slot s((i� l)) then s(j + l+1) is the best media granule for slot k+1. See Fig. 5.2.5.2 History Based Scheduling: TimingFor a CM stream to be compliant with a drift pro�le (d==m; d0), the next granule to be scheduledis restricted by the history of unit granule drifts. To calculate the interval of rendition imposedby a rate pro�le, consider a stream s(�) with QoS parameters ((ALF;CLF ); (�; �); (ADF;CDF )),where (ADF;CDF ) = (d==m; d0). If a media slot s((i)) of stream s(�) appeared at time ti, thenunder a �xed rate � the successor of s((i)), s((i+1)) appears at time (ti+ 1�). For the rendition tobe compliant with the rate pro�le (�; �), s((i+ 1)) must have a maximum drift of minfd; d0g from(ti+ 1�). Thus, the rate pro�le restricts the maximum drift to be maxf 1� � 1�+� ; 1��� � 1�g = ��(���) .Hence, to satisfy the rate pro�le, the rendition interval for the next media granule should be withinthe interval [ti + 1�+� ; ti + 1��� ].To see the e�ect of drift pro�les, for each slot s((i)) de�ne SADF (i) as the sum of unit driftswithin the preceding (m � 1) slots. Also, de�ne SCDF (i) as the total consecutive non zero unitdrifts. De�ne D(i) = minfd � SADF (i); d0 � SCDF (i)g. Hence, D(i) is the maximum drift slackavailable for s((i + 1)), and satis�es D(i) � 0. Hence, to satisfy the drift pro�le, the renditioninterval for the next media slot should be within the interval [Ti+ 1� �D(i); Ti + 1� +D(i)]. Hence,if s((i)) appeared at time ti, then the permissible time interval for its successor s((i+ 1)) to beginis given in ( 5).[ max fti + 1�+ � ; Ti + 1� �D(i)g; min fti + 1�� � ; Ti + 1� +D(i)g] (5)Consequently, we need to ensure or �nd conditions under which the interval given in ( 5) is nonempty. Necessary and su�cient conditions for this interval to be non empty are given byti + 1�+ � � Ti + 1� +D(i) (6)ti + 1�� � � Ti + 1� �D(i) (7)Equations ( 6) and ( 7) reduce to ( 8) and ( 9) respectively . They are satis�ed if ( 10) holds.Notice that because D(i) measures the maximum possible drift from the ideal presentation time,it satis�es to satisfy 0 � D(i) � minfd; d0g. Consequently ( 11) is su�cient to satisfy ( 10).(ti � Ti) � �(�+ �) +D(i) (8)(Ti � ti) � �(�� �) +D(i) (9)k ti � Ti k � �(�+ �) +D(i) (10)k ti � Ti k � �(�+ �) (11)Hence the next timing interval is given by ( 12).15



Statistic Time Slot 1 2 3 4 5 6 7 8Content Ideal media granule 1 2 3 4 5 6 7 8Presented media granule 1 ? 2 3 5 8 10 10 : : : 13Unit sequencing Loss (USL) 0 1 0 1 2 1 0 : : : 2Aggregate media granule loss (ALF ) 0 1 1 2 4 5 5 : : : 7Consecutive media granule loss (CLF ) 0 1 0 1 3 4 0 : : : 6Timing Ideal time of media granule appearance 0 33 66 99 132 165 198 231Actual Time of media granule appearance 10 56 99 132 145 188 221 : : : 241Unit media granule drift (UGD) 10 10 0 0 20 10 0 : : : 10Aggregate media granule drift (ADF ) 10 10 20 20 20 40 50 50 : : : 60Consecutive media granule drift (CDF ) 10 10 0 0 20 30 30 : : : 40Table 3: History of media granule Rendition[Ti + 1� � min f ��(�+ �) ;D(i)g; Ti + 1� +min f ��(�+ �) ;D(i)g] (12)2.5.3 An Example of Stream SchedulingAs an example of stream scheduling, consider rendering a video stream with the following param-eters.� A media granule is a frame.� The sequencing pro�le is (8==30; 6).� The rate pro�le is (33 frames/s, 10 frames/s) = ( 133 ; 1100 ) in frame/ms.� The drift pro�le is (100 ms ==30, 40 ms).Given the rate pro�le (33 frames/s, 10 frames/s), in an ideal rendition of successive frames theyshould appear 33.3 milliseconds apart, starting with the �rst frame and continuing with successiveframes. Suppose when the scheduler is invoked for the 8th time slot the history of schedules appearsas given in Table 3.Based on the history of rendition, the ideal eighth media granule to be presented has index11. Because the consecutive media granule loss at time slots 7 is 4 and the speci�ed CLF is 6,the largest index of the granule that can be presented without violating the speci�ed CLF is 13.The smallest granule that can be shown at time slot 8 is 10. Since the speci�ed ALF is 8==30 andthe aggregate media granule loss at time slot 7 is 5, three more misses can be tolerated withoutviolating ALF speci�cation. Notice that 13 and 10 are respectively the largest and smallest k inthe interval given by ( 2) and ( 3). Hence, the range of media granules to be displayed at the eighthslot is ? [ [10; 12], as predicted by ( 2).Notice that the aggregate media granule drift at the seventh slot is 50 milliseconds and thespeci�ed ADF is 100==30. Thus, there is a slack of 50 milliseconds at time slot 7. Since the CDFis 30 and the speci�ed CDF is 40, there is a restriction placed by consecutive drifts for the eighthmedia slot to be rendered within 30 milliseconds. Consequently, as per notation of Sect. 2.5.2,maximum slack drift for the eighth media slot, D(8) is minf100� 60; 40 � 30g = 10. At a rate of33 frames/second the ideal time of rendition for the eighth media granule is 231 ms. Using ( 12),16



the interval of rendition is [ 231 - min f 10030(1=30+1=100) ;D(8)g, 231 + minf 10030(1=30�1=100 );D(8)g] =[221, 241].3 QoS Parameters of Inter-stream SynchronizationMany continuous media presentations consist of synchronized renditions of multiple CM streams.For example, in TV movies there are audio streams synchronized with video streams. In such syn-chronized renditions, the granularity of synchronization may di�er from application to application,or even between di�erent segments of the same application. For example, one application/segmentmay require tight lip synchronization between audio and video streams whereas another applica-tion/segment may only require spoken words displayed with a changing background. As with CMstreams, synchronization requirements of di�erent applications are speci�ed by quality of service(QoS) parameters. This section examines such parameters and their properties.Consider a synchronized audio-video rendition such as a TV movie. Suppose a 1/2 secondportion of the audio stream was missed without skipping the corresponding portion of the videostream. Then the rest of the presentation will su�er from a poor quality of correlation between theaudio and video streams. This example shows that simultaneously displayed chunks of streams playa key role in the quality of a synchronized rendition. It is not only the sequence of samples, but alsothe combination of them across streams that matters. Inherent losses in communication media andunforeseen transient overloads of short durations result in synchronization loss due to mismatchesof samples across streams. Some applications may not be able to tolerate such mismatches. Hence,there is a need for a mechanism to specify the amount and frequency of mismatches across streams.We propose such a speci�cation mechanism called mixing pro�les in Sect. 3.2.Another factor contributing to the quality of a synchronized presentation is the rate of rendition.As in the case of single streams, rate and its allowable variation can be speci�ed by a rate pro�lefor synchronized renditions, as discussed in Sect. 3.3.Another issue relevant to synchronized renditions is relative time drifts of granules acrossstreams that need to be ideally shown together. Consider the problem of lip synchronization.Although a drift of microsecond magnitude between a video granule and the corresponding audiosegment may not be distinguishable by a human audience, frequent drifts of few seconds may bea severe hindrance to the viewers. Hence there is a need to specify acceptable time drifts andtheir frequencies of occurrence across streams. We propose synchronization drift pro�les for thatpurpose, as de�ned in Sect. 3.4.Consider again the example of a TV movie. Suppose that a portion of the video stream had tobe dropped due to some communication delay. If the missing portion is small, the recovery pointof the restored quality can be quick. Thus, the units of synchronization can also contribute to thegrossness, granularity, and hence to the overall quality of a synchronized rendition.3.1 Synchronization GranulesContinuity properties of CM streams are speci�ed in terms of media granules. The number ofsamples in a media granule depends only upon its type, and hence play out times of di�erenttypes of media granules may be di�erent. To synchronize between time intervals of di�erent typesof media, atomic units of synchrony must have the same play out length. Furthermore, desiredgranularity of synchrony may di�er from one composition to another or within di�erent segmentsof the same composition. In order to satisfy both these needs, for each segment of a CM presen-tation in which synchronization granularity does not change, we choose an atomic unit from each17



synchronized stream, so that units across streams have equal rendition times. We call such a unita synchronization granule of the corresponding stream segment. Because continuity of each streamis maintained in units of media granules, we require that a synchronization granule contain an in-tegral number of media granules, called the synchronization granularity. Notice that unlike mediagranularity, synchronization granularity depends upon the presentation, and perhaps the segmentof the presentation and the media type. For synchronization granules of di�erent media types tohave equal display times, there must be relationships between rendition rates and synchronizationgranularities. This is discussed in Sect. 3.3.Given an integer n to be taken as synchronization granularity, any sequence of media granulescan be represented as a sequence of synchronization granules by packaging every successive n mediagranules into a synchronization granule. The sequence of synchronization granules corresponding toan ideal media granule sequence is called the ideal synchronization granule sequence of the segment.3.2 Mixing Granules for SynchronizationGiven two or more CM streams, perfect synchrony between them is obtained when rendition of allith synchronization granules begin together and end together. Thus, for the sequencing aspect ofsynchrony, all synchronization granules with the same index must be rendered simultaneously. Anydiversion from this ideal situation is measured by means of aggregate and consecutive losses thereof,resulting in controlled average and bursty losses of synchrony. We call our mixing parameters ofsynchrony as aggregate mixing loss factor (AMLF ) and consecutive mixing loss factor (CMLF ).Also the mixing component of synchronization parameters (AMLF;CMLF ) is our mixing pro�le.To provide precise de�nitions of AMLF and CMLF , let S = fsi(�) : i � ng be a collection ofstreams where si(�) = fsi(j) : 1 � jg is the sequence of rendered synchronization granules of theith stream si(�). Then we de�ne the unit mixing loss at slot k, say UML(k) to be the maximumdrift within any two concurrent media streams, symbolically de�ned as max fksi(k)� sj(k)k : 1 �i; j � n; i 6= j where si(k); sj(k) 6=?g. UML(k) is a measure of synchronization loss at slot k. Forexample, in streams 1, 2, and 3 in Fig. 7, unit mixing losses for slots 1 through 12 are given as1,2,2,1,0,0,0,0,2,1,0 and 0. Notice that the de�nition of UML ignores measuring synchronizationdrifts with missed synchronization granules. As a consequence, when only one synchronizationgranule of a vector is present, unit mixing loss UML is unde�ned, and denoted by ?.Also, de�ne the m-aggregate mixing loss at slot i (say UMLm(i)) as fPik=i�m UML(k) 6=?g.m-aggregate mixing loss at any slot measures the aggregate synchronization loss within a windowof m, up to and including the ith slot. In the example of Fig. 7, UML2(4) is the sum of UML(4)+UML(3) = 1 + 2 = 3.We say that S has an aggregate mixing loss factor (AMLF ) of l==m (where l;m are integers) ifm-aggregate mixing loss UMLm(i) is at most l for any slot i, i.e. if and only if 8i UMLm(i) � l.We de�ne the consecutive mixing loss at slot i, say CML(i) of S to be maxfPik=j UML(k) :j � i and UML(k) > 0 for j � k � ig, i.e. it de�nes the largest aggregate consecutive non zero unitmixing losses up to and including slot i. In the example of Fig. 7, notice that there is a non zerounit mixing loss in slots 1 through 4. Consequently, CML(4) isP4k=1 UML(k) = 1+2+2+1 = 6.We say that a schedule has a consecutive mixing loss factor, say CMLF , of l0 if it satis�esCML(i) � l0 for all slots i. We say that S has a mixing pro�le of (l==m; l0) if it has an AMLF ofl==m and CMLF of l0.Consider the example of synchronized rendering of three streams as given in Fig. 7. The indexof synchronization granules of each stream, and their ALF 's and CLF 's are given in Fig. 7. Unitmixing loss for each synchronized vector is given below it. The unit mixing loss for any slot is18
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Figure 7: Rendition of Synchronized Streamscalculated by taking the maximum of the di�erences of the indices of synchronization granules forthat slot. For example, for slot 3 the maximum di�erence between 3, 5 and 5 is 2. Hence, theunit mixing loss for slot 3 is 2. The sequence of unit mixing losses is 1, 2, 2, 1, 0, 0, 0, 0, 2, 1, 0,0. Based on this sequence, the sum of unit sequencing losses for 12 slots is 9, giving an AMLFof 9//12. Similarly, the largest sum for non zero subsequence of the unit mixing loss sequence is1+2+2+1 = 6, giving a CMLF of 6.3.3 Uniformity of FlowUnlike mixing pro�les, uniformity of ow and faithfulness to real time are speci�cations aboutrendition times. Thus, the same vector sequence of synchronization granules can be rendered withvarying timing sequences to produce di�erent e�ects. The ow of synchronization granules arespeci�ed and controlled through the use of a schedule.A schedule of a CM stream is a (potentially in�nite) non decreasing sequence of real numbersinterspersed with ?'s. A stream si(�) given as a sequence of synchronization granules si(�) =fsi(j); 1 � ig is said to be rendered according to the schedule ti(�) = fti(j) : 1 � jg if the renditiontime of synchronization granule si(j) is ti(j). Because missing synchronization granules need notbe scheduled, we require ti(j) =? whenever si(j) =?. We say that the rendition slot of ti(j) is j.An array of streams S = (s1(�); : : : ; sn(�)) is said to be rendered according to the scheduleT = (t1(�); : : : ; tn(�)), (where each ti(�) is a schedule for a stream) if each stream si(�) is renderedaccording to the schedule ti(�). Thus, given a stream si(�) and a schedule of rendition ti(�), rateand drift pro�les of si(�) determine relationships between elements of ti(�) = fti(j) : 1 � jg. Thiswas discussed in Sect. 2.5.2. The schedule T = (t1(�); : : : ; tn(�)) for a synchronous rendition of anarray S = (s1(�); : : : ; sn(�)) of streams specify relationships between all elements of fti(j) : 1 � i �n; 1 � jg.As stated in Sect. 2.3, uniformity of ow parameters of a CM stream si(�) is given by itsrate pro�le (�i; �i), where �i is the nominal rate and �i is the permissible deviation from thenominal rate �i. For any stream si(�), �i and �i are given in media granules per time unit. Becausesynchronization granularities of streams are known, synchronization granules are composed of mediagranules accordingly and rate pro�les can be translated to units of synchronization granules pertime unit. This calculation is given in Sect. 4. The translation yields a rate and its variation for19



synchronization granules.Because synchronization granularities of an array of streams are chosen so that correspondinggranules across streams have the same rendition time, the rate of synchronized rendition is automat-ically determined by the rates of constituent streams. Similarly, the rate variations for constituentstreams can be translated to the basis of synchronization granules. Since they don't have to beequal, the maximum rate variation of a synchronized rendition is taken to be the maximum of therate variations of the component streams.Thus, parameters of ow uniformity in a synchronized rendition are rendition rate, say �sy andrate variation, say �sy, which measure the average behavior and burstiness of a schedule. (�sy; �sy)is said to be the synchronization rate pro�le of a synchronized rendition.A schedule T = fti(�) : 1 � i � ng of a synchronized rendition that is compliant with a ratepro�le (�sy; �sy) of a set of streams S = fsi(�) : 1 � i � ng has the following relationships amongfti(j) : 1 � i � ng.8i; j � n; 1 � k : tj(k + 1) 2 [ti(k) + 1�sy + �sy ; ti(k) + 1�sy � �sy ] (13)Equation ( 13) relates scheduling points across streams. The intention being that, no matterwhat stream provides the synchronization granules, the rate and rate variation calculated betweenany two of them should satisfy the speci�ed rate pro�le.3.4 Relative Time Drifts in Synchronized SchedulesIn order to avoid frequent synchronization losses to an unacceptable degree, there is a need torestrict the amount and frequency of relative drifts across synchronized schedules. We proposeto specify and control such drifts by synchronization drift pro�les. A synchronization drift pro-�le has two components: namely, aggregate synchronization drift factor (ASDF ) and consecutivesynchronization drift factor (CSDF ), controlling the average and bursty drifts of schedules acrosssynchronized streams.In order to give precise de�nitions, consider a collection of n schedules T = fti(�) : i � ng,where ti(�) = fti(j) : 1 � jg. Then, de�ne the unit synchronization drift of T at slot k as:USD(k) = ?; if all ti(k) =? for 1 � i � n: (14)= maxfkti(k)� tj(k)k : 1 � i 6= j � n and ti(k); tj(k) 6=?g; otherwise (15)We de�ne the m-aggregate synchronization drift at slot i , say USDm(i), as fPik=i�m USD(k) :1 � i and USD(k) 6=?g. It measures the maximum aggregate synchronization drift within thewindow of m successive slots ending with i of a schedule. We say that T has an aggregate syn-chronization drift factor, say ASDF , of d==m (where d is in time units and m is an integer) ifm-aggregate synchronization drift at any slot is at most d, i.e. if 8 i USDm(i) � d. We de�nethe consecutive synchronization drift at slot i, say CSD(i), of T to be maxfPik=j USD(k) : j <i and 0 < USD(k) for j � k � ig, i.e. it de�nes the largest sum of consecutive non zero unittiming drifts of a vector of schedules. We say that a schedule has a consecutive synchronizationdrift factor, say CSDF , of d0 if its CSD(i) � d0 for all slots i, where CSD(i) is the consecutivesynchronization drift of T at slot i. We say that a schedule T satis�es a synchronization drift pro�le,say SDP , of (d==m; d0) if it has a ASDF of d==m and a CSDF of d0.Consider the example given in Fig. 8. Suppose that the schedules of the �rst four synchronizationgranules of streams s1(�) and s2(�) are given as t1(�) = (t1(1); t1(2); t1(3); t1(4)) = (1:0; 1:8; 2:8; 3:8)20



and t2(�) = (t2(1); t2(2); t2(3); t2(4)) = (1:2; 2:0; 2:8; 4:1). Suppose their ideal schedule is tideal(�) =(1; 2; 3; 4). Then, the sequence of unit synchronization drifts is (1.2 - 1.0, 2.0 - 1.8, 2.8 - 2.8, 4.1 - 3.8)= (0.2, 0.2, 0.0, 0.3). Hence, the aggregate of unit synchronization drifts is (0:2+0:2+0:0+0:3) = 0:7for 4 slots, giving an ASDF of 0.70//4. The maximum over sums of consecutive nonzero unitsynchronization drifts is 0:2 + 0:2 = 0:4. Hence the CSDF is 0:4.
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KEY : Synchronization Granulet2(1) = 1:2 t2(4) = 4:1t2(3) = 2:8t2(2) = 2:0 t1(3) = 2:8 t1(4) = 3:8t1(1) = 1:0 t1(2) = 1:8 CSDF = 0:4ASDF = 0:7==4Sec Sec SecUSD Figure 8: Controlling Drifts of Synchronization Granules3.5 History Based Schedules for Synchronized StreamsQoS parameters of synchronization are mixing pro�le (AMLF;CMLF ), rate pro�le (�sy, �sy), anddrift pro�le (ASDF;CSDF ). In this section, we describe relationships between them and possibleconstraints they place on synchronized rendition of streams. As in the case of stream rendition,scheduling consists of the content of the next vector of synchronization granules, and its renditiontime. The content is determined by mixing pro�les, whereas rendition time is determined by acombination of rate and synchronization drift pro�les.3.5.1 Contents of Synchronization GranulesSuppose we want to determine the contents of synchronization granules at slots k + 1, fsi(k + 1) :1 � i � ng of a collection of n streams S = fsi(�) : 1 � i � ng. Towards this end, supposethat at slot k of a synchronized display, the consecutive unit mixing loss is CMLF (k) and theaggregate unit mixing loss over the past r slots of the display is AMLF (r; k). Consequently, theymust satisfy conditions given in ( 16) and ( 17), collectively given as ( 18). Inequality ( 16) statesthat consecutive mixing drift must be bounded by l0, while ( 17) states that aggregate mixing driftwithin any m slots must be bounded by l.UML(k) + CMLF (k) � l0 (16)UML(k) +AMLF (m� 1; k) � l (17)UML(k) � minfl0 � CMLF (k); l �AMLF (m� 1; k)g (18)Inequalities ( 16) and( 17) ensure the compliance of CMLF and AMLF . Next synchronizationgranules have to be chosen to satisfy ( 18). Notice that ( 18) gives an upper bound on the unitmixing drifts at the succeeding slot. Any choice of component synchronization granules satisfying( 18) ensures that synchronization content speci�cations are met for the succeeding slot of display.21



3.5.2 Timing of Synchronization Granule VectorsSchedules compliant with rate and drift pro�les have some restrictions placed on them. The restric-tions placed by rate pro�les can be statically calculated, while restrictions placed by synchronizationdrift pro�les at any slot depend on the history of unit synchronization drifts up to that slot. Therate and drift pro�les play orthogonal roles in determining the compliance of a vector of schedules.The former determines an interval for positioning the scheduling point at any slot. The latterdetermines the variation between scheduling points across streams within the same slot. Thus,collectively they can be used to determine scheduling points for slots of synchronized schedules.In order to determine intervals for positioning of scheduling points, consider a schedule T =fti(�) : 1 � i � ng for a collection of streams S = fsi(�) : 1 � i � ng, where ti(�) = fti(j) : 1 � jggives the schedules for synchronization granules fsi(j) : 1 � jg of stream si(�). For T to becompliant with the rate pro�le (�sy; �sy), it must satisfy ( 19). In ( 19), ti(0) + k(�sy+�sy) is thetime to render k synchronization granules with a constant rate of (�sy+�sy). The time to render ksynchronization granules with a constant rate of (�sy � �sy) is ti(0) + k(�sy��sy) . Hence, ( 19) givesthe interval of rendition for the kth granule.8i � n : 8k : ti(k) 2 [ti(0) + k(�sy + �sy) ; ti(0) + k(�sy � �sy) ] (19)The bounds in ( 19) are calculated using the largest and smallest rendition rates for T . Thus,the unit synchronization drift at any slot k, USD(k) is bounded by:(ti(0) + k(�sy � �sy))� (ti(0) + k(�sy + �sy) ) = 2 � k � �sy(�sy � �sy) � (�sy + �sy) (20)For T to be compliant with the drift pro�le (ASDF;CSDF ) = (d==m; d0), it must satisfy somehistory based restrictions. To see how, de�ne Driftsy(i) = min fd�USDm(i); d0�CSD(i)g. Givena synchronization drift pro�le (d; d0), Driftsy(i) measures the the left over slack of the drift afterthe current slot i. The slack drift Driftsy(i) can be used up in the succeeding slot. Notice thatDriftsy(i) satis�es Driftsy(i) � 0 and fti+1(l) : 1 � ng must be chosen so that they satisfy ( 21).USD(i+ 1) � Driftsy(i) (21)3.5.3 An Example of Synchronous SchedulingAs an example, consider scheduling synchronized rendition of two streams s1(�), s2(�) with followingparameters.� A synchronization granule consists of one frame.� Mixing pro�le is (8==30; 6)� The rate pro�le is (33 frames/s, 10 frames/s) = ( 133 ; 1100 ) in frame/ms.� Synchronization drift pro�le is (100 ms=30, 40 ms).Given the rate pro�le (33 frames/sec, 10 frames/sec), in an ideal rendition successive framevectors should appear 33 milliseconds apart. Suppose when the scheduler is invoked for the 8thtime the history of schedules appears as given in Table 4.According to the data given in Table 4, at slot 7, UML(7) is 2, AMLF (7) is 6 and CMLF (7)is 3. Hence, according to ( 18), synchronization granules should be chosen so that UML(8) � min22



Statistics Slot Number = ideal synchronization granule 1 2 3 4 5 6 7Ideal time of appearance 0 33 66 99 132 165 198Stream 1 Media granule 1 2 4 ? 8 9 10Time of appearance 0 28 56 ? 122 160 193Stream 2 Media granule 1 4 5 6 8 10 12Time of appearance 0 38 66 109 142 160 203Mixing Unit mixing loss (UML) 0 2 1 ? 0 1 2Aggregate mixing loss (AMLF ) 0 2 3 3 3 4 6Consecutive mixing loss (CMLF ) 0 2 3 ? 0 1 3Drift Unit timing drift USD 0 10 10 ? 20 0 10Aggregate synchronization drift (USD30) 0 10 20 20 40 40 50Consecutive synchronization drift (CSD) 0 10 20 ? 20 0 10Table 4: History of synchronization granule Renditionf6�CMLF (7); 8�AMLF (7)g = 2. The choice of synchronization granules have to be so that thecontinuity pro�le of streams s1(�) and s2(�) are maintained and their indices di�er at most by 2.For the timing component, USD(7), USD30(7) and CSD(7) are respectively, 10, 50 and 10.Hence, the relative time drifts between the beginning of the eighth synchronization granules mustnot exceed minf100 - USD30(7), 40 - CSD(7)g = 30 milliseconds.4 Relationship Between Continuity and Synchronization QoS Pa-rametersTwo types of speci�cations must be satis�ed in a synchronized rendition of a collection of CMstreams. They are, synchronization parameters of a collection of streams and continuity param-eters of their components. In the current section we investigate the de�nability of some of theseparameters with respect to others. We show the following facts, and their stated consequencesfollow.1. Mixing pro�les of a collection of synchronized streams cannot be de�ned in terms of streamparameters of their components.Consequence: It is not possible to control the mixture of samples displayed together onlyby exercising control over individual streams, without having a mechanism to handle cross-stream e�ects.2. Rate pro�les of a collection of synchronized streams can be de�ned in terms of rate pro�lesof their components.Consequence: Rate of a synchronized rendition can be controlled by controlling renditionrates of its component streams.3. Except for the perfect case, the synchronization drift pro�le of a collection of streams is notde�nable in terms of drift pro�les of its components, although the aggregate synchronizationdrifts can be bounded by drift pro�les of component streams.Consequence: It is possible to control average timing drifts in a synchronized rendition bycontrolling timing drifts of its component streams.4. Consecutive synchronization drift of a collection of synchronized streams is not de�nable interms of drift pro�les of its component streams.23



Consequence: It is not possible to control bursty timing drifts between a collection of syn-chronized streams by controlling the individual timing drifts of its component streams.To state our results precisely, some notation is in order. Given any sequencing pro�le (ALF;CLF )for a CM stream, there is a set of (potentially in�nite) sequences of synchronization granulesthat satisfy it, say S(ALF;CLF ). Any member of S(ALF;CLF ) is accepted as a presentationcompliant with (ALF;CLF ). For eg., streams s1(�) = 1; 2; 3; 5; 7; 8; 10; 12; 13; 14; 16; 17, s2(�) =1; 3; 5; 6; 7; 8; 10; 12; 14; 15; 16; 17 and s3(�) = 2; 4; 5; 6; 7; 8; 10; 12; 12; 15; 16; 17 of Fig. 7 all belong toS(5==12; 2).Similarly, for a given mixing pro�le (AMLF;CMLF ) and an integer n for the number ofcomponent streams, there is a set of sequences of n dimensional vectors of synchronization gran-ules (one per each stream) that satisfy it, say SS(AMLF;CMLF ). Any member sequence ofSS(AMLF;CMLF ) is acceptable as a synchronous rendition compliant with (AMLF;CMLF ).For eg., streams 1, 2 and 3 of Fig. 7 as a collection belong to SS(9==12; 6).Given any drift pro�le (ADF;CDF ), there is a set of (potentially in�nite) sequences of ren-dition times (i.e. schedules) for synchronization granules that satisfy it, say T (ADF;CDF ). Forexample, a stream si(�) given as a sequence of synchronization granules fsi(j) : j � 1g can have aschedule ti(�) = fti(j) : j � 1g where synchronization granule si(j) is rendered at time ti(j). Anyrendition of a stream having a schedule in T (ADF;CDF ) is accepted as a rendition compliant with(ADF;CDF ). Similarly, for a given synchronization drift pro�le (ASDF;CSDF ) and an integern for the number of streams, there is a set of n dimensional vectors of schedules for synchroniza-tion granules that satis�es it, say T T (ASDF;CSDF ), where the ith component of the schedulevector comprises a schedule for the ith constituent stream. For eg, [(1; 2; 3; : : :); (1:1; 2:1; 3:1; : : :)]and [(1:5; 2:5; 3:5; : : :); (1:6; 2:6; 3:6; : : :)] are two vector schedules for a synchronous rendition oftwo streams, whereas (1; 2; 3; : : :) and (1:1; 2:1; 3:1; : : :) are schedules for components streams ofthe �rst synchronized rendition. As in the case of streams, any rendition having a schedule fromT T (ASDF;CSDF ) is considered to be compliant with (ASDF;CSDF ).For a collection of synchronized streams, we need a notation for vector schedules. Towards thatend, let fAi : 1 � i � ng be any �nite collection of sets of sequences. Then de�ne the productQni=1Ai = f(ti; : : : ; tn) : ti 2 Aig. For eg., if A1 2 S(5==10; 3) and A2 2 S(4==15; 2), then Q2i=1Aiis the vector of synchronization granules, where each ith stream in the vector satis�es continuityspeci�cations of stream i.4.1 Non De�nability of Mixing Pro�lesIn this section we show that, in general, the mixing pro�le of a collection of CM streams is non-de�nable and unspeci�able in terms of sequencing pro�les of its constituent streams. Our claimof non-de�nability, precisely stated in Theorem 1, says that any mixing synchronization pro�le(other than perfect synchronization) cannot be obtained by simply specifying su�ciently stringentsequencing pro�les for its component streams.Theorem 1 (Non De�nability of Mixing Pro�le) For any given mixing pro�le (AMLF;CMLF )6= (0==m; 0) and any integer n for the number of component streams, there do not exist n sequencingpro�les S(ALF i; CLF i) of CM streams that satisfy ( 22); i.e. no mixing synchronization pro�le(other than the perfect one) can be obtained by only specifying sequencing pro�les for componentstreams. SS(AMLF;CMLF ) = nYi=1S(ALF i; CLF i) (22)24



Proof:In order to justify our claim, consider synchronizing two streams s1(�) and s2(�) with a mixingpro�le of (AMLF;CMLF ) = (p==q; r), where p; r � 1. Suppose contrary to our claim, there aresequencing pro�les (ALF 1; CLF 1) and (ALF 2; CLF 2) satisfyingSS(AMLF;CMLF ) = 2Yi=1S(ALF i; CLF i) (23)Then, it is not the case that CLF1 = 0 and CLF2 = 0, because, if so, then by ( 23), CMLF = 0.Without loss of generality, assume CLF1 � 1. Then (s1; s2) where s1(�) = h1; 2; 3; 4; 5; : : :i ands2(�) = h2; 3; 4; 5; : : :i belongs toQ2i=1 S(ALF i; CLF i), but not to SS(AMLF;CMLF ). s1(�)Q s2(�) 62S(AMLF;CMLF ) because the unit mixing loss at every slot i, UML(i) is 1, and hence adds upto be more than CMLF . See Fig. 9. Furthermore, the preceding example shows that the onlyde�nable subclass of SS(AMLF;CMLF ) is f h1; 2; 3; 4; : : :iQh1; 2; 3; 4; : : :i g, thus showing thenon-de�nability of any non trivial subclass thereof.
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Figure 9: Non De�nability of AMLF and CMLF4.2 De�nability of Rate Pro�les for Synchronized StreamsSynchronizing CM streams requires synchronization granularities and rendition rates to be related.Unlike mixing pro�les, rate pro�le of a collection of synchronized streams is de�nable in terms ofrate pro�les of its component streams. De�nability of rate pro�les is a consequence of the factthat in order to synchronize, component streams must display the same number of synchronizationgranules in a given interval of time. This requirement is precisely stated in Theorem 2. In addition,rendition rate and its variation for a synchronized collection can be computed from rate pro�les oftheir component streams, as shown in Theorem 2.Theorem 2 (De�nability of Rate Pro�les) Let S = fsi(�) : i � ng be a collection of streams.1. A necessary and su�cient condition for S to be synchronized is given by 8i; j : �i:gi = �j :gjwhere stream si(�) has a rate pro�le (�i; �i) and synchronization granularity gi.2. The maximum drift of any synchronization granule of si(�) is gi:�i�i:(�i��i) .

25



Proof:1. Rendition rate of synchronization granules of stream si(�) is �i:gi. Because all media granulesfrom streams of S have equal rendition times, 8i; j : �i:gi = �j :gj holds. This is the renditionrate, say �sy, for synchronization granules.2. To calculate the rate variation, �sy of si(�) with synchronization granularity gi, consider thelast (gthi ) media granule of a synchronization granule. It can drift from the ideal renditiontime of gi�i by max f gi�i � gi(�i+�i) ; gi(�i��i) � gi�i g = gi:�i�i:(�i��i) . Thus, we take the maximum driftof a synchronization granule of si(�) to be max f gi:�i�i:(�i��i) : 1 � i � ng (say �sy). Then therate pro�le for the synchronized streams is (�sy; �sy). See Fig. 10.
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timetimetime1=�1/(� + �) 1=(� � �) g=(�+ �) g=(�� �)Synchronization Granule.Figure 10: De�nability of Rate Pro�les of Synchronization Granules4.3 Non De�nability of Synchronization Drift Pro�lesIn this section we show that, in general, synchronization drift pro�les cannot be de�ned only interms of drift pro�les of their component streams. This is a consequence of two facts. The �rstbeing that because drift pro�les for component streams limit synchronization granules driftingby themselves, the unit synchronization drift, USD at any slot can be controlled by choosingsu�ciently stringent ADF 's. The second fact is that CSDF 's cannot be bounded by choosingsu�ciently stringent ADF 's or CDF 's for component streams. Firstly, we justify the claim ofnon de�nability of synchronization drift pro�les and secondly, show a method of estimating ASDs.Finally, we show the non de�nability of CSDF , despite the ability to compute a bound for ASDF .4.3.1 Non De�nability of (ASDF;CSDF )In this section we show that the drift pro�le of a synchronized rendition of a collection of streamscannot be de�ned only by means of drift pro�les of its component streams, without reference toany cross e�ects. The precise statement of the non de�nability of (ASDF;CSDF ) is given inTheorem 3. 26



Theorem 3 (Non De�nability of (ASDF;CSDF )) Given a schedule for synchronized rendi-tions T T (ASDF;CSDF ) and an integer n for the number of streams, there do not exist driftpro�les (ADFi; CDFi) for n streams such that ( 24) holds.T T (ASDF;CSDF ) = nYi=1 T (ADFi; CDFi) (24)i.e. merely specifying drift pro�les of component streams is insu�cient to de�ne the drift pro�le ofa synchronized collection of streams.Proof:In order to justify our claim, suppose that for any given T T (ASDF;CSDF ) = (d==m; d0) whered; d0 > 0, there is a set of schedules T = fti(�) : 1 � i � ng for a set of streams S = fsi(�) : n � 1gwith drift pro�les f(ADFi; CDFi) : i � ng satisfying ( 24). i.e. assume that the given synchronizeddrift pro�le can be speci�ed by only specifying T . Assume that (ADFi; CDFi) = (di==mi; d0i), andthat the synchronization granularity of each si(�) is 1. ( 24) implies that there is some integer l � nsuch that dl; d0l > 0, i.e. the drift pro�le of at least one stream is non-perfect. Consider a set ofschedules ti(�) = fti(j) : 1 � jg de�ned by ( 25) and ( 26), whereti(j) = ( nXk=1 d0k) + 1 for j = 1 and 1 � i � n (25)= (j � 1):g for j > 1 and 1 � i � n (26)where g is the ideal rendition time for a synchronization granuleNotice that given schedules fti(�) : i � 1g are constructed as follows. The �rst synchroniza-tion granules of all n streams are late by more than their ADF's. The other synchronizationgranules are exactly on time. Then (ti(�); : : : ; tn(�)) belongs to T T (ASDF;CSDF ), but not toQni=1 T (ADFi; CDFi). The reasons being, that because relative drifts of synchronization granulesare zero (ti(�); : : : ; tn(�)) 2 T (ASDF;CSDF ), but because the drift of the �rst synchronizationgranule of any stream si is larger than d0i, ti(�) 62 T (ADFi; CDFi).4.3.2 Controlling Aggregate Synchronization DriftsA CM stream with a given continuity pro�le and synchronization granularity can be envisioned asa ow of synchronization granules by packaging the appropriate number of media granules into asynchronization granule. We calculate the drifts of such logically packaged synchronization granulesin terms of the drift pro�le of their media streams. Estimating synchronization drifts is handled intwo steps. Firstly, in Lemma 1 we �nd an upper bound on the maximum permissible delay betweentwo successively packaged synchronization granules. Using this bound, in Theorem 4, we �nd anupper bound on ASDF of a collection of streams in terms of ADF 's of streams in the collection.Lemma 1 (Upper Bound for Synchronization Drifts) For stream si(�) with a rate pro�le(�i; �i) drift pro�le (di; d0i) = (li==mi; l0i) and synchronization granularity gi, the maximum delaybetween two successive synchronization granules is maxf g:��i:(�i��i) ; di: dgi=miedmi=gieg.Proof:To calculate drifts in synchronization granules, consider the following two cases:Case 1: (gi > mi) 27



Then, a synchronization granule of si(�) contains b gimi c units ofmi media granules. In each such unitthere can be a maximum drift of di:b gimi c. But, the additional fraction of a unit (if there is one) cansu�er a maximum aggregate drift of di. Consequently, the beginning of the next synchronizationgranule su�ers a maximum drift of di:d gimi e.Case 2: (gi < mi)Thus, a unit of gi media granules contain bmigi c synchronization granules. If each synchronizationgranule is allowed a drift of d00i , then the total aggregate drift that can be experienced by the(gi + 1)th granule is as large as d00i :bmigi c, plus one more unit of d00i in the fraction of a unit (if thereis one). Thus, we get a total drift of d00i :dmigi e = d. Consequently, the maximum allowable drift isd00i = didmi=gie .Thus, in both cases (that is gi < mi and gi > mi) the maximum drift is di: dgi=miedmi=gie : In Sect. 4.2 itwas shown that, in order to be compliant with the rate pro�le (�i; �i) of stream si(�), the maximumdrift between synchronization granules is gi:�i�i:(�i��i) . Consequently, the maximum permissible delaybetween two successive synchronization granules is maxf gi���i:(�i��i) ; di: dgi=miedmi=gieg.Using results from Lemma 1, Theorem 4 computes an upper bound for aggregate synchronizationdrifts.Theorem 4 (Upper Bound on Aggregate Synchronization Drift) The aggregate synchro-nization drift factor (ASDF = d==m) of a set of streams S = fsi(�) : i � ng satis�es the bound:d � 2 �m �maxfmaxf gi � �i�i:(�i � �i) ; di:dgi=miedmi=gieg : i � ng (27)In ( 27), mi is the synchronization granularity and (li==mi; l0i) is the drift pro�le of stream si(�).Proof:To compute a bound for ASDF of S by choosing su�ciently stringent ADF 's, suppose that thereare T = fti(�) : 1 � ng schedules for n streams S = fsi(�) : 1 � i � ng, where ti(j) is the schedule ofsi(j). Then the total drift form successive synchronization granules is given byPmk=1maxfkti(k)�tj(k)k : 1 � i; j � ng. This bound can be estimated as follows: In the following inequalities,ui(�) = fui(j) : 1 � jg is the ideal schedule for synchronization granules si(�) = fsi(j) : 1 � jgwith a rate pro�le (�sy; �sy), i.e. one that satis�es ui(j + 1) = ui(j) + 1=�i for all i � n and j � 1.Because of the metric inequality kti(k)� tj(k)k � kti(k)�ui(k)k+kui(k)�uj(k)k+kuj(k)� tj(k)k,we get ( 28). The purpose of ( 28) is to compute upper bounds for drifts of kth synchronizationgranules of streams si(�) and sj(�) by relating them to their ideal schedules ui(k) and uj(k).mXk=1maxfkti(k)� tj(k)k : 1 � i; j � ng �mXk=1maxfkti(k)� ui(k)k+ kui(k)� uj(k)k+ kuj(k)� tj(k)k : 1 � i; j � ng (28)Because both ui(k) and uj(k) are ideal schedules for kth synchronization granules of two syn-chronized streams si(�) and sj(�) starting at the same time and rendering at the same rate, we getui(k) = uj(k). Hence ( 28) reduces to ( 29). 28



mXk=1maxfkti(k)� tj(k)k : 1 � i; j � ng � mXk=1maxfkti(k)� ui(k)k+ kuj(k)� tj(k)k : 1 � i; j � ng(29)From the proof of Lemma 1, maximum drift between synchronization granules of stream si(�)ismaxf gi��i�i:(�i��i) ; di: dgi=miedmi=gieg. We get ( 30) by substituting maxf gi:�i�i:(�i��i) ; di: dgi=miedmi=gieg andmaxf gi:�i�j :(�j��j) ; dj : dgj=mjedmj=gjeg respectively for kti(k)� ui(k)k and kuj(k)� tj(k)k in ( 29).mXk=1maxfkti(k)� tj(k)k : 1 � i; j � ng �mXk=1maxfmaxf gi � �i�i:(�i � �i) ; di:dgi=miedmi=gieg+maxf gj � �j�j :(�j � �j) ; dj :dgj=mjedmj=gjeg : i; j � ng (30)Inequality ( 30) simpli�es to ( 31), justifying our claimed upper bound in ( 27).mXk=1maxfkti(k)� tj(k)k : 1 � i; j � ng � 2 �m �maxfmaxf g:��i:(�i � �i) ; di:dgi=miedmi=gieg : i � ng (31)Theorem 4 shows that ASDF of a set of synchronized stream can be bounded by choosingsu�ciently small ADF 's for component CM streams. Here the ASDF can be made smaller bychoosing rate variations �i and aggregate drifts di for component stream si(�) to be as small asrequired. However, it should be noted that the bound given in Theorem 4 does not imply de�nabilityin the sense of Sect. 4.1.4.3.3 Non De�nability of Consecutive Synchronization DriftsIn this section, we show that the consecutive synchronization drifts, (i.e. CSDF 's) of a collectionof synchronized streams cannot be speci�ed in terms of drift pro�les of its component streams.The precise statement of our claim is given in Theorem 5. In order to state our claim precisely, letT T (CSDF ) be the collection of n streams that satisfy a consecutive synchronization drift factorof CSDF .Theorem 5 (Non De�nability of Consecutive Synchronization Drifts) GivenT T (CSDF ) and an integer n for the number of component streams, there do not exist drift pro�les(ADFi; CDFi) for n CM streams that satisfy ( 32).T T (CSDF ) = nYi=1 T (ADFi; CDFi) (32)Proof:To show the non de�nability of consecutive synchronization drifts of synchronized schedules in termsof drift pro�les of their component streams, suppose that we have 3 streams si(�) for 1 � i � 3,(i.e. n = 3) with drift pro�les (ADF i; CDF i) = (di==mi; d0i). Thus, the maximum drift allowed29



by each si(�) is di units for every mi synchronization granules. Without loss of generality assumemi > 3. Then consider the three schedules given as follows. In the schedule ti(�) of si(�), everythird synchronization granule su�ers a drift of minfdi; d0i : 1 � i � 3g=(m1+m2+m3), say D, andall others su�er a zero drift. In the terminology of Sect. 4.3.2, ti(�) can be given as:ti(j) = ui(j) +D if j = 3 � k + i for some k (33)ti(j) = ui(j); if not (34)These schedules are shown in Fig. 11. Hence, unit synchronization drift at every slot j, sayUSD(j), is maxfkti(j) � tk(j)k : 1 � i; k � 3g = D: Thus, Pkj=1 USD(j) = D � k. Conse-quently, Pkj=1 USD(j) can be made as large as possible by increasing k. Hence, ht1(�); t2(�); t(�)i 62T T (CSDF ) for any CSDF . Nevertheless, CDF i = D < d0i and aggregate drift per mi me-dia granules in schedule ti(�) is bounded above by D:mi < dimi . Consequently, ht1(�); t2(�); t(�)i 2Q3i=1 T (CDFi), justifying the non-de�nability of T T (CSDF ) as claimed.Schedule T1(:)Schedule T2(:)Schedule T3(:) Drifted Synchronization Granules Synchronization Granules without DriftsFigure 11: Non De�nability of Cumulative Synchronization Drifts5 Integrated SchedulingUp to now we have discussed ways of specifying continuity and synchronization requirements ofcontinuous media streams and how to schedule streams compliant with such requirements individ-ually. The current section discusses how such speci�cations can be used in integrated scheduling;i.e. scheduling a collection of synchronized streams satisfying all speci�ed continuity and synchro-nization speci�cations.As discussed earlier, there is a class of CM streams that satisfy a given continuity speci�cation.Similarly, for any given number of component streams and a synchronization speci�cation, thereis a set of vectors of CM streams that satisfy it. Consequently, there is a large design space fromwhich to choose a rendition of media streams to satisfy a given set of continuity and synchronizationspeci�cations. We describe that space in the �rst part of this section and present scheduling policiesand algorithms to meet speci�c choices in the second part.5.1 Design SpaceThe design space for integrated scheduling consists of two components. They are the contentcomponent and the timing component. As discussed earlier, for a synchronized rendition, thecontent component has to satisfy synchronization speci�cations of the collection and continuityspeci�cations of its component streams. In order to observe the combined e�ect of these twoclasses of requirements, we want to schedule a collection of streams S = fsi(�) : 1 � i � ng.30



Further suppose that S has to satisfy mixing, rate and drift pro�les of (AMLF;CMLF ), (�sy; �sy)and (ASDF;CSDF ), respectively. Also the rendition of each stream si(�) must satisfy continuity,rate and drift pro�les of (ALF i; CLF i), (�i; �i) and (ADF i; CDF i) respectively. Consequently,assuming the availability of synchronization granules at the display site, content component of thedesign space consists of n-dimensional vectors of synchronization granules that belong to the set ofstreams given in ( 35). SS(AMLF;CMLF ) \ nYi=1S(ALFi; CLFi) (35)The content component of our design space consists of streams for synchronization granulevectors from ( 35). To satisfy rate and drift pro�les, they must be displayed in n-dimensionalvectors of timing schedules given in ( 36).T T (ASDF;CSDF ) \ nYi=1 T (ADFi; CDFi) (36)Accordingly, the schedulers we propose consist of two components: the content selection com-ponent and the timing selection component. For stream rendition to be compliant with synchro-nization and continuity speci�cations, any potential content selecting component of a scheduler hasto extend a string of vectors belonging to the set in ( 35) to a longer string belonging to the sameset. Details of the content selecting component are presented in Sect. 5.2. Similarly, the timingselecting component of any potential scheduler has to extend a string of time vectors in the set in( 36) to a longer string in the same set. Details of the timing selection component are presented inSect. 5.3.Consequently, the task of any schedulers is, given any string of schedules that satisfy somespeci�cation, to select an extension for it to satisfy the same speci�cation. Once the schedulerselects the extended string of schedules, it is the task of the underlying delivery system to makesure that the selected string of synchronization granules are available at the display site at theappropriate time. Conversely, when the scheduler seeks extensions of strings of schedules, it maylook for only those extensions consisting of strings that are already available at the display site.These correspond to di�erent policies. Also an issue is the actions taken when the given strings ofschedules cannot be extended to strings that satisfy requested speci�cations. Thus, there are majorissues with the policy used to make sure that appropriate synchronization granules are available,and recovery policies in case of starvation.5.2 Continuity and Synchronization ParametersThe space of possible schedules compliant with a given continuity pro�le as discussed in Sect. 3.5.1,consists of a best next media granule and an interval of possible media granules. Recall also thatthe best next media granule is the one that, if chosen to be displayed, results in the least amountof unit continuity loss.Similarly, for a given synchronization speci�cation, Sect. 3.5.1 gives the best next vector ofsynchronization granules and a range of possible synchronization granules. Consequently, to becompliant with all synchronization and continuity speci�cations, the solution spaces provided inSects. 3.5.1 and 2.5.1 need to be incorporated into one integrated schedule.In �nding an integrated schedule, a problem faced in using the solution given for continuityrequirements in Sect. 2.5.1 is that the best granule and the interval of next possible granuleswere computed for media granules. We revise those calculations in Sect. 5.2.1 to be applicable tosynchronization granules. 31



5.2.1 Sequencing Pro�le: Revision for Synchronization GranulesSuppose we want to schedule a CM stream sn(�) with a sequencing pro�le (ALF;CLF ) = (l==m; l0)and media granularity g. Following notation from Sect. 2.5.1, let D(k; p) be the sum of unitcontinuity losses within a window of p media granules at slot k. Hence, the next synchronizationgranule can be skipped if and only if D(k;m� 1)+ g < l. Generalizing, for sn(�) to satisfy an ALFof l==m, the maximum number of synchronization granules that can be skipped, paused or omittedis b(l�D(k;m� 1))=gc. Let C(k) be the sum of consecutive non zero unit continuity losses at slotk. To satisfy a CLF of l0, the maximum number of media granules that can be skipped for thesucceeding slot is l0 �C(k), hence b(l0 �C(k))=gc, synchronization granules. Thus, to satisfy bothCLF and ALF speci�cations, the number of granules that can be skipped, paused, or missed ismaxfminfb(l0 � C(k))=gc; b(l �D(k;m� 1))=gcg; 0g, say L(k).Accordingly, the valid interval for synchronization granules to be displayed at slot k is given by( 37) and ( 38). f?g [ [q; q + L(k)] if L(k) > 0 (37)[q + 1; q + 1] if L(k) = 0 (38)However, the synchronization granule that has the best sequencing properties (i.e. the one thatcontributes to the least loss factors) is calculated as follows: If there is a synchronization granules(k) displaying at slot k, then the best synchronization granule to show at slot s(k+1) is s(k) + 1.If not, and s(j) is the last displayed synchronization granule at slot s(i� p) then s(j + i� p) is thebest choice for the synchronization granule.5.2.2 Visualizing the Design SpaceConsider the synchronous rendition of a collection of streams S = fsi(�) : 1 � i � ng. Suppose S hasto satisfy a mixing pro�les of (AMLF;CMLF ) and each stream si(�) has to satisfy the continuitypro�le (ALF i; CLF i). Further suppose that at slot k of a synchronized display each stream si(�)of S is rendering synchronization granule si(ki). In order for the display to be compliant withmixing and sequencing pro�les, the choices for the succeeding vector of synchronization granulessi((k + 1)i) have to satisfy ( 37) ,( 38) and ( 18). Notice that ( 37) and ( 38) provide intervals forpossible synchronization granules.For example, the situation for two streams can be visualized as in Fig. 12. Consider twostreams s1(�) and s2(�) that have synchronization granules s1(k1) and s2(k2) displaying at slot k.Suppose that the intervals calculated from ( 37) and ( 38) for s1(�) and s2(�) are [A1; B1] and[A2; B2] respectively. Hence the possible space for the next pair of synchronization granules say,(s1((l1); s2(l2)) compliant with continuity pro�les is the hyper-rectangle [A1; B1]� [A2; B2]. Let uscall this the continuity content space. Assume that the largest value of UML(k) that satis�es ( 18)is �. The latter restriction places the requirement ks1(l1) � s2(l2)k � �. That means they shouldbe at most distance � apart from each other, i.e. the solution space for (s1(l1); s2(l2)) consists of astrip centered around the diagonal s1(�) = s2(�) with width 2�. Let us call this the synchronizationcontent space. Hence the solution space (if it exists) compliant with both continuity and mixingpro�les is the intersection of the continuity content space with the synchronization content space;i.e the intersection of the rectangle [A1; B1] � [A2; B2] with the strip. This is shown shaded inFig. 12 as the design content space. Also, for each stream s1(�) and s2(�), there is the best choice fora synchronization granule. The values of best choices for s1(�) and s2(�) are shown respectively ashorizontal and vertical lines. Notice that best choices always intersect and the point of intersection32
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Figure 12: Design Space of Continuity and Mixing Pro�lesis always inside the hyper-rectangle [A1; B1] � [A2; B2]. Call the point of intersection of the bestsynchronization granules the best continuity point. A potential problem is that the best continuitypoint may not be within the synchronization content space. The importance of the best continuitypoint is that it gives the least CLF 's and ALF 's and hence the best continuity for the componentstreams. The best synchronization point for the rendition lies on the diagonal line si(�) = s2(�).Hence one choice for a potential scheduling algorithm is to drop the perpendicular from the bestcontinuity point to the best synchronization line and choose the point nearest to the best continuitypoint on this perpendicular that lies within the synchronization content space.Abstracting out from the example above, using ( 37) and ( 38) for each stream, we can com-pute an interval for choosing synchronization granules satisfying its continuity requirements. Theproduct space of these intervals gives a hyper-rectangle from which to choose any combination ofsynchronization granules that satisfy the continuity requirements of component streams. We callthis the continuity content space. Given the synchronization granules that are being displayed atany slot, from ( 18) we can compute (UML(k) for slot k in ( 18)) the maximum di�erence betweensequence numbers of any two synchronization granules to be displayed for di�erent streams at thesucceeding slot. Thus, the space of all synchronization granules satisfying ( 18) forms a cylindercentered around the main diagonal with radius UML(k). We call this space the synchronizationcontent space. Any vector of synchronization granules chosen from the synchronization contentspace satis�es the mixing pro�le of the collection. Consequently, in order for the next vector ofsynchronization granules to satisfy continuity pro�les of component streams and the mixing pro�leof the collection it must be chosen from the intersection of the continuity content space and thesynchronization content space, which we call the design content space. The algorithm presented inSect. 5.2.3 makes such a choice.
33



5.2.3 Algorithm for Content SelectionTo state a content selection algorithm, let Sync(k) be the largest value of UML(k) satisfying ( 18)at the kth slot that the scheduler is invoked. For each stream i, let [Ai(k); Bi(k)] be the kth possiblesynchronization granule interval calculated in ( 37) and( 38). Suppose that Best(k,i) is the bestsynchronization granule for stream i at slot k.The algorithm that we present favors synchronization more than continuity requirements, i.e. itattempts to �nd the vector of synchronized granules with the least unit mixing loss. Our algorithmuses the auxiliary function find( ~rn; �), which computes a sequence of integral coordinate points ina n-dimensional sphere with center ~rn and radius �, starting at the center and going towards thesurface. Here, � is a real number and we assume that the sequence find(~r; �) has length kfindk.The algorithm is as follows:Algorithm 1 Scheduling: Contents at slot k. To Compute the kth synchronization granule vector1 ~rn = (Pni=1 Best(k; i)=n; : : : ;Pni=1Best(k; i)=n)2 for each(~z = (z1; : : : ; zn) 2 �nd( ~rn; �))3 if ~z 2Qni=1[Ai(k); Bi(k)] and available at display site,4 display the synchronization granule zi for stream si(k)5 end If6 end for each7 if no synchronization granule found yet8 m = minfAi(k) : 1 � i � ng9 M = maxfAi(k) : 1 � i � ng10 for(~r = (m; : : : ;m); ri = ri + 1; ~r = (M; : : : ;M) )11 for(~z = (z1; : : : ; zn) 62 �nd( ~rn; �) and ~z 2Qni=1[Ai(k); Bi(k)])12 if (~z is available at display site)13 display the synchronization granule zi for stream si(k)14 end if15 end for16 end for17 end if18 else /* no synchronization granule available */19 nothing available to be displayed20 end

Explanation(a) Search for asynchronizationgranule from thecenter going to-wards the surfaceon the best line.If found displayit.(b) Else search forany synchroniza-tion granule fromthe design contentspace. If founddisplay it.(c) Else nothingavailable to bedisplayed.5.3 Selecting Timing ParametersThe timing parameters have properties similar to those of content parameters. For each componentstream si(�) of a collection of synchronized streams S = fsi(�) : 1 � i � ng, rate and drift pro�les ofsi(�) need to be satis�ed, and as a collection the synchronization drift parameters of S have to bemaintained. As described in Sect. 2.5.2, to be compliant with the drift pro�le of si(�), at each slotthe timing component of our scheduler is invoked, it has a choice of picking a time from an intervalof possible values as in ( 5). Also based on the rate pro�le (�i; �i), the best time to present thekth synchronization granule of stream si(�) is 1=�i time units after the beginning of the (k � 1)thsynchronization granule. Consequently, for each stream si(�), there is an interval [Ui(k); Vi(k)] anda best time ti(k) to display the kth synchronization granule. Thus, the design space of schedulesthat satisfy rate requirements of all streams of S forms a hyper-rectangle in the space of schedulingpoints, which we call the continuity timing space.Based on the synchronization drift pro�les and the history of unit synchronization drifts up tothe display of the kth synchronization granule, the di�erence between display times of any synchro-34



nization granules of component streams are bounded by Driftsy(k), as calculated in ( 21). Thus,analogous to the design space of synchronization content space, scheduling time points compliantwith synchronization speci�cations form a cylinder with radius Driftsy(k) around the ideal timeaxis t1(�) = : : : = tn(�). We call this the synchronization timing space. The intersection of thecontinuity timing space and the synchronization timing space is called the design timing space.Thus, a similar �gure can be used to visualize timing points to schedule synchronization granules.The updated �gure, with required revisions is given in Fig. 13. But the main di�erence betweenthe content selection algorithm and the time selection algorithm is that in the successive choices ofcontent, some indices of components of vectors of synchronization granules may decrease. But thatcannot be allowed in the time selection algorithm, as going back in time cannot be achieved. Hencethe traversal of the design timing space has to be done in such a way such that all components ofsuccessive choices for time vectors are non-decreasing.
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Figure 13: Design Space of Rate and Drift Pro�les5.3.1 Algorithm for Timing SelectionAnalogous to the minimization of unit mixing loss in the case of our content selection algorithm, thetiming selection algorithm attempts to minimize unit synchronization drifts. To state the timingselection algorithm, let Best(k,i) be the ideal time to display the kth synchronization granule ofstream si(�). Let the interval to begin displaying the kth synchronization granule of stream si(�) be[Ui(k); Vi(k)], as computed in ( 5). Let Driftsy(k) be the maximum allowable inter-stream driftcomputed by ( 21). For each call of the time selection algorithm, call the content selection algorithm:If the content selection algorithm �nds a vector of synchronization granules, display it: otherwiseincrease the time. If the content selection algorithm is unable to �nd a vector of synchronizationgranules, then call the recovery algorithm. The algorithm to compute timing points follows:
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Algorithm 2 Scheduling: Timing Points at Slot k. To Compute timing points for the kth synchronization granule vector1 ~tn = (Pni=1 Best(k; i)=n; : : : ;Pni=1Best(k; i)=n)2 Until (~tn 2 Qni=1[Ui(k); Vi(k)])3 for each i= 1, n ti = ti + 145 Call the content selection algorithm for a sync grannule vector6 if available, display.7 end for each8 if contents not displayed call the recovery algorithm.9 end
Explanation(a)At each time ifavailable display a re-quired synchronizationgranule.(b) If not found ad-vance the time.(c) If not displayed atthe end of time, call re-covery algorithm.The recovery algorithm is called only when appropriate media granules are unavailable at thedisplay site. Policies and corresponding algorithms depend on the class of service that is to beprovided, i.e. deterministic, probabilistic or best e�ort delivery with speci�ed QoS metrics. If thedelivery and display site management has deterministic guarantees, then the delivery mechanismhas to make sure that the display site bu�ers are never empty, i.e. Algorithm 2 will never callthe recovery algorithm. In case of services with probabilistic guarantees, the recovery algorithmhas to make sure that defaults on speci�cations are kept to a pre-speci�ed limit. Consequently,the delivery mechanism has to make sure that the probability of display site calling the recoveryalgorithm has to be kept below a certain value. This is a promising area of future work.For best e�ort services, there are several options. One of them is to restart from an idealposition and hope that the delivery of media granules returns to normal. The other option is tomomentarily suspend some defaulting streams until they can be displayed without violating overallspeci�cations.6 Summary, Conclusions and Future WorkIn this paper we have de�ned continuity parameters for CM streams and shown how they canbe bene�cially used to schedule a display of CM streams. Our continuity parameters consist ofthree groups: sequencing, rate and drift parameters. While sequencing parameters determine whatframes can be skipped or paused, rate and drift parameters limit delays and time drifts in schedulesfor rendition.We have de�ned synchronization parameters that can be used to specify application needs.They consist of mixing, rate and drift pro�les. Mixing pro�les specify which combination of framescan be simultaneously displayed. Rate pro�les specify rendition rates of a collection of streams,while drift pro�les specify allowable timing drifts between otherwise simultaneously displayableframes from component streams.The paper has an exhaustive categorization of what parameters are de�nable in terms of the oth-ers. Our results imply that rendition rate of a collection of streams can be de�ned in terms of ratesof their components, while mixing and drift pro�les cannot be de�ned in terms of correspondingparameters of component streams.These results indicate that except for the perfect case, synchronization requirements cannot bespeci�ed by su�ciently stringent continuity requirements alone. Consequently, an intelligent displaymanager has to make some trade-o�s between satisfying synchronization requirements of a collectionof streams and continuity requirements of their components. Available options for implementing36



policies to balance between these two classes of requirements have been clearly brought forth bydescribing the design space that is available to a potential implementor. Finally, as a proof ofapplicability of our metrics, an integrated scheduling algorithm has been presented for a displaysite manager.Our results on QoS at the application level can be translated to the network level, so thatpackets corresponding to media frames, or collections of them can be dropped by a tra�c shapingalgorithm, congestion control agent, or a bu�er overow manager at any switch in a network. Asa sequel to current work, we are working in several directions. One of them is to investigate client-server algorithms to ensure starvation avoidance at display sites. The other is to develop localpolicies to handle starvation and bu�er overruns at display sites. QoS based media mixing is aninteresting extension to such work. Simultaneously, work proceeds in translating user supplied QoSto CM media server, communication media and operating system parameters such as network QoS,disk parameters and operating system schedulers, all of which can bene�t from application suppliedQoS hints.References[AFKN94] R.T. Aptekar, J.A. Fisher, V. Kisimov, and H. Nieshlos. Distributed Multimedia:UserPerception and Dynamic QoS. In SPIE , volume 2188. SPIE, 1994.[AFKN95] R.T. Aptekar, J.A. Fisher, V. Kisimov, and H. Nieshlos. Video Acceptability andFrame Rate. IEEE Multimedia, pages 32{40, September 1995.[Bau92] W. Bauerfeld. RACE Project CIO (R2060): Coordination, Implementation and Op-eration of Multimedia Tele-Services on top of a Common Communication Platform.In Proceedings of IWCA, 1992.[CCH94] A. Campbell, G. Coulson, and D. Hutchison. A Quality of Service Architecture. ACMSIGCOM Computer Communication Review, 1(2):6{27, April 1994.[Chr89] Flaviu Christian. Probabilistic clock synchronization. Distributed Computing, 3:146{159, 1989.[FBZ92] Dominico. Ferari, Anindo. Benarjea, and Hui. Zhang. Network Support for Multime-dia; A Discussion of the Tenet Approach. Technical Report TR-92-072, University ofCalifornia, Berkeley, 1992.[Fer93] Dominoco Ferari. Delay jitter control scheme for packet-switching networks. ComputerCommunication, 15:367{373, 1993.[FGMW92] Dominico Ferari, Amit Gupta, Mark Moran, and Bernd. Wol�nger. A Continuous Me-dia Communication Service and Its Implementation. In GLOBECOM '92, December1992.[FSS95] K. Fujikawa, Shinjo Shimoto, and Hisashi Shimamura. Application Level QoS Mod-elling for a Distributed Multimedia System. In R Jain and N. C. Liu, editors, 1995Paci�c workshop on Distributed Multimedia Systems, pages 44{52. Knowledge SystemsInstitute, March 1995.
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