
NONLINEAR STABILITY IN LP FOR A CONFINED SYSTEM OFCHARGED PARTICLESMAR��A J. C�ACERES�, JOS�E A. CARRILLO� , AND JEAN DOLBEAULTyAbstract. We prove the nonlinear stability in Lp, with 1 � p � 2, of particular steady solutionsof the Vlasov-Poisson system for charged particles in the whole space IR6. Our main tool is afunctional associated to the relative entropy or Casimir-energy functional.Key words. Kinetic equations, Vlasov-Poisson system, nonlinear stability, relative entropy,Csisz�ar-Kullback inequality, interpolation inequalitiesAMS subject classi�cations. Primary: 35B35, 82D10; Secondary: 35B45, 35D05, 82C40,82D37, 76X051. Introduction. We consider a gas of charged particles described by a distri-bution function f(t; x; v) � 0 which represents the probability density of particles atposition x with velocity v at time t. The evolution of f is governed by the Liouvilleevolution equation @f@t + v � rxf + F (t; x) � rvf = 0(1.1)in IR+0 � IR3� IR3, where the electric �eld F (t; x) is given by an external potential �eand by a mean �eld potential � according toF (t; x) = �q (rx�(t; x) +rx�e(x)) :(1.2)The electrostatic potential � � 0 is self-consistently computed by� = K � �(f)(1.3)with K = q4��0 jxj�1, where �(f) is the spatial density of particles, which is de�ned by�(f)(t; x) = ZIR3 f(t; x; v) dv :As usual, �0 and q are respectively the permittivity of the vacuum and the elementarycharge of the particles that, in the sequel, we assume to be unity without loss ofgenerality. We shall consider the initial value problem corresponding tof(0; x; v) = f0(x; v) � 0 :(1.4)This system is called the Vlasov-Poisson system for charged particles. The main fea-ture we add to standard versions of the Vlasov-Poisson system is an external potentialthat con�nes particles and allows the existence of steady states. For this reason, wewill refer to �e(x) as a con�nement potential.The aim of this paper is to establish the nonlinear stability of special stationarysolutions in Lp(IR6) with p 2 [1; 2] and explicit constants, at least in some cases (see�Departamento de Matem�atica Aplicada, Universidad de Granada, 18071 Granada, Spain.E-mail: caceresg, carrillo@ugr.esyCeremade, Universit�e Paris-Dauphine, Place de Lattre de Tassigny, 75775 Paris Cedex 16, France.E-mail: dolbeaul@ceremade.dauphine.fr 1



2 M. J. C�ACERES, J. A. CARRILLO AND J. DOLBEAULTSection 3). For that purpose, we shall use an entropy, which is also called Casimir-energy, free energy, relative entropy or Lyapunov functional in the literature. Thestationary solution is a minimizer, under constraints, of the entropy, or, reciprocally,the entropy functional is determined by the shape in energy of the stationary solution.Our �rst main result corresponds to a p which is �xed by the entropy.Theorem 1.1. Let �e be a bounded from below function on IR3 with �e(x)!1as jxj ! +1, such that (x; s) 7! s3=2�1
(s+ �e(x)) belongs to L1 \L1(IR3; L1(IR)).Here 
 is the inverse of (��0), eventually extended by 0, where � is a bounded frombelow and strictly convex function of class C2.Let f be a weak solution of the Vlasov-Poisson system corresponding to a nonneg-ative initial data f0 in L1\Lp0 , p0 = (12+3p5)=11, such that �(f0) and (j�ej+jvj2)f0belong to L1(IR3). If infs2(0;+1) �00(s)=sp�2 > 0 for some p 2 [1; 2], then there ex-ists an explicit constant C > 0, which depends only on f0, such that for any t > 0,f = f(t) satis�eskf�f1k2Lp � C ZIR6 [�(f0)��(f1)��0(f1)(f0�f1)] d(x; v)+12 ZIR3 jr(�0��1)j2 dxwhere �f1(x; v) = 
( 12 jvj2 + �e(x) + �1(x)); �1� is a stationary solution of the Vla-sov-Poisson system and �0 is given by (1.3) at t = 0.The value of p0 arises from the paper [34] by H�orst and Hunze in order to de�neweak solutions (see Section 2 for more details). Note that some of our results can beextended to weaker notions of solutions, like the renormalized solutions introducedby DiPerna and Lions in [27], as we shall see later.Also, let us point out that assumptions over � in Theorem 1.1 can be translatedinto assumptions over 
, if needed. We remark that our stationary states are obtainedas minimizers of entropy functionals, thus hypotheses over � are more natural.Our second main result is a stability result in L2, which can be written as followsin the case of maxwellian stationary solutions.Theorem 1.2. Under the same assumptions as in Theorem 1.1, except that weassume now p0 = 2 and �(s) = s log s� s, there exists a convex functional F reachingits minimum at f = f1 such that any weak solution to (1.1)-(1.4) satis�eskf(t; �)� f1k2L2 � F [f0] :With the notations of Theorem 1.1, p = 1, 
(s) = e�s and (f1; �1) is given byf1(x; v) = e�jvj2=2(2�)3=2 �1(x) with ���1 = �1 = kf0kL1 e�(�1+�e)R e�(�1+�e) dx . More generalstatements will be given in the rest of the paper.Theorem 1.1 is based on a somehow canonical method to relate entropies andspecial stationary solutions, at least for p = 1 or p = 2. Here we get an Lp-nonlinearstability result, 1 � p � 2, for a whole family of stationary solutions. It is also possibleto take advantage of the uniform boundedness of the stationary solution to introducenew possible choices of the entropy functional and get stability results in Lq withq 6= p: for instance q = 2 and p = 1 in Theorem 1.2. Note that Theorem 1.2 providesan L2-stability result for the maxwellian stationary solutions, which is not includedin Theorem 1.1 (see Section 4).



NONLINEAR STABILITY IN Lp 3Similar ideas have been used previously in various contexts: for gravitational sys-tems (without con�nement) in [42, 44, 30, 31, 32] using the Casimir-energy method,and for systems in bounded domains in [6, 7], using entropy 
uxes involving Dar-roz�es & Guiraud type estimates. For con�nement, we shall refer to [26], and alsoto [11, 24, 10] in case of models with a Fokker-Planck term. Entropy methods haverecently been adapted to nonlinear di�usions: see for instance [2] in the linear caseand [13, 14, 20, 39, 23, 22] in the nonlinear case, with applications to models wherea Poisson coupling is involved [2, 8, 9] (also see references therein for earlier works).The estimates of Csisz�ar-Kullback type are indeed exactly the same in kinetic andparabolic frameworks.In the electrostatic case of the Vlasov-Poisson system, the most relevant referencefor our paper is [12] (also see [4, 5, 29] for earlier results in plasma physics). In [12],Braasch, Rein and Vukadinovi�c consider compactly supported classical solutions tothe Cauchy problem and stationary solutions which are compactly supported in theenergy variable and depending on additional invariants of the particle motion. Thescope of our paper is to extend their approach to general weak solutions and toemphasize the interplay of the regularity of the initial data and the various possiblefunctionals and norms. We improve and complement results in [12] in several ways:we generalize stationary states, in two directions: we allow them to be not compactlysupported in energy variable (maxwellian stationary states), and the dependence onenergy and on other invariants of motion includes not factorized states (see Section 6for details). Theorems 1.1 and 1.2 are valid for either weak or renormalized solutions(see below for details). And �nally, we obtain stability bounds in Lq spaces 1 � q � 2(while in [12] only for q = 2).We are going to work in the framework of weak [34, 36] or renormalized solutions[27, 38], which of course contains the case of classical solutions. As we shall see below,there is a natural class of stationary solutions and Lp norms with respect to whichthe stability can be studied, but we will also consider other Lq norms. For instance,Maxwellian steady states are known to be asymptotically stable in L1(IR6) for theVlasov-Poisson-Fokker-Planck (VPFP) system [11, 10, 26, 24]. It turns out that theyare stable for the Vlasov-Poisson system, in L1 of course, but also in other norms.This question initially motivated our study and has been used to extend [12] (Theorem1.2).This paper is organized as follows. We start our discussion by doing an overviewof the de�nitions and properties of the solutions to the Vlasov-Poisson system. Wealso introduce in Section 2 the family of stationary solutions we are dealing withand some of their properties. Section 3 contains the proof of a generalized versionof Theorem 1.1. Theorem 1.2 is proved in Section 4. In Section 5, we establishsome relations among various nonlinear stability results and generalize Theorem 1.2.Finally, in Section 6, we consider more general steady states depending on additionalinvariants, for which we prove an extension of Theorem 1.2.2. Notions of solution and stationary solutions.2.1. Weak and renormalized solutions to the Cauchy problem. A clas-sical solution [41, 43, 33, 28] is a solution to the Cauchy problem (1.1)-(1.4) for whichthe derivatives hold in the classical sense and the force term F satis�es a Lipschitzcondition. Our approach applies to weaker notions of solutions. By weak solution[3, 34, 36], we mean a solution in the distributional sense, for which the force �eld Fis not smooth enough to apply the classical characteristics theory (see below for a pre-



4 M. J. C�ACERES, J. A. CARRILLO AND J. DOLBEAULTcise de�nition). Essentially, we are going to use the framework of weak solutions (W)of H�orst & Hunze [34], and as a special case, the one of Lions & Perthame [36] forwhich further interpolations identities are available. These last solutions are some-times called strong solution [40] and we shall denote them by (S). For solutionscorresponding to initial data with very low regularity, we shall use the renormalizedsolutions (R) of DiPerna & Lions [27, 38].Before making precise these notions of solution, let us introduce some notationsand a basic hypothesis on the initial data. We shall refer to the Cauchy problem forthe Vlasov-Poisson system with initial data f0 as the initial value problem (1.1)-(1.4).We assume (H1): f0 is a nonnegative function in L1(IR6)and denote by M := kf0kL1 its mass. Let �0 be the solution to the Poisson equationat t = 0, corresponding to f = f0 in (1.3).Throughout this paper, we consider global in time solutions: IR+0 = [0;1) isthe time interval. As a preliminary step, we can state the following result (see theAppendix for a proof).Proposition 2.1. For any nonnegative function f0 in L1(IR6), there exists anonnegative strictly convex function � such that lims!+1 �(s)=s=+1 and �(f0) 2L1(IR6).To obtain stability results, we are going to impose further constraints on �, whichwill be strongly related to the choice of the entropy or to the choice of a specialstationary solution. However, we �rst have to de�ne a precise notion of solution.Definition 2.2. Let p 2 [1;1]. A function f 2 L1(IR+0 ; Lp(IR6)) is a globalweak solution of (1.1)-(1.4) with initial data f0 if and only if:1. f is continuous on IR+0 with values in Ls(IR6), where s 2 [1; p) (s = 1 if p = 1),with respect to the �(Lp; Lp0) topology (weak topology for p < 1 and weak � topologyfor p =1). Here p and p0 are the H�older conjugates.2. f(0; �) = f0.3. The function (x; v) 7! f(t; x; v)F (t; x) is locally integrable over IR6 for all t � 0(since f(t) 2 L1(IR6) for any �xed t, F (t; �) is de�ned almost everywhere on IR3 andis locally integrable).4. For all test functions � 2 Cc1(IR6), the function %(t) := R �(x; v)f(t; x; v) d(x; v)is continuously di�erentiable on IR+0 and%0(t) = Z v � rx�(x; v) f(t; x; v) d(x; v) + Z F (t; x) � rv�(x; v) f(t; x; v) d(x; v) :Note that a weak solution for p > 1 is a weak solution for all q 2 [1; p]. Accordingto H�orst & Hunze [34], such weak solutions exist in case �e � 0 globally in time if weassume that f0 satis�es(W) f0 � 0, f0 2 L1(IR6) \ Lp(IR6), p � p0 = (12 + 3p5)=11 = 1:70075::: andZIR6�jvj2 + �e(x)�f0(x; v) d(x; v) <1 :We shall also consider the subcase of the so-called strong solutions of Lions & Per-thame [36]:



NONLINEAR STABILITY IN Lp 5(S) f0 � 0, f0 2 L1(IR6) \ L1(IR6), and for some m > 3,ZIR6�jvjm + �e(x)�f0(x; v) d(x; v) <1 :Remark 2.3. In case (W), r�0 2 L2(IR3)3 [34] as a consequence of the interpo-lation inequality: k�kLq � C kfk�Lp k jvj2fk1��L1 with q = 5p�33p�1 , � 2 (0; 1), and of theHardy-Littlewood-Sobolev inequality: kr�kLr � C k�kLq with 1q � 1r = 13 . The casep = p0 is obtained by imposing r = p0.Without assumptions on the initial energy, it is still possible to give global exis-tence results [15, 16]. Also note that if (W) is satis�ed, f0 log f0 2 L1(IR6), as weshall see in Section 4, provided e�� �e 2 L1(IR3) for some � > 0.In this paper, we will also consider weaker notions of solutions.Definition 2.4. Assume that(R) f0 is a nonnegative function in L1(IR6) such that f0 log f0 2 L1(IR6) andZIR6�12 jvj2 + �e(x)�f0(x; v) d(x; v) + 12 ZIR3 jrx�0j2 dx <1 :We shall say that f 2 C0(IR+0 ; L1(IR6)) is a renormalized solution of (1.1)-(1.4) onIR+0 with initial data f0 if and only if1. The quantitiesZIR6�12 jvj2 + �e(x) + �(x; t)� f(x; v; t) d(x; v) and ZIR6 f(x; v; t) log f(x; v; t) d(x; v)are bounded from above, uniformly in t � 0.2. �(f) = log(1 + f) is a weak solution of@@t�(f) + v � rx�(f) + F (t; x) � rv�(f) = 0considered in the distributional sense, where F is de�ned according to (1.2) and (1.3).In case e�� �e 2 L1(IR3) for some � > 0, weak solutions for p > 1 are alsorenormalized solutions (see Lemma 4.1).Proposition 2.5. Let f0 verify (R) and assume that �e is a nonnegative potentialsuch that: limjxj!+1 �e(x) = +1. If �e is in W 1;1loc (IR3), (1.1)-(1.4) admits a globalin time renormalized solution. If moreover �e belongs to W 1;qloc for q � 5p�32(p�1) and if(W) holds, then (1.1)-(1.4) admits a weak solution.Proof. This result can be obtained by adapting the proofs of [34, 36, 27, 38]. Forrenormalized solutions, characteristics can be de�ned according to [25, 35] as soon as�e is in W 1;1loc (IR3). Details are left to the reader.Weak or renormalized solutions have the following properties:1. The distribution function is nonnegative for all t � 0.



6 M. J. C�ACERES, J. A. CARRILLO AND J. DOLBEAULT2. Conservation of mass: for any t � 0,ZIR6 f(t; x; v) d(x; v) = ZIR6 f0(x; v) d(x; v) = M :3. Finite kinetic energy, potential energy and entropy: for any t � 0,RIR6 � 12 jvj2 + �e(x) + �(x)� f d(x; v) � RIR6 � 12 jvj2 + �e(x) + �0(x)� f0 d(x; v)and RIR6 f log f d(x; v) � RIR6 f0 log f0 d(x; v) ;with equality in the case of classical solutions (see Corollary 2.8 for an application).4. In case (S), for any t � 0,kf(t; �)kL1(IR6) � kf0kL1(IR6) :5. Moreover, if we assume that(H2): ZIR6 �(f0) d(x; v) <1for some strictly convex continuous function � : IR+0 ! IR, then for any t � 0,ZIR6 �(f) d(x; v) � ZIR6 �(f0) d(x; v) ;with equality in the case of classical solutions (see Corollary 2.8 for an application).2.2. Stationary solutions and entropy functionals. Let us introduce fur-ther notations. For any function f 2 L1(IR6), let � = �[f ] be the solution of��� = RIR3 f dv in L3;1(IR3) given by the convolution with the Green functionof the Laplacian. The operator � is linear and satis�es:ZIR6 f �[g] d(x; v) = ZIR6 g �[f ] d(x; v) :Any function f1;� such thatf1;�(x; v) = 
�12 jvj2 + �[f1;� ](x) + �e(x) � ��(2.1)is a stationary solution of the Vlasov-Poisson system. Such a solution exists if andonly if���1;� = G�(�1;� + �e � �) with G�(�) = 4�p2 Z +10 ps 
(s+ �) dshas a solution �1;� = �[f1;�] such that RIR6 f1;� d(x; v) = M . The constant � istherefore determined by the total mass M . Under assumptions that we are going tospecify now, we will prove that such a stationary exists and is unique (see Lemma 2.7).Let us consider � such that 
 is the generalized inverse of��0 (eventually extendedby 0): � is convex (resp. strictly convex) if and only if 
 is monotone nonincreasing(resp. decreasing in its support). With these notations, we assume that � and �everify:



NONLINEAR STABILITY IN Lp 7(H3): � 2 C2(IR+) \ C0(IR+0 ) is a bounded from below strictly convex functionsuch thatlims!+1 �(s)s = +1 :(H4): �e : IR3 ! IR is a measurable bounded from below function such thatlimjxj!+1�e(x) = +1and x 7! G�(�e(x)) = 4�p2 R +10 ps 
(s+ �e(x)) ds belongs to L1 \ L1(IR3).The conditions on the growth of �e and on the decay of 
 will be refered ascon�nement conditions. We are going to adapt the proofs given in [26] for the case
(s) = e�s and in [6, 7] for the bounded domain case to prove the existence of astationary solution f1;�. The existence of � = �(M) will be a consequence of theproof.Let M > 0 and consider on L1M (IR6) = ff 2 L1(IR6) : f � 0 a:e:; kfkL1 = Mgthe functionalK�[f ] = ZIR6 ��(f) +�12 jvj2 + �e(x)� f � d(x; v) + 12 ZIR3 j r�[f ] j2 dx :Definition 2.6. Given f and g in L1M (IR6), the relative entropy of f with respectto g is �� [f jg] := K�[f ]�K�[g] :(2.2)Lemma 2.7. Under Assumptions (H3)-(H4), K� is a strictly convex bounded frombelow functional on L1M (IR6). It has a unique global minimum, f1;�, which takesthe form (2.1) and is therefore a stationary solution of the Vlasov-Poisson system.Moreover �� [f jf1;�] can be written as��[f jf1;�] = ZIR6 [�(f)� �(f1;�)� �0(f1;�)(f � f1;�)] d(x; v)(2.3) +12ZIR3 jrx(�� �1;�)j2 dxand �(f1;�) and �0(f1;�)f1;� belong to L1(IR6).Proof. Assumption (H4) gives that K�[f ] is bounded from below by Jensen's in-equality. By Hypothesis (H3) K� is convex, so we may pass to the limit in a min-imizing sequence involving the semi-continuity property. The limit f1;� belongs toL1M (IR6) because of Dunford-Pettis' criterion. Equation (2.1) is the correspondingEuler-Lagrange (where � enters as the Lagrangemultiplier associated to the constrainton the L1 norm). Identity (2.3) easily follows by a direct computation, using (2.1).Note that �� [f jf1;�] is obviously nonnegative, since K�[f ] attains its uniqueminimum at f = f1;�.



8 M. J. C�ACERES, J. A. CARRILLO AND J. DOLBEAULTCorollary 2.8. Consider a renormalized or weak solution f of (1.1)-(1.4) underAssumptions (H1), (H2), (H3) and (H4). Then �� [f(t)jf1;�] � �� [f0jf1;�].The proof relies on standard semi-continuity arguments and is left to the reader.Example 2.9. 1) Let �q(s) = sq, with 
q(s) = (�s=q)+1=(q�1), for some givenq > 1. With the notations f1;q = f1;�q and �1;q = �[f1;�q ], this stationary solutionsatis�es the nonlinear Poisson equation���1;q = Cq (�(M)� �e � �1;q) 32+ 1q�1+where Cq = (2�)3=2 q� 1q�1 �( qq�1 )=�( 5q�32(q�1) ).2) The limit case as q ! 1 corresponds to �1(s) = s log s� s and 
1(s) = e�s. In thiscase we obtain the maxwellian stationary solutionf1;1(x; v) = m(x; v) = M e� 12 jvj2(2�)3=2 e�(�1;1(x)+�e(x))RIR3 e�(�1;1(x)+�e(x)) dx ;(2.4)where �1;1 is given by the Poisson-Boltzmann equation��x�1;1 = ZIR3 m(x; v) dv = M e�(�1;1+�e)RIR3 e�(�1;1+�e) dx :(2.5)3) A less standard case is given by�(t) = ( 2 Rp� log t1 s2e�s2 ds if 0 < t � 10 if t > 1which corresponds to: 
(t) = e�t2 .In next sections, the various cases of this example will be analyzed. They willmotivate a more general treatment. For simplicity, we shall write �q [f jf1;q] insteadof ��q [f jf1;�q ], for q � 1.3. Lp-nonlinear stability. In this section, we give a Lp-nonlinear stability re-sult for f1;�, 1 � p � 2, with minimal convexity assumptions on the initial data andan explicit stability constant. It is based on the following result.Proposition 3.1. Let f and g be two nonnegative functions in L1(IR6)\Lp(IR6),p 2 [1; 2] and consider a strictly convex function � : IR+0 ! IR in C2(IR+) \ C0(IR+0 ).Let A = inf ��00(s)=sp�2 : s 2 (0;1)	. If A > 0, then the following inequality holds:�� [f jg] � 2�2=pA hmax �kfk2�pLp ; kgk2�pLp �i�1 kf � gk2Lp(3.1) + 12 ZIR3 jrx(�[f ]� �[g])j2 dx :Proof. The case p = 1 is the well known Csisz�ar-Kullback inequality (see for in-stance [1]) that we are going to adapt to the case p � 1.



NONLINEAR STABILITY IN Lp 9Assume �rst that f > 0. By a Taylor development at order two of � we deducethat we can write the relative entropy for f and g as�� [f jg] = 12 ZIR6 �00(�)jf � gj2 d(x; v) + 12 ZIR3 jrx(�[f ]� �[g])j2 dx� A2 ZIR6 �p�2jf � gj2 d(x; v) + 12 ZIR3 jrx(�[f ]� �[g])j2 dx(3.2)where � lies between f and g. If p = 2, the result is obvious. Let 1 � p < 2. ByH�older's inequality, for any h > 0 and for any measurable set A � IR6, we getZA jf � gjp h�� h� d(x; v) � �ZA jf � gj2 hp�2 d(x; v)�p=2�ZA h�s d(x; v)�1=swith � = p (2� p)=2, s = 2=(2� p). Thus�ZA jf � gj2 hp�2 d(x; v)�p=2 � �ZA jf � gjp d(x; v)� �ZA hp d(x; v)�(p�2)=2 :We apply this formula to two di�erent sets.i) On A = A1 = f(x; v) 2 IR6 : f(x; v) > g(x; v)g, use �p�2 > fp�2 and take h = f :�ZA1 jf � gj2�p�2 d(x; v)�p=2 � �ZA1 jf � gjp d(x; v)� kfk�(2�p)p=2Lp :ii) On A = A2 = f(x; v) 2 IR6 : f(x; v) � g(x; v)g, use �p�2 � gp�2 and take h = g:�ZA2 jf � gj2�p�2 d(x; v)�p=2 � �ZA2 jf � gjp d(x; v)� kgk�(2�p)p=2Lp :To prove (3.2) in the case f > 0, we just add the two previous inequalities in (3.2)and use the inequality (a + b)r � 2r�1(ar + br) for any a; b � 0 and r � 1. Tohandle the case f � 0, we proceed by a density argument: apply (3.2) to f�(x; v) =f(x; v) + � e�jxj2�jvj2 and let �! 0 using Lebesgue's convergence theorem.This proposition can be applied to weak or renormalized solutions, thus provingthe �rst main result of this paper, which is a more detailed version of Theorem 1.1.Theorem 3.2. Let f0 verify (H1), (H2) and either (R) or (W). Assume (H3)and (H4). If f is a weak or renormalized solution of (1.1)-(1.4) with initial value f0,then kr��r�1;�k2L2 � 2��[f0jf1;�]Assume that A = inf ��00(s)=sp�2 : s 2 (0;1)	 is positive for some p 2 [1; 2]. Ifp = 1, assume moreover that e��e 2 L1. Then f0 2 Lp(IR6) andkf(t)� f1;�k2Lp � C(f0; �) �� [f0jf1;�]for any t � 0, where C(f0; �) is a constant, which takes the explicit formC(f0; �) =8><>: 22=pA max�kf0k2�pLp ; kf1;�k2�pLp � if p > 14AM if p = 1



10 M. J. C�ACERES, J. A. CARRILLO AND J. DOLBEAULTIn case (S), C(f0; �) is also bounded by 22=pA M (2�p)=pM(2�p)(p�1)=p with M =max (kf0kL1 ; kf1;�kL1).Proof. The proof is a straightforward consequence of Lemma 2.7, Corollary 2.8 andProposition 3.1 once it is known that C(f0; �) is �nite. Although we directly provean estimate of kf(t)�f1;�k2Lp in terms of �� [f0jf1;�], we may notice that, for p > 1,two integrations give the inequality�(s)� �(s0)� �0(s0) (s� s0) � Ap (p� 1) hsp � sp0 � p sp�10 (s� s0)ifor any (s; s0) 2 (0 +1)2. Applied to f and f1;�, this means that on IR6�(f)��(f1;�)��0(f1;�) (f�f1;�) � Ap (p�1) �fp�fp1;��p fp�11;� (f�f1;�)� ;(3.3)which proves that f belongs to L1(IR+; Lp(IR6)) (by kf0kLp , according to Corol-lary 2.8 applied with �(s) = �p(s) = sp). The constant C(f0; �) involves kf0kLp ,which is therefore itself bounded in terms of �(f0) and f0 �0(f0).If p = 1, the condition that e��e 2 L1 shows that f1;� also belongs to L1. Inthat case, inequality (3.3) is replaced by�(f)� �(f1;�)� �0(f1;�) (f � f1;�) � A �f log� ff1;��� (f � f1;�)� :The details of the proof are left to the reader.Remark 3.3. Note that A= p (p � 1) if � = �p, p > 1, and A=1 if p=1 andC(f0; �2)=1. The expression of C(f0; �) is optimal at least for � = �p in the limitkf0 � f1;�kLp ! 0 (see [1] for a discussion in the case p = 1).For p > 2, H�older's inequality holds in the reverse sense: kf(t)�f1;�k2Lp+kr��r�1;�k2L2 controls �� [f0j�].For p = 1, we recover the classical Csisz�ar-Kullback inequality in Proposition 3.1and a stability result in L1 (see [1, 2]) which is natural in the framework of renormal-ized solutions (if f log f belongs to L1: see Lemma 4.1 below).4. L2-Nonlinear stability of maxwellian steady states. In [12], Braasch,Rein and Vukadinovi�c introduce modi�ed Lyapunov functionals for proving L2-stabi-lity for certain steady states (see Section 5 for more details). In this section, weshall extend this approach to the maxwellian case. The main idea is the following.Although �00(s) = 1=s is not bounded from below uniformly away from 0 (which wouldbe the condition to apply directly Proposition 3.1 in L2), since f1;1 is bounded inL1 by a constant �s, it is su�cient to consider the in�mum of �00 in (0; �s).In the maxwellian case, we �rst notice that (H2) follows from the other assump-tions.Lemma 4.1. Assume that e�� �e belongs to L1(IR3) for some � > 0. Let f be anonnegative function in L1\Lq(IR6), q > 1, such that (x; v) 7! (jvj2+�e(x))f(x; v) 2L1(IR6). Then f log f belongs to L1(IR6).



NONLINEAR STABILITY IN Lp 11Proof. Depending on the sign of log f , we are going to consider two cases.1) De�ne g(x; v) = e��2 jvj2�� �e(x). On A = f(x; v) 2 IR6 : f(x; v) < 1g, usingJensen's inequality, we get0 � RA �f log f + � � 12 jvj2 + �e� f� d(x; v) = RA f log� fg � d(x; v)� kfkL1(A) log�kfkL1(A)kgkL1(A) � :2) On IR6 n A, we conclude using the next lemma.Lemma 4.2. Let f be a nonnegative function in L1 \ Lq(
), q > 1, for somearbitrary domain 
 � IRd, d � 1. ThenZ
 f(z) log f(z) dz � 1q � 1 kfkL1(
) log kfkqLq(
)kfkL1(
)! :Proof. According to H�older's inequality,kfkrLr � kfk q�rq�1L1 kfk q(r�1)q�1Lq ;for 1 � r � q. At r = 1, this is an equality, and thus, we may derive the inequalitywith respect to r at r = 1.Let �e and f0 verify respectively (H4) for �1(s) = s log s � s, and (H1), (W).Consider a weak or renormalized solution f of (1.1)-(1.4) with initial value f0 andthe corresponding stationary solution f1;1 = m given by (2.4)-(2.5). According toTheorem 3.2, m is L1-stable:�1[f jm] � 14M kf �mk2L1 :We shall now prove a L2-stability result for m using an appropriate cut-o� functionalas in [12]. Let E1(x; v) := 12 jvj2 + �1;1(x) + �e(x). According to (H4),Emin := inffE1(x; v) : (x; v) 2 IR6g � inff�e(x) : x 2 IR3g > �1 :Denote m = ' �E1 with '(s) = � e�s where� = M(2�)3=2 �Z e��1;1��e dx��1 :(4.1)Consider �s = '(Emin) and de�ne�1(s) := � s log s� s if s 2 [0; �s]12� eEmin (s� �s)2 � (Emin � log�)(s� �s) + �s log �s� �s if s 2 (�s;+1)The function �1 is of class C([0;1))\C2((0;1)), with min(� 001 ) = eEmin=� > 0. Since0 � m(x; v) � '(Emin) = �s for any (x; v) 2 IR6 and ' is decreasing, m is a minimizerof the modi�ed free energy (or Casimir) functional ��1 [f jm] = K�1 [f ]�K�1[m], whereK�1 [f ] = ZIR6 �12 jvj2 + 12 �+ �e� f d(x; v) + ZIR6 �1(f) d(x; v)



12 M. J. C�ACERES, J. A. CARRILLO AND J. DOLBEAULTand we can apply Theorem 3.2 with p = 2. This proves a re�ned version of Theo-rem 1.2. Since f belongs to L2, �1(f) makes sense in L1 according to Lemma 4.1. Letus remark that the construction of �1 is done in such a way that K�1 [m] = K�1 [m],and then Corollary 2.8 can be applied. In this framework, it is natural to work withweak rather than renormalized solutions.Theorem 4.3. Assume (H1), (H3), (H4) for � = �1 and (W) for p = 2. Considerthe stationary solution given by (2.4)-(2.5). With the above notations, every weaksolution f of (1.1)-(1.4) with initial data f0 2 L1 \ L2(IR6) veri�es��1 [f0jm] � ��1 [f(t)jm] � 12 �s kf(t)�mk2L2 8 t � 0 :Remark 4.4. 1) A simpler version of Theorem 4.3 holds for solutions satisfying(S). In this case, it is not necessary to modify �, since �001 (s) = 1s is bounded frombelow in (0;max(kf0kL1 ; kmkL1)] by max(kf0kL1 ; kmkL1)�1.2) Theorem 4.3 can be generalized to any stationary solution f1;� and any Lq normwith p 6= q 2 (1; 2]: see next section.3) Note that in the maxwellian case the value of � de�ned by (4.1) is e��(M) where� = �(M) is the constant in (2.1) which is �xed by the mass constraint.5. General nonlinear stability results. In this section, we generalize to Lq,1 � q � 2, and to arbitrary steady states f1;� the stability results of Sections 3-4. Weare also going to generalize the techniques used in the L2-stability result of Braasch,Rein and Vukadinovi�c in [12], which can be summarized as follows. Let 
 be a C1function on IR such that 
0 < 0 on (�1; Emax) and 
 � 0 on [Emax;+1) and de�ne� as a primitive of �(
�1), which is well de�ned at least on some subinterval in IR+(see for instance [14] for more details). Then f1;� is a compactly supported steadystate which is L2-stable among weak or renormalized solutions of (1.1)-(1.4).For q > p, the main idea is again to bound �00(s)=sq�2 from below only on theinterval (0; �s = kf1;�kL1) and to modify � on (�s;+1). In this case, let us establisha useful consequence of Proposition 3.1. Let E�(x; v) := 12 jvj2 + �1;�(x) + �e(x) andEmin := inffE�(x; v) : (x; v) 2 IR6g, which is �nite by assumption (H4). With thenotations of Sections 2{3, f1;� = 
 � (E� � �), where � is such that kf1;�kL1 =M .Take �s = 
(Emin � �) and de�ne��(s) := � �(s) if s 2 [0; �s] (s) if s 2 (�s;+1)with  (s) = �00(�s)�00q (�s)�q(s)+��0(�s)� �00(�s)�00q (�s) �0q(�s)�(s��s)+�(�s)��00(�s)�00q (�s) �q(�s) and �q(t) = tq.With the truncated Lyapunov functional ��� [f jf1;�] = K�� [f ] �K�� [f1;� ], we im-mediately get the following variant of Proposition 3.1.Corollary 5.1. Let f and g be two nonnegative functions in L1(IR6)\Lq(IR6),q 2 [1; 2] and consider a strictly convex function � : IR+0 ! IR in C2(IR+) \ C0(IR+0 ).With the above notations, let B = inf ��00(s)=sq�2 : s 2 (0; �s)	. If B > 0, then thereexists a constant C > 0 such that��� [f jg] � C kf � gk2Lq + 12kr��r�1;�k2L2 :



NONLINEAR STABILITY IN Lp 13As in the case of Section 4, this estimate can be applied to get nonlinear stabilityresults.Theorem 5.2. Let f0 verify (H1), (H2) and either (R) or (W). Assume that �and �e satisfy (H3) and (H4). Assume that inf ��00(s)=sp�2 : s 2 (0; �s)	 is positive forsome p 2 [1; 2], where �s is de�ned as above. Then f1;� is Lq-nonlinearly stable amongweak or renormalized solutions of (1.1)-(1.4) for any q 2 (1; 2], provided f0 2 Lq(IR6)if q > p.Proof. The case q = p is covered by Theorem 3.2. In case q > p, the proof is aneasy application of Corollary 5.1: f1;� is Lq-stable in the sense that there exists aconstant C > 0 such that for any t � 0,kf(t)� f1;�kLq � C ��� [f0jf1;�] :The case 1 < q < p relies on H�older's inequality and Theorem 3.2:kf(t)� f1;�kLq � (2M) p�qq (p�1) (C(f0; �) �� [f0jf1;�]) p (q�1)2q (p�1) :The case p = q = 1 is covered by Theorem 3.2. Only the case 1 = q < p is left open.In the case q > p, notice that the Lq norm is bounded in terms of ��� [f0jf1;�] andnot in terms of ��[f0jf1;� ] (as it is also the case in Theorem 4.3, with p = 1, q = 2).6. Steady states depending on additional invariants. In the previous sec-tions, we dealt with stationary solutions depending only on the energy. Our stabilityanalysis can be extended to steady states which depend on additional invariants of theparticle motion. To avoid lengthy statements, we shall only state the generalizationof Theorem 4.3. In order to emphasize the connection with the previous results, weshall abusively use the same notations.Consider the ODE system_X = V ; _V = �rx�(t;X)�rx�e(X)which describes the characteristics of the Vlasov equation (1.1). We shall assume thateither both � and �e are locally Lipschitz (classical solutions), or at least in W 1;1loc(using the generalized characteritics of DiPerna & Lions, see [25, 35]). A functionI : IR6 ! IRm, is an invariant of the motion if and only ifddtI(X(t); V (t)) = 0in an appropriate sense. Classical examples of invariants are, for instance, the angularmomentum I(x; v) = x� v in case of a central force motion (i.e. if �+ �e is radiallysymmetric), its modulus, or one of its components: I(x; v) � �, in the axisymmetriccase with axis of direction � 2 S2, corresponding to a system invariant under rotationsof axis �. References on existence results of classical solutions with symmetries canbe found in [28] (for stationary solutions, see [18]).Consider stationary solutions in the formf1;�(x; v) = ��E(x; v) � �M [�1;� ; �e; I ]; I(x; v)�(6.1)



14 M. J. C�ACERES, J. A. CARRILLO AND J. DOLBEAULTwhere �M is a constant to be determined by kf1;�kL1 =M , E is the energy and I isan invariant of the motion. Note that E depends on �1;� = �[f1;� ]. For simplicity,we suppose that I is a scalar quantity.In [12], Braasch, Rein & Vukadinovi�c consider the case where � can be factorizedas �(E; I) = 
(E � �) �(I) 8 (E; I) 2 IR2 ;where 
 is compactly supported and � 2 IR. If 
 satis�es (H3) and (H4) and if � isa C1 uniformly positive function, our previous results can easily be extended. In thissection, we are going to consider general steady states corresponding to functions �which cannot be factorized in terms of two functions 
 and � (such an extension hasalready been considered by Guo and Rein in [32] for gravitational systems) or whichdo not necessarily have a compact support in E.In order to obtain the existence of these stationary solutions, we have to assumethe following hypotheses on � and �e, which are generalizations of (H3) and (H4) ofSection 2.(H3'): Let � : IR+0 � IR ! IR be such that @�@s (s; I) = ���1(s; I) and assume that forany �xed I 2 IR, �(:; I) has a C0(IR0+) \ C2(IR+) regularity, is bounded from below,strictly convex and such that lims!+1 �(s; I)=s = +1. Here ��1 is the generalizedinverse of s 7! �(s; I), for �xed I.(H4'): The external potential �e : IR3 ! IR is a measurable bounded from below functionsuch that limjxj!+1 �e(x) = +1 andx 7! ZIR3 ��12 jvj2 + �e(x); I(x; v)� dvbelongs to L1 \ L1(IR3).The stationary solution f1;� is characterized as the unique nonnegative criticalpoint of a strictly convex coercive functional K�, withK�[f ] = ZIR6 ��(f; I) +�12 jvj2 + �e(x)� f � d(x; v) + 12 ZIR3 jr�[f ]j2 dx ;under the constraint RIR6 f1;� d(x; v) = M for some given M > 0. As in Section 2,�M in (6.1) is the Lagrange multiplier associated to the constraint on the masss andis uniquely determined by the condition RIR6 f1;� d(x; v) = M . To �, we associate arelative entropy functional de�ned by�� [f jf1;�] := K�[f ]�K�[f1;� ]= ZIR6 [�(f; I)��1� @�1@s (f�f1;�)]d(x; v) + 12 ZIR3 jrx(�[f ]��1;�)j2dxwith �1 = �(f1;� ; I) and �1;� = �[f1;�].If there exists a function A�(I) > 0 such that @2�@s2 (s; I) � A�(I) for any (s; I) 2IR+0 � IR, by Taylor expansion it follows that��[f jf1;�] � ZIR6 A�(I)jf � f1;�j2 d(x; v) ;which proves a weighted L2-stability result. Exactly as before, we can use a cut-o�argument and get a generalization of Theorem 4.3.



NONLINEAR STABILITY IN Lp 15Let E�(x; v) := 12 jvj2+�1;�(x)+�e(x) and Emin := inffE�(x; v) : (x; v) 2 IR6g,which is �nite by assumption (H4'). With evident notations, f1;� = �(E�(�) ��M ; I(�; �)). Take �s(I) = �(Emin � �M ; I) and de�ne for any I 2 IR��(s; I) :=� �(s; I) if s2 [0; �s(I)] (s; I) if s2(�s(I);+1)(6.2)with  (s; I) = �00(�s;I)�002 (�s) �2(s) + ��0(�s; I)� �00(�s;I)�002 (�s) �02(�s)�(s��s) + �(�s; I)� �00(�s;I)�002 (�s) �2(�s),�s = �s(I) and �2(s) = s2. With the truncated Lyapunov functional ��� [f jf1;�] =K�� [f ]�K�� [f1;�], we immediately get the following variant of Theorem 4.3.Theorem 6.1. Let I be a function in C1(IR6) and assume that �e, � verify(H3')-(H4'). Assume moreover thatB�(I) = inffs 2 [Emin � �M ; ��1(0; I)] : @2�@s2 (s; I)g > 0 for any I 2 IR :Let f0 be a nonnegative function in L1(IR6) \ L2(IR6; B�(I(x; v)) d(x; v)), such that(x; v) 7! �(f0(x; v); I(x; v)) belongs to L1(IR6) and consider a weak (resp. renormal-ized) solution of the Vlasov-Poisson system with initial data f0 satisfying (W) (resp.(R)). Then for any t � 0��� [f0jf1;� ] � ��� [f(t)jf1;�] � ZIR6 B�(I(x; v)) jf(t; x; v) � f1;�(x; v)j2 d(x; v) :Weighted Lq estimates can also be established, if one replaces �2 by �q in (6.2),under the condition that inffs 2 [Emin � �; ��1(0; I)] : s2�q @2�@s2 (s; I)g > 0 for anyI 2 IR.Remark 6.2. Equation (1.1) is a special case (parabolic-band approximation) ofthe Vlasov-Poisson system for semiconductors@f@t + v(p) � rxf + F (t; x) � rpf = 0;on IR+0 � IR3� IR3, with v(p) = rp�(p). If we assume that � is a nonnegative C1 func-tion such that e��(p) 2 L1(IR3), then using abusively the same notations as for (1.1)(which corresponds to the special case �(p) = 12p2), one can for instance prove thatthere exists a maxwellian type stationary solution given bym(x; p) = M e��(p)�q (�(x)+�e(x))RIR6 e���q (�+�e) d(x; p) ;where � is given by (1.3) with �(f)(t; x) = RIR3 f(t; x; p) dp. Nonlinear stability resultsfor m and more general stationary states can be easily obtained using the previousideas. Realistic models include collisions, which usually determine a special class ofstationary solutions (and the appropriate Lyapunov functional is then decreasing evenfor classical solutions). We refer to [37, 37, 6, 7, 17, 19] for more details on thissubject.



16 M. J. C�ACERES, J. A. CARRILLO AND J. DOLBEAULT7. Appendix: a convexity property of L1 functions. Let f0 be a nonneg-ative function in L1(
) for some (not necessarily bounded) domain 
 in IRd, d � 1.It is straightforward to check that �(f0) 2 L1(
) if � is a C2 convex function on IR+such that s 7! �(s)=s is bounded (consider for example �(s) = 2s + e�s � 1). Theresult of Proposition 2.1, which is a special case of the following Proposition, is muchstronger.Proposition 7.1. Let (E; d�) be a measurable space. For any nonnegativefunction f0 in L1(E; d�), there exists a nonnegative strictly convex function � of classC2 such that lims!+1 �(s)=s = +1 and �(f0) 2 L1(E; d�).This result is more or less standard. We are going to give a proof for the com-pleteness of the paper, which is based on the following elementary lemma.Lemma 7.2. Consider a sequence f�ng with �n > 0 for any n and P�n <1.Then there exists an increasing sequence f�ng with �n > 0 for any n 2 IN, andlimn!1 �n = +1 such that P�n�n <1.Proof of Lemma 7.2. We prove this result by an explicit construction of �n. Let�n =Pm�n �m and take �n = 12p�n :�n�n = (�n � �n+1) 12p�n � p�n �p�n+1 ;which immediately gives Pm�n �m�m � p�n.Proof of Proposition 7.1. Let �n = Rn�f0<n+1 f0 d� and take �n given by Lemma 7.2.One can �nd a convex function � with s 7! �(s)=s nondecreasing, such that �(n+1) =(n+ 1)�n. ThusZn�f0<n+1 �(f0) d� � Zn�f0<n+1 f0 d� � �(n+ 1)n+ 1 = �n�n ;which ends the proof.Remark 7.3. From Proposition 7.1, it is clear that there is no optimal convexfunction � corresponding to a given initial data f0 (reapply the Proposition to �(f0)).To any �, one can however associate a function 
. Is there an optimal conditionon the growth of �e so that both the stationary solution and the relative entropy arewell-de�ned? This would indeed de�ne a notion of con�nement which would dependonly on f0. On the other hand, if the growth condition is not satis�ed, is it possibleto give some dispersion estimate (like in the case �e � 0, or (x � x0) � r�e � 0 forsome given x0 2 IR3) ?Acknowledgments. Financial support both from the EU-TMR \AsymptoticMethods in Kinetic Theory" project, No. ERBFRMXCT 970157 and from the SpanishDGES project PB98-1281 are gratefully acknowledged. The authors thank BerntWennberg for a comment which is at the origin of the Appendix.
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