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[1] The Dead Sea is a unique terminal lake located at the lowest place on Earth’s surface.
It has the highest surface temperature, salinity, and density among Earth’s large water
bodies, and its level is currently dropping at a rate of �1 m/a. Knowledge of the Dead Sea
thermal and saline structure is based on meteorological and hydrological measurements
from a single site at a time. In this study, we used satellite and in situ data to characterize
the spatial and temporal variations of the Dead Sea sea surface temperature (SST) and to
explore the causes for these variations. Sequences of almost continuous individual satellite
images were transformed into a time series of parameters representing the spatial
distribution of SST. Also used were in situ measured bulk SST, wind speed, solar
radiation, and water temperature profiles with depth. Analysis of this data set shows strong
diurnal and seasonal variations of the surface and vertical temperature field and the
meteorological forcing. The temperature field is heterogeneous after noon, when radiation
is high and wind speed is low and thermal layering develops. The temperature field is
homogeneous during the nighttime, when solar radiation is absent and the high wind speed
vertically mixes the upper layer.
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1. Introduction

[2] The Dead Sea is a hypersaline terminal lake and is the
lowest, hottest, and densest among the large water surfaces
on Earth (421 m below sea level, salinity �277 g/kg,
density �1240 kg/m3 at 25�C, and surface temperatures
�33–36�C during the summer diurnal cycle, Figure 1a). Its
surface area is �633 km2, and it has a maximum depth of
�300 m. Because of diversion of fresh water from its
drainage basin, the Dead Sea’s water balance has been
negative in the past decades, and consequently, its level
has declined, currently at a rate of �1 m/a, and its salinity
and temperature have risen at a rate of �0.3 g/kg/a and
0.25�C/a, respectively [Gertman and Hecht, 2002]. The
increase of salinity results in a reduced evaporation rate,
which in turn results in an increased surface temperature
[Lensky et al., 2005]. The summer thermocline is generally
located at a depth of between 25 and 30 m with a
temperature gradient of >10�C over 5 m. A secondary
summer thermocline develops at a depth of a few meters
during the daytime with a maximum temperature gradient of
4�C over the top 5 m. Overturn occurs following the autumn
cooling of the saltier upper water layer and the consequent
increase in its density. The Dead Sea remains vertically
mixed during the winter unless unusual amounts of fresh
water reach the Dead Sea and dilute the upper water layer in
extremely rainy years (e.g., 1991–1992).

[3] The current knowledge of the dynamics of the thermal
and salinity structure of the Dead Sea has been achieved
primarily from measured vertical profiles of temperatures,
salinity, and density (from the surface to the bottom)
collected over the past 50 years [Anati, 1997; Beyth et al.,
1993; Gavrieli and Oren, 2004; Gertman and Hecht, 2002;
Hecht and Gertman, 2003; Ivanov et al., 2002; Neev and
Emery, 1967; Stanhill, 1990; Steinhorn and Gat, 1983]. A
hydrometeorological buoy was placed in the center of the
Dead Sea in 1992, and since then (except for a gap between
2002 and 2004), it has been recording meteorological data
over the Dead Sea surface and the temperature profile from
the surface down to a depth of 40 m [Gertman and Hecht,
2002; Hecht and Gertman, 2003]. This data set led to the
formulation of its mass and energy balances [Lensky et al.,
2005; Neumann, 1958; Stanhill, 1985]. However, because
of the lack of data on the spatial variations of sea surface
temperature (SST), it is unclear to what extent the measured
surface temperature in a single location represents the
surface temperature of the whole Dead Sea area. Spatial
variations of the Dead Sea surface temperature may affect
the estimated mass and energy balances of the Dead Sea. In
the pioneering study of the Dead Sea SST by Stanhill
[1990], lateral temperature variations were detected using
thermal survey cruises (profiles) and by means of remote
sensing. Since the remote sensing images were received
only twice a day and the collection of each profile took
several hours, the spatial variations within the diurnal cycle
could not be resolved. Recent improvements in the remote
sensing technology enabled us to observe the spatial distri-
bution of the Dead Sea SST almost continuously with a
spatial resolution of �4 km.
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[4] Here we present a method for characterizing spatial
and temporal variations in SST, apply it to the Dead Sea,
and explore the causes for these variations in terms of
meteorological conditions. Special emphasis is placed on
the diurnal SST spatial variations and their relation to the
dramatic change in the wind and radiation forcing during
the 24 h cycle. The data processed in this study facilitate
comparisons among diurnal cycles from different seasons.

2. Methods

2.1. Remote Sensing

[5] There is a significant change in the meteorological
forcing during the diurnal cycle. Therefore, we sought a
response in the SST field to these changes. We used the
almost continuous measurements of the Dead Sea bright-
ness temperature at three thermal infrared (IR) (see Table 1

for list of acronyms) window channels of the Spinning
Enhanced Visible and Infrared Imager (SEVIRI) on board
the Meteosat Second Generation (MSG) (the European
geostationary satellite operated by the European Organiza-
tion for the Exploitation of Meteorological Satellites). The
spatial resolution of the MSG images is 3 km at nadir and
about 4.3 km at the Dead Sea; the images are collected
every 15 min. A complete overview of the MSG SEVIRI
instrument is provided by Schmetz et al. [2002]. To extract
the brightness temperature from the three thermal IR win-
dow channels centered at 8.7, 10.8, and 12 mm, we used the
Clouds-Aerosols-Precipitation Satellite Analysis Tool
[Lensky and Rosenfeld, 2008]. We used near-IR reflec-
tance at 1.6 mm to delineate only a total of 16 MSG pixels,
conservatively selected, that cover the Dead Sea surface and
eliminated pixels partly covering land to avoid thermal
contamination in the SST retrieval (Figure 1b).

Figure 1. (a) Thermal image of the eastern Mediterranean from Moderate Resolution Imaging
Spectroradiometer, 3 August 2005, 1950 UT. Note that the highest surface temperature in the area
(brightest pixels) is the Dead Sea surface. (b) Location of 16 MSG pixels (gray polygons). The numbers
in the map refer to the following: 1, the Jordan River inlet; 2, the reject brine inlet; 3, En Gedi; 4, the buoy
(located at the star). The letters N, C, and S stand for the northern, central, and southern pixels,
respectively. The polygons were calculated by the Thiessen polygons method [Thiessen, 1911], which is
used to apportion pixel coverage into polygons.

Table 1. Acronyms

Acronym Term

IR infrared
MSG Meteosat Second Generation
SST sea surface temperature
SSTbuoy bulk temperature as measured from the buoy at a 1 m depth
SSTMSG skin SST calculated from the MSG
SSTMSG

ave average SSTMSG calculated from the 16 MSG pixels
SSTMSG

N MSG pixel from the northern Dead Sea
SSTMSG

C MSG pixel from the central Dead Sea
SSTMSG

S MSG pixel from the southern Dead Sea, collocated with the buoy
DSSTN deviation of the northern pixel’s SST from the average: SSTMSG

N � SSTMSG
ave

DSSTC deviation of the central pixel’s SST from the average: SSTMSG
C � SSTMSG

ave

DSSTS deviation of the southern pixel’s SST from the average: SSTMSG
S � SSTMSG

ave

SD standard deviation of SST from the MSG temperature calculated from 16 pixels
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2.2. In Situ Measurements

[6] We used in situ meteorological and hydrological data
to complement the remotely sensed measurements. The data
set includes wind speed, solar radiation, and water temper-
ature at depths of 1–40 m (1, 2, 3, 4, 6, 8, 10, 15, 20, 25, 30,
and 40 m). These parameters were collected every 20 min at
the hydrometeorological buoy, located �5 km offshore of
En Gedi (Figure 1b). The details of the data collection are
described by Gertman and Hecht [2002] and Hecht and
Gertman [2003]. We used the Dead Sea SST measured at
the buoy at 1 m depth (SSTbuoy) to calibrate the SST
retrieved by the satellite (SSTMSG). The temperature mea-
sured at 1 m represents the bulk temperature of the upper
water layer, whereas the temperature measured from the
radiometers in the satellite represents the skin layer, which
constitutes the upper few microns that interact directly with
the atmosphere.

3. Data Processing

3.1. Calibration: Remote Sensing Versus in Situ
Measurements

[7] Thermal IR radiation emitted from the Dead Sea
surface travels through an additional atmospheric layer of
421 m containing haze particles [Levin et al., 2005] before
reaching reference sea level, preventing the use of opera-
tional SST algorithms, which are usually calibrated for sea
level. Following the usual calibration procedure [Barton,
2001; Emery et al., 2001; Li et al., 2001], we derived the
algorithm coefficients by multilinear regression of the three
MSG thermal IR window channels against the in situ
SSTbuoy. We used the MSG pixel collocated with the buoy
(‘‘S’’ in Figure 1b) for the calibration. Over a thousand
15-min interval MSG images were collected between 27 July
2005 (1500 UT) and 8 August 2005 (1500 UT). In four of
these summer observation days we detected the Mediterra-
nean Sea breeze front [Alpert and Rabinovich-Hadar, 2003]
using the ‘‘desert dust’’ color scheme [Lensky and
Rosenfeld, 2008]. In those 4 days, shortly after the tem-
perature reached its maximum, we detected a steep decline
in the skin SST (SSTMSG

S and SSTMSG
ave ) but not in the bulk

SST. The drop in the skin SST is an artifact attributed to
absorption of thermal IR radiation by water vapor in the
atmosphere. This is supported by the observation of a slight
drop in the solar radiation in three of those days, revealing
that some of the water vapor condensed (reflecting some of
the short-wave solar radiation back to space). The screening
of the Dead Sea surface by the sea breeze front mandated
exclusion of these data from this study.
[8] For validation we used another data set of 191 MSG

images for the period between 11 August 2005 (1515 UT)
and 13 August 2005 (1500 UT). A linear regression
between SSTMSG and SSTbuoy showed a coefficient of
determination r2 = 0.8. To explore the seasonal variations
of SST, we studied 2-day periods in the summer, autumn,
and winter.

3.2. From SST Images to a Time Series

[9] We looked for time series of significant statistical
quantities representing the spatial distribution of the SST
over the Dead Sea. Here we describe a four-step procedure
for transforming a sequence of individual MSG images into

a time series: (1) storing the SST data at each time step
(each image consists of 16 pixels); (2) calculating the
average SST of all pixels in each image (SSTMSG

ave ), the
standard deviation (SD) of SST of all pixels in each image,
and the deviation of the northern, central, and southern
pixels (SSTMSG

N , SSTMSG
C , and SSTMSG

S ) from the average
SST (DSSTN, DSSTC, and DSSTS); (3) presenting a time
series of SSTMSG

ave , SD, and DSSTN, DSSTC, and DSSTS;
and (4) presenting a time series of in situ measured bulk
SST (SSTbuoy), wind speed, and solar radiation.

4. Data Analysis

4.1. Diurnal Cycle of the SST Spatial Distribution
and the Meteorological Forcing

[10] Figure 2 presents the strong diurnal variations of the
SST field and the meteorological forcing on the SST on a
typical summer day (5 August 2005). Figure 2 includes a
time series of the following: bulk SST (SSTbuoy), skin SST
(SSTMSG

S and SSTMSG
ave in Figure 2a), spatial variations of

SST in two forms (DSSTN, DSSTC, DSSTS in Figure 2b
and SD in Figure 2c), and the meteorological forcing (wind
speed and solar radiation in Figure 2d).
[11] There is a good match between the three series in

Figure 2a showing the diurnal cycle with an amplitude of
2�C and minimum SST of 33�C at nighttime, similar to the
well-described Dead Sea diurnal cycle from the buoy data
[Gertman and Hecht, 2002; Hecht and Gertman, 2003]. The
bulk SST is much smoother than the skin SST time series
(typical oscillation amplitude �0.2–0.3�C). This is attrib-
uted to the higher thermal inertia of the bulk upper water
layer compared to the molecular-scale skin layer which
quickly builds and breaks up [Wick et al., 1996]. About
1 h after sunrise, the skin SST (SSTMSG

S and SSTMSG
ave ) starts

to rise, preceding the bulk SST (SSTbouy) by 2 h. SST
reaches its maximum about 2 h after maximum radiation,
where the maximum skin SST precedes the bulk by about
1 h.
[12] The diurnal cycle of the spatial variations of the

Dead Sea SST is presented in Figures 2b and 2c. Figure 2b
shows that during daytime the differences among the SST
of the northern, central, and southern pixels and the
SSTMSG

ave are significantly higher than during nighttime.
During daytime the southern pixel is usually warmer than
the average Dead Sea surface (positive DSSTS), whereas
the central and northern pixels are usually cooler (negative
DSSTC and DSSTN). At nighttime the spatial pattern is
less pronounced, with smaller differences. Similarly,
Figure 2c presents the degree of SST heterogeneity in terms
of SD of SST. Heterogeneous distribution of SST (high SD) is
limited to low wind speed (<5 m/s) and to high radiation.
Homogeneous SST (low SD) is related to low radiation and
high wind speed (mostly during nighttime).
[13] The SST heterogeneity is affected by the wind speed

and solar radiation (Figures 2c and 2d). These force the
system by introducing radiative heat and mechanical energy.
The wind speed is low (<5 m/s) during daytime and high
(>5 m/s) during nighttime. The transition from the tranquil
day winds to the stronger night winds occurs around sunset
(±1 h) as the Mediterranean Sea breeze passes over the
Dead Sea from north to south. The SST heterogeneity is
maximal a couple of hours after the maximum solar
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radiation (SD � 0.6�C) and minimal during nighttime
(�0.2�C). High SD is limited to low wind speed (<5 m/s)
and to high radiation. Low SD is related to low radiation
(mostly during nighttime).
[14] In order to check to what extent the results shown in

Figure 2 represent a typical diurnal cycle, we cross corre-
lated pairs of these parameters over a period of 10 days. In
Figure 3 the x axis is the shift in hours between the two
parameters, and the y axis is the correlation for each of these
pairs. For example, the shape of the time series curves of
SST (Figure 2a) and the solar radiation (Figure 2d) along

the diurnal cycle is very similar except that SST lags behind
the radiation. This is shown in Figure 3, where a correlation
of 0.66 is achieved with a 2.75 h shift. Similarly, the cross
correlation between the SD and the wind speed shows a
negative correlation of �0.46 at a shift of 1.75 h. The cross
correlation between the bulk and skin SST shows a corre-
lation of 0.87 at a 0.75 h shift. This lag reflects the smaller
thermal inertia of the thin skin compared to the bulk. These
cross correlations and others (not shown in Figure 3) are
summarized in Table 2.

4.2. Seasonal Variations

[15] Figure 4 presents the seasonal changes of the diurnal
cycle of SST and the meteorological forcing. The SD shows
a similar diurnal cycle with its maximum after noon in all
seasons but with different amplitudes, the highest occurring
in the summer (0.6�C) and the lowest occurring in the
winter (0.15�C), with intermediate values in autumn
(Figure 4a). In all seasons the southern part of the Dead
Sea is warmer than the northern part during daytime
(Figure 4b). The maximum solar radiation decreases from
1150 W/m2 in summer to 850 W/m2 in winter, with
intermediate values in autumn (Figure 4c). The maximum
daily spatial variation decreases with the seasonal decrease
of maximum solar radiation. The wind speed is generally
high in nighttime and low in daytime in all seasons.

5. Discussion and Summary

[16] In this study we characterized the spatial and tem-
poral variations of the Dead Sea surface temperature and
explored the causes for these variations in terms of mete-
orological conditions. Special emphasis was put on the
spatial variations in the diurnal cycle at the different
seasons. We developed a four-step procedure transforming
sequences of individual MSG images and in situ measure-
ments into a time series. The time series included the
average and the standard deviation of SST, the deviation
of different pixels from the average (northern, central, and
southern), bulk SST (1 m depth), wind speed, and solar
radiation.

5.1. Surface and Vertical Temperature Heterogeneity
and the Meteorological Forcing

[17] We presented strong diurnal variations of the SST
field and its relation to the diurnal meteorological forcing.
High values of SD, indicating heterogeneous SST, are
related to lower wind speed (<5 m/s) and higher radiation.
Low SD is related to low radiation (mostly during the
nighttime) and is usually related to high wind speed.
Viewing the vertical temperature variations with time pro-
vides complementary information, which is necessary for
the understanding of the three-dimensional thermal structure
and the meteorological forcing. Figure 5 presents the time
series of the meteorological forcing and the SST heteroge-
neity (SD) together with the vertical temperature structure
of the upper water layer collected from the buoy. Here we
focus on the daily upper layer, with a typical depth of �5 m,
which builds up during the daytime and is destroyed during
the nighttime. The seasonal layering includes an upper layer
of 20–30 m, which builds up during the summer and is
destroyed during the winter, resulting in a fully mixed lake.

Figure 2. Diurnal cycle of (a) SST; (b) the deviation of the
northern, central, and southern pixels from the average;
(c) the standard deviation of SST; and (d) the wind speed
and solar radiation.
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Figure 5 shows the relation of the buildup of the upper
warmer layer during daytime (Figure 5c) to the buildup of
SST variations (Figure 5b), which are both generated by the
solar radiation heating (Figure 5a). In the evening, after
sunset and with the arrival of the Mediterranean Sea breeze,
the upper warm layer mixes with the lower and cooler water
because of the wind action (Figures 5a and 5c). This results
in a homogeneous upper water layer and homogeneous
surface temperature (i.e., vertical and horizontal homoge-
neity). In the morning, as the wind speed decreases and the
solar radiation increases, the uppermost layer builds up
again, and a new diurnal cycle begins. Since the incoming
solar radiation is practically uniform (mostly clear sky), the
high lateral SST variation associated with high radiation
cannot be attributed to spatial variations in the incoming
radiation. We thus suggest that when the upper water is well
mixed during the nighttime, the surface temperature is more
homogeneous across the sea surface. During the daytime, a
vertical thermal layer develops on a meter scale (Figure 5c)
and on a micron scale (skin layer). Such a structure is very
fragile, and local winds can easily break it [Wick et al.,
1996] and cause the observed spatial SST variations.
[18] It should be noted that the strong winds during the

nighttime (5–10 m/s) are expected to cause vertical mixing
(section 5.1) and horizontal currents. The two phenomena
have opposite consequences in terms of SST; the vertical
mixing is expected to homogenize the SST, whereas hori-
zontal currents are expected to result in a heterogeneous
temperature distribution, as was observed at Lake Tahoe
[Steissberg et al., 2005]. Our results suggest that in the
Dead Sea the major impact of the wind is the homogeniza-
tion of the upper mixed layer. Thus, it seems that the SST
spatial patterns in the Dead Sea are related more to the
buildup and breakup of the thermal layer than to horizontal
currents.

5.2. Spatial Variation and Its Influence on Evaporation

[19] The daytime deviation of the SST northern, central,
and southern pixels from the average is significantly higher

than during the nighttime. The southern pixel (collocated
with the buoy) is warmer by 0.2–0.4�C at noon and cooler
by 0.1–0.2�C at nighttime, revealing the extent to which the
SST measured by the buoy represents the Dead Sea SST.
The average difference between the buoy and the average
temperature of the Dead Sea is �0.05�C. As a consequence,
the evaporation calculated using buoy data [Lensky et al.,
2005] requires correction for this slight difference. Using
the energy balance approach (following the procedure of
Lensky et al. [2005]), such a difference results in a higher
evaporation rate for the entire Dead Sea surface by �0.5%
or on an annual basis by about 0.5 cm/a, which translates to
�3 � 106 m3/a of evaporated water. The observation that
the SST in the southern part of the Dead Sea is usually
higher than average during the daytime may be explained
by the more arid conditions in the southern Dead Sea
compared to its northern part, as reported by Alpert et al.
[1997]; however, this should be studied further.

5.3. Seasonal Variations

[20] The seasonal variations of the diurnal cycle of SST
are generally similar in the different seasons, with larger
amplitudes of spatial variations and with increasing solar
radiation. The maximum standard deviation of SST appears
after noon in all seasons but varies in amplitude; it is the
highest in the summer and gradually decreases toward the

Figure 3. Cross correlation between the following pairs: SD of SST and the solar radiation (RAD), SD
and the wind speed (WIND), and bulk and skin SST.

Table 2. Cross Correlation Between Pairs of Parametersa

Correlation Pairs Lag (h) Correlation

SSTbuoy-SSTMSG
S

(bulk-skin)
�0.75 +0.87

SSTbuoy-SD 0 +0.57
SSTbuoy-radiation �3.5 +0.88
SSTMSG

S-radiation �2.5 +0.87
SD-radiation �2.5 +0.66
SSTbuoy-wind �2 �0.76
SSTMSG

S-wind �1.75 �0.59
SD-wind �1.75 �0.46

aSee Figure 3.
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winter. It seems that the seasonal variations in the SST
patterns are governed by the intensity of incoming solar
radiation; the wind speed does not change significantly
during the seasonal cycle. As the solar radiation decreases
toward the winter, the vertical temperature gradient
decreases, and as a result the surface temperature variations
decrease. In all seasons the southern part of the Dead Sea is
warmer during the daytime than the northern part.
[21] The buildup and destruction of the thermal layer in

the diurnal and seasonal cycles are different in their nature.
In the diurnal cycle the thermal structure builds up because
of the direct influence of solar radiation, and its depth is
limited to the effective absorption of short-wave radiation (a
few meters). The thermal layer is destroyed at nighttime
because of wind-driven vertical mixing. As a result of the
vertical mixing, the heat absorbed during the daytime in the
uppermost layer is transferred down to deeper levels, and
the seasonal epilimnion (upper �20 m) gradually builds up.
In the late autumn, the seasonal epilimnion is destroyed as it
becomes gravitationally unstable because of cooling and an

increase of salinity, resulting in full mixing [Anati, 1997].
As shown in section 5.1, the diurnal and seasonal vertical
thermal structure correlates with the surface temperature
pattern: the higher the vertical temperature gradient, the
higher the surface temperature heterogeneity.

5.4. Summary

[22] We used satellite and in situ data to characterize the
spatial and temporal variations of the Dead Sea SST and to
explore the causes for these variations. Sequences of almost
continuous individual satellite images were transformed into
a time series of parameters representing the spatial distri-
bution of SST. In addition, we used in situ measured bulk
SST, wind speed, solar radiation, and water temperature
profiles with depth. Strong diurnal and seasonal variations
of the surface and vertical temperature field are related to
each other and to the forcing of wind and solar radiation. In
the diurnal cycle, the temperature field is heterogeneous
after noon, when radiation is high and wind speed is low
and thermal layering develops. At nighttime, the homoge-
neous temperature field (both vertically and at the surface)

Figure 4. Seasonal variations of the diurnal cycle. The spatial variations of SST: (a) the standard
deviation of SST and (b) deviation of the northern, central, and southern pixels from the average. (c) The
wind speed and solar radiation.
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is attributed to the influence of high wind speed and the
resulting vertical mixing. The seasonal variations show
higher surface temperature heterogeneity in the summer
when radiation is high and thermal layering is strongly
developed. These variations decrease toward the winter as
the solar radiation decreases and the water column is
vertically homogeneous.
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