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Abstract: Biogas fuel is a sustainable and renewable fuel produced from anaerobic digestion of organic matter. The biogas fuel is a 
flammable mixture of methane and carbon dioxide with low to medium calorific values. Biogas is an alternative to conventional 
fossil fuels and can be used for heating, transportation and power generation. CFD (computational fluid dynamic) analysis of the 
combustion performance and emissions of biogas fuel in gas turbine engines is presented in this study. The main objective of this 
study is to understand the impact of the variability in the biogas fuel compositions and lower heating values on the combustion 
process. Natural gas, biogas from anaerobic digester, landfill biogas, and natural gas/biogas mixture fuels combustion were 
investigated in this study. The CFD results show lower peak flame temperature and CO mole fractions inside the combustor and 
lower NOx emissions at the combustor exit for the biogas compared to natural gas fuel. The peak flame temperature decreases by 
37% for the biogas landfill (CO2/CH4 = 0.89) and by 22% for the biogas anaerobic digester (CO2/CH4 = 0.54) compared to natural 
gas fuel combustion. The peak CO mole fraction inside the combustor decreases from 9.8 × 10-2 for natural gas fuel to 2.22 × 10-4 for 
biogas anaerobic digester and 1.32 × 10-7 for biogas landfill. The average NOx mole fraction at the combustor exit decreases from 
1.13 × 10-5 for natural gas fuel to 0.40 × 10-6 for biogas anaerobic digester and 1.06 × 10-10 for biogas landfill. The presence of 
non-combustible constituents in the biogas reduces the temperature of the flame and consequently the NOx emissions. 

 
Key words: Anaerobic digestion, biogas, non-premixed combustion, NOx emissions, CFD. 
 

1. Introduction 

Most of the present energy demands (80%-85%) are 

provided through the combustion of fossil fuels 

(natural gas, oil and coal). The reliance on fossil fuels 

will diminish in the coming decades due to the new 

emissions regulations (reduction of carbon dioxides 

CO2, other greenhouses gases such as NOx and SOx 

and particulate matter), depletion of fossil fuels 

(reduction of oil, natural gas and coal reserves), and 

the need of more renewable and sustainable energy 

systems [1]. Renewable power systems using renewable 

resources such as solar, wind, hydro, ocean, geothermal 

and biomass natural resources are alternatives to 

conventional power generation using coal, natural gas 

and oil fossil fuels [1]. Sustainable and renewable 

biofuels such as syngas, biogas, biodiesel, bioethanol 
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and bio-oil are alternatives to conventional fuels that can 

be used for transportation, heating and power generation. 

Biofuels produced from biomass (sustainable energy 

sources: wood, plants, vegetable oils, green waste, 

animal waste and sludge) through thermal and 

biochemical conversion processes are good fuel 

candidates for the replacement of fossil fuels usage. 

The biofuels are more sustainable fuels produced from 

local and renewable resources and offer lower 

emissions compared to fossil fuels combustion. 

Natural gas is used as the primary fuel in gas 

turbine engine combustors for power generation. The 

development and use of new renewable and alternative 

gas fuels such as biogas derived from anaerobic 

digester and landfills and syngas derived from 

biomass, coal and solid waste gasification processes 

present certain challenges that must be addressed. The 

alternative fuels such as syngas and biogas have 

different chemical compositions and heating values 
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compared to natural gas fuels. The lower heating 

values (MJ/kg) of alternatives fuels such as syngas 

and biogas are much lower than heating value of 

natural gas. For the same combustor power, the fuel 

mass flow for syngas and biogas should be much 

greater than for natural gas, due to the lower heating 

values. Lean turbulent premixed combustions are 

usually used for gas turbine engines to control the 

NOx emissions [2]. The combustion systems using 

lean combustion technologies cannot be used for 

syngas fuels with high hydrogen (60%-70%) content 

due to the potential for flashback of the flame into the 

fuel injection systems. Non-premixed combustors are 

more appropriate for synags fuels with high hydrogen 

contents [2]. The flame temperature and NOx emissions 

can be controlled by diluting the syngas fuels with 

inert gas. Natural gas is made mainly of methane 

(CH4), syngas fuel contains methane (CH4), carbon 

dioxide (CO2), carbon monoxide (CO), hydrogen (H2), 

nitrogen (N2) and water (H2O), and biogas contains 

mainly methane (CH4) and carbon dioxide (CO2). The 

changes in the fuel compositions and lower heating 

values for alternative gas fuels (syngas and biogas) 

affect the combustion process, the efficiency of the 

combustion system and the gas emissions at the exit 

from the combustor [3]. The new gas turbine 

combustors for renewable and biofuels should be able 

to burn a wide variety of gases (syngas, biogas and 

other alternative gas fuels) with low, medium and high 

heating values. The new combustors should be able to 

handle syngas fuels with high hydrogen content (high 

flame speed and flame stability problems). The new 

alternative fuels (biogas and syngas) must be burned 

efficiently in the combustors. The NOx and CO2 

emissions from the combustion of syngas and biogas 

fuels should be comparable or better than those 

obtained with natural gas fuels. Better understanding 

of the physical and chemical processes of syngas and 

biogas combustion is needed in order to meet these 

challenges and help the development and use of 

biofuels in existing or new combustion systems. 

Information such as flame shape, flame speed, 

turbulent flow/flame interactions, gas temperatures 

and pollutant emissions (NOx and CO2) for a range of 

alternative fuels compositions and heating values is 

needed for the design of gas turbine combustors. 

The syngas produced from renewable energy 

sources will help to reduce emissions from 

combustion systems and increase the energy security 

(offsets non-renewable resources—coal, oil, natural 

gas). Brdar and Jones [4] investigated the integration 

of heavy-duty gas turbine technology with synthetic 

fuel gas processes. They summarized in this study the 

experience gained from several syngas projects and 

lessons learned with respect to cost reductions and 

improving the operational reliability of gas turbine. 

They concluded that, further improvements are needed 

for syngas use in gas turbine engines especially with 

respect to system performance and plant design. The 

results of the combustion of low calorific syngas fuels 

derived from gasification of waste biomass were 

presented by Kwiatkowski, et al. [5]. Computational 

fluid dynamics of the combustion of two different 

gases derived from gasification of waste wood chips 

and turkeys feathers was presented in this paper. The 

result shows that, low calorific syngas from waste 

biomass including gas derived from the gasification of 

feathers can be valuable fuel for direct combustion on 

industrial scale. The impact of firing syngas in gas 

turbine engines was investigated experimentally by 

Oluyede [6]. The results of the experimental 

investigation show that, volume fraction of hydrogen 

content in syngas fuel results in higher flame 

temperature that significantly impacts the life of hot 

sections of the combustor. Giles, et al. [7], Ghenai [3] 

and Zbeeb and Ghenai [8] performed numerical 

investigations on the effects of syngas compositions 

and diluents on the flame structure and emissions for 

non-premixed combustion. For premixed combustion, 

lean premixed combustion of 

hydrogen-syngas/methane fuel mixtures was 

investigated experimentally by Alavandi and Agarwal [9] 
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and Schefer [10]. In their studies, they investigated the 

effect of hydrogen content in syngas fuels on the 

biofuels combustion process. Rahm, et al. [11] 

addressed the challenges of fuel diversity use and the 

corresponding environmental and engine performance 

impacts. They reviewed the combustion design 

flexibility for the use of a different gas and liquid fuels 

including emerging synthetic fuels. The synthetic 

gases included low heating value process gas, syngas, 

ultra-high hydrogen or higher heating values fuels. 

In anaerobic digester process, micro-organisms 

break down biodegradable material in the absence of 

oxygen to produce biogas and digester by products as 

shown in Fig. 1. The biogas feed stocks or digester 

inputs include organic matter from plants and animals, 

waste water, and food processing waste. The biogas 

produced can be burned and used for different 

applications (Fig. 1). Biogas can be used to offset 

non-renewable resources; biogas is produced using 

renewable energy resources; and offer environmental 

benefits by reducing the emissions by preventing CH4 

release to the atmosphere and reducing landfill wastes 

and odors. Razbani, et al. [12] performed a literature 

review on biogas use in internal combustion engines. 

He reviewed the challenges such as lower flame speed 

compared to natural gas, biogas impurities, and 

combustion characteristics of biogas fuel in 

reciprocating engines. Solutions such as advanced 

spark timing, increasing compression ratio, changing 

bearing and piston materials were presented. Laminar 

burning velocities of biogas-air mixtures in premixed 

combustion have been studied to elucidate the 

fundamental flame propagation characteristic of 

biogas as a new alternative and renewable fuel [13] in 

spark ignition engine. The results show that, the 

laminar burning velocities of biogas-air mixtures were 

lower than those in methane-air mixtures at the same 

equivalence ratio because biogas contains carbon 

dioxide and nitrogen which are flame inhibitors. Barik, 

et al. [14] reviewed the current status and perspectives 

of biogas production, including the storage methods 

and its engine application. The study concluded the 

potential of biogas production from various organic 

biomass wastes. Attention was also focused for 

making biogas as a transport vehicle and stationary 

engine fuel by storing it in cylinders and reinforced 

plastic bags. Colorado, et al. [15] investigated the 

performance of flameless combustion using biogas 

and natural gas fuels. The results show minor 

reduction of the efficiency of the furnace and lower 

temperatures for the biogas fuels. 

This study focuses on the combustion performance 

and emissions of biogas fuels. The design of new 

combustion systems using sustainable and alternative 

fuels such as biogas fuel can take advantage of 

computational fluid dynamics analysis to optimize the 

efficiency of the combustion process and to reduce the 

pollutants emission. The principal objective of this 

study is to analyze the fundamental impacts of firing 

biogas in gas turbine combustor and predict the 

changes in the firing temperature and emissions with 

respect to natural gas combustion. 

2. Governing Equations—Natural Gas and 
Biogas Combustion Modeling  

The equations used for natural gas, biogas, and 

natural gas/biogas mixture fuels combustion modeling [3] 

are based on the equations of conservation of mass, 

momentum and energy, the equations of the turbulent 

kinetic  energy k and the  dissipation  rate of the 

turbulent kinetic energy the ε standard k-ε turbulence 

model), the  mixture  fraction  equation  (mixture 

fraction/PDF (probability density function)) model for 

non-premixed   combustion   modeling),  and  the 

equation to simulate the radiation from the flame (P-1 

radiation model). For steady turbulent non premixed 

combustion [3], the time averaged gas phase equations 

are summarized in Table 1. It is noted that, ρ is the 

density, u is the velocity, P is the pressure, τ is the 

shear stress, k is the turbulent kinetic energy, ε is the 

dissipation of the turbulent kinetic energy and μ is the 

dynamic viscosity. For the turbulent kinetic energy 
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and dissipation of the kinetic energy equations, σk = 1, 

Gk is the production of the turbulent kinetic energy 

and Cε1 = 1.44, Cε2 = 1.92 and σε = 1.3. For the 

mixture fraction equation and non-premixed (diffusion 

flame) combustion, the PDF/mixture fraction model is 

used in this study. First, the equation for the mixture 

fraction f  is solved, and individual component 

concentrations are derived from the predicted mixture 
 

 
Fig. 1  Biogas production and utilization. 
 

Table 1  Governing equations. 
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fraction distribution [3]. The mixture fraction f  is 

given by , , ,( ) ( )k k O k F k Of Z Z Z Z   , where 

Zk is the element mass fraction of element k. 

Subscripts F and O denote fuel and oxidizer inlet 

stream values, respectively. The chemistry is assumed 

to be fast enough to achieve equilibrium. The 

equilibrium chemistry PDF model was used and 13 

species (C, CH4, CO, CO2, H, H2, H2O, N2, NO, O, O2, 

OH, HO2) were selected for the combustion modeling. 

In the energy equation (Table 1), E is the total energy 

(E = h – p/ρ + v2/2, where h is the sensible enthalpy), 

keff is the effective conductivity (k + kt: laminar and 

turbulent thermal conductivity), Jj is the diffusion flux 

of species j, and Sh is the term source that includes the 

heat of chemical reaction, radiation and any other 

volumetric heat sources. The P-1 radiation model was 

used in this study to simulate the radiation from the 

flame [3]. This model is based on the expansion of the 

radiation intensity into an orthogonal series of 

spherical harmonics (Cheng [16] and Siegel and 

Howell [17]). The P-1 radiation model is the simplest 

case of the P-N model [3]. If only four terms in the 

series are used, the equation qr for the radiation flux is 

obtained (Table 1), where, a is the absorption 

coefficient, σS is the scattering coefficient, G is the 

incident radiation and C is the linear-anisotropic phase 

function coefficient (Cheng [16] and Siegel and 

Howell [17]). 

For NOx modeling, the nitrogen oxides 

concentrations emitted from combustion systems are 

generally low, the NOx chemistry has negligible 

influence on the predicted temperature, velocity  

field, and species concentrations. First, the main 

combustion calculations were performed then the NOx 

emissions were calculated using the NOx model 

(post-processing calculations). The reacting flows are 

simulated without NOx emissions first until the 

convergence of the main combustion calculation was 

obtained, then the desired NOx models (thermal and 

prompt NOx) were enabled to predict the NOx 

emissions. 

For the numerical method, the finite volume and the 

first order upwind methods are used in this study to 

solve the governing equations. The solution procedure 

for mixture-fraction system is to complete first the 

calculation of the PDF look-up tables, start the 

reacting flow simulation to determine the flow files 

and predict the spatial distribution of the mixture 

fraction, continue the reacting flow simulation until a 

convergence solution was achieved, and determine the 

corresponding values of the temperature and 

individual chemical species mass fractions from the 

look-up tables. The convergence criteria for the 

continuity, momentum, turbulent kinetic energy, 

dissipation rate of the turbulent kinetic energy, and the 

mixture fraction were set to 10-3. For the energy and 

the radiation equations, the convergence criteria were 

set to 10-6. 

3. Combustor Geometry Model and 
Composition and Lower Heating Values of 
Fuels 

Fig.  2 shows the gas  turbine  can  combustor 

geometry model used for this study. The combustor is 

similar  to  the one used by Ghenai [3] for the 

simulation of syngas fuels. The dimension of the can 

combustor is 590 mm in the z direction (longitudinal 

direction), 250 mm in the y direction and 230 mm in 

the x direction [3]. The primary air injected inside the 

can combustor is guided by air vanes to give swirling 

(Fig. 2). The primary air is injected from a an injection 

diameter of 85 mm with a velocity of 10 m/s, a 

temperature of 300 K (or 27 °C), turbulence intensity 

of 10%, and with zero mixture fraction (f = 0). The 

natural gas and biogas fuels are injected through six 

fuel injectors in the swirling primary air flow as 

shown in Fig. 2. It is noted that, the fuel mass flow 

rate (Table 2) was varied to keep the same power or 

rate of heat flow (watts or J/s) for the five fuels tested 

in this study. The fuel is injected through an injection 

diameter of 4.2 mm with a temperature of 300 K, a 

turbulence intensity of 10%, and a mixture fraction 
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(a) 

    
(b)                                       (c) 

Fig. 2  Swirl can combustor geometry and mesh. 
 

Table 2  Fuel composition—natural gas and low and high grade biogas. 

 
NG 

Mixture 
50% NG 
50% BGAD 

Mixture 
50% NG 
50% BGLF 

Biogas 
anaerobic digester 
BGAD 

Biogas 
landfill 
BGLF 

CH4 (%) 95 80 70 65 45 

CO2 (%) 0 17.5 20 35 40 

N2 (%) 2 1 8.5 0 15 

C2H6 (%) 3 1.5 1.5 0 0 

LHV (MJ/kg) 50 35 31 20 12.3 

Fuel mass flow rate (kg/s) 1.0 × 10-3  1.4 × 10-3 1.6 × 10-3 2.5 × 10-3 4.06 × 10-3 

Power (kW) 50 50 50 50 50 

NG: natural gas; BGAD: biogas anaerobic digester; BGAD: biogas landfill; LHV: lower heating values. 
 

f = 1. To control the flame temperature and NOx 

emissions, a secondary air or dilution air is injected at 

0.1 m from the fuel injector. The secondary air is 

injected in the combustion chamber though six side air 

inlets each with a diameter of 16 mm (Fig. 2) with an 

injection velocity of 6 m/s, a temperature of 300 K, a 

turbulence intensity of 10%, and a mixture fraction f = 

0. The can combustor outlet has a rectangular shape 

(Fig. 2) with an area of 0.0150 m2 [3]. The mesh 

generated for the can combustor (Fig. 2) consists of 

106,651 cells or elements (74,189 tetrahedra, 30,489 

wedges and 1,989 pyramids). 
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Table 2 shows the composition and lower heating 

values of the five fuels selected in this study for the 

CFD analysis. The range of the constituents volume 

fractions for the selected fuels are: methane (CH4) = 

45%-95%, carbon dioxide (CO2) = 0-40%, and 

nitrogen (N2) = 0-15%. The carbon dioxide to 

methane ratio for the five gases is between 0 and 0.89 

(zero for the natural gas and 0.89 for the landfill 

biogas). Table 2 shows also that, the lower heating 

values for the biogas fuels are smaller compared to the 

lower heating value of natural gas. The biogas landfill 

is the low grade bio gas fuel with only 12.3 MJ/kg 

heating value compared to 50 MJ/kg for natural gas. 

4. Results and Discussion 

The results of the combustion performance and 

emissions of conventional fuel (natural gas) and 

alternative fuel (biogas) in gas turbine can combustor 

are presented in this paper. 

Figs. 3 and 4 show the contours of the predicted gas 

temperature in the x-y and z-x planes for the steady 

state combustion of natural gas, biogas, and natural 

gas/biogas mixtures in gas turbine can combustor. The 

results show a maximum gas temperature for methane 

fuel combustion of 2,110 K. The maximum predicted 

temperature for the methane fuel combustion 

compares well with the theoretical adiabatic flame 

temperature (2,200 K). The static temperature 

contours show a peak gas temperature in the primary 

reaction zone. The fuel injected from the six injectors 

is mixed first with the swirling air before burning in 

the primary reaction zone. The gas temperature 

decreases after the primary reaction zone due to the 

dilution of the flame with secondary air flow. The 

flame structure and the temperature in the reaction 

zone are affected by the turbulent air flow (flame/flow 

interaction). Highly turbulent air flow and the air flow 

turbulent characteristics (characteristic length and 

time scales, velocity fluctuations, and re-circulations 

zones) will affect the turbulent burning velocity of the 

flame, the flame structure, and the burning rates (rate 

of conversion of reactants to products in kg/s). The 

velocity vectors in the z-x plane and the recirculation 

zones in the primary reaction zone are shown in Fig. 5. 

The primary air is accelerated in the z direction from 

an initial velocity of 10-20 m/s at the entrance of the 

combustors due to the presence of swirls vanes [3]. 

The re-circulation regions produced near the fuel 

injection region help to mix the fuel and air. In the 

primary reaction zone, a good air fuel mixing is 

obtained (Fig. 5). The gas fuel is burned efficiently 

and the gas emissions at the exit from the can 

combustor are reduced. The contours (in the x-y plane) 

of the velocity swirling strength are shown in Fig. 6. 

The contours in Fig. 6 show recirculation zones near 

the fuel injection regions (near the primary reaction 

zone) with strong swirling strength. Higher 

combustion efficiency is obtained in the regions with 

strong swirling strength. The velocity swirling 

strength decreases downstream with the increase of 

the axial distance Z. 

The effects of fuel compositions and lower heating 

values on static temperatures contours and the static 

temperature profiles inside the can combustors are 

shown in Figs. 3, 4 and 7. The results show that, the 

gas temperature inside the can combustor decreases by 

reducing the amount of methane and increasing the 

concentrations of carbon dioxide. The dilution of 

hydrocarbon fuel (CH4) with carbon dioxide (CO2) 

and nitrogen (N2) reduce the flame temperature. It is 

noted that, the nitrogen and carbon dioxide (N2 + CO2) 

in the fuel is 2% for natural gas, 35% for biogas 

produced from anaerobic digester and 55% for biogas 

from landfill). The inert gas such as CO2 and nitrogen 

absorb the heat from the combustion process and act 

as flame inhibitors. The presence of carbon dioxide 

and nitrogen reduces the burning velocity [12] of the 

flame and the burning rate (rate of conversion of 

reactants to combustion products). 

Biogas air mixtures combustion produced lower  

gas temperature inside the combustor compared to 

natural gas fuel. The gas temperature for biogas fuel 
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(a) NG 

 
(b) BGAD 

 
(c) BGLF 

Fig. 3  Static temperature contours in the x-y plane: (a) NG, (b) BGAD and (c) BGLF. 



Combustion of Renewable Biogas Fuels 

  

839

NG 50% NG + 50% BGAD 

50% NG + 50% BGLF BGAD 

BGLF 

Fig. 4  Contours of static temperature (K) in the z-x plane. 
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Fig. 5  Velocity vectors in the z-x plane. 
 

 
Fig. 6  Velocity swirling strength in the x-y plane. 
 

combustion depends on the carbon dioxide to methane 

ratio (CO2/CH4) as shown in Table 3. The peak gas 

temperature decreases as the CO2/CH4 ratio increases. 

The peak gas temperature decreases by 37% and 22%, 

respectively for the biogas-landfill (CO2/CH4 = 0.89) 

and biogas anaerobic digester (CO2/CH4 = 0.54) 

compared to natural gas fuel. 

The NOx emissions from natural and biogas fuels 

combustion were also calculated in this study. The 

centerline NOx (ppm) emissions inside the can 

combustor are shown in Fig. 8. The results show that, 

the NOx emissions inside the combustor decreases 

when the baseline fuel (natural gas) is replaced with 

biogas fuel with lower heating value. The thermal 

NOx emission is function of the gas temperature. High 

gas temperature inside the can combustor will produce 

high NOx (mainly NO) emissions. The presence of 

non-combustible constituents in the biogas such as 

carbon dioxides and nitrogen reduces the temperature 

of the flame and consequently the NO mass fractions. 

This reduction is proportional to the amount of inert 

constituents in biogas fuel. 
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Fig. 7  Centerline (x = 0, y = 0) static temperature profiles. 
 

Table 3  Effect of carbon dioxide to methane ratio on static temperature, CO and CO2 mole fractions inside the combustor. 

 
NG 

Mixture 
50% NG 
50% BGAD 

Mixture 
50% NG 
50% BGLF 

BGAD BGLF 

CO2/CH4 0 0.22 0.29 0.54 0.89 

Peak flame temperature (K) 2,109 2,054 1,866 1,852 1,337 

Peak CO mole fractions 9.85 × 10-2 3.92 × 10-2 4.38 × 10-3 2.22 × 10-4 1.32 × 10-7 

Peak CO2 mole fractions 9.38 × 10-2 17.5 × 10-2 20 × 10-2 35 × 10-2 40 × 10-2  
 

 
Fig. 8  Centerline NOx emissions profiles. 
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Table 4  Effect of carbon dioxide to methane ratio on the temperature and species mole fractions at the exit of the combustor. 

 
NG 

Mixture 
50% NG 
50% BGAD 

Mixture 
50% NG 
50% BGLF 

BGAD BGLF 

CO2/CH4 0 0.22 0.29 0.54 0.89 
Exit average gas 
Temperature (K) 

869 818 786 889 879 

Exit average CO2 mole 
fractions 

2.2 × 10-2 2.41 × 10-2 2.37 × 10-2 3.51 × 10-2 4.2 × 10-2 

Exit average NOx mole 
fractions 

1.13 × 10-5 5.68 × 10-6 2.33 × 10-6 0.40 × 10-6 1.06 × 10-10 

 

The effect of biogas CO2/CH4 ratio on the peak 

flame temperature, CO and CO2 emissions inside the 

can combustor (3D geometry) is summarized in Table 3. 

An increase of the CO2/CH4 ratio for the biogas fuel 

result in a decrease of the peak flame temperature and 

CO mole fractions and an increase of the CO2 mole 

fractions inside the can combustor. The effect of the 

biogas CO2/CH4 ratio on the combustion and 

emissions characteristics at the exit of the can 

combustor was also determined in this study. The 

average flame temperature, CO2 mole fractions and 

NOx mole fractions at the exit of the combustor are 

presented in Table 4. The NOx emissions at the exit of 

the combustor decrease with the increase of the biogas 

CO2/CH4 ratio but the emissions of CO2 at the exit of 

the combustor increase with an increase of CO2 

fractions in the biogas fuels (higher CO2 input). 

5. Conclusions 

Three dimensional CFD analyses of natural gas, 

biogas anaerobic digester, biogas landfill and natural 

gas/biogas fuels combustion in gas turbine can 

combustor are presented in this study. The effect of 

the biogas fuel composition, and fuel heating values 

on flame shape, flame temperature, carbon dioxide 

(CO2), carbon monoxide (CO) and nitrogen oxides 

(NOx) emissions was determined in this study. The 

results show lower flame temperatures for the biogas 

and biogas/natural gas mixtures compared to the 

adiabatic flame temperature of natural gas. The flame 

temperature for biogas fuel combustion depends on 

the carbon dioxide to methane ratio (CO2/CH4). The 

peak flame temperature decreases by 37% and 22%, 

respectively for the biogas-landfill (CO2/CH4 = 0.89) 

and biogas anaerobic digester (CO2/CH4 = 0.54) 

compared to natural gas fuel. The presence of inert gas 

(CO2) with methane cools down the reaction by 

absorbing energy from the combustion and modifies 

the reaction zone by reducing the burning velocity of 

the flame and the burning rate. The reaction zone is 

elongated when large amount of CO2 is added to 

methane. The emissions from biogas combustion vary 

with the composition of biogas. The higher CO2 

percentage in the biogas fuel, the lower is the NOx 

emissions and the higher is the CO2 emissions at the 

exit of the combustor. The CO emissions also 

decrease by increasing the CO2/CH4 ratio of the 

biogas fuel. 
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Abstract: In order to investigate the coolability of a tight lattice core in BWR (boiling water reactors), an experiment of CHF (critical 
heat flux) was conducted using a single heater pin flow channel with and without a wire spacer with the mass flux ranged from 200 kg/(m2·s) 
to 600 kg/(m2·s), the inlet temperature from 50 °C to 90 °C at the pressure of 0.1 MPa. The results of CHF values were compared 
between two different types of heater pin with and without the wire spacer. The heat removability of flow channel was improved by the 
wire spacer in comparison with the heater pin flow channel without the wire spacer. The CHF value was higher in the heater pin channel 
with the wire spacer than in that without the wire spacer. 
 
Key words: Critical heat flux, tight lattice core, boiling two-phase flow, wire spacer. 
 

Nomenclature 

d outer diameter of heater pin (m) 

D inner diameter of glass tube (m) 

Dhe heated equivalent diameter (m) 

Dhy hydraulic diameter (m) 

dwire wire diameter (m) 

G mass flux (kg/(m2·s)) 

H axial pitch of wire spacer (m) 

L heated length (m) 

p pressure (MPa) 

qCHF critical heat flux (kW/m2) 

W mass flow rate (kg/s) 

x thermal equilibrium steam quality 

Z 
distance from the upstream end of the 
heater pin to CHF position (m) 

Greek letters 

 gap size (m) 

Abbreviations 

BWR boiling water reactor 

CHF critical heat flux 

LWR light water reactor 

                                                           
Corresponding author: Dan Tri Le, professor, research 

field: thermal hydraulic in nuclear reactor. E-mail: 
letridan.aa@m.titech.ac.jp. 

1. Introduction 

LWR (light water reactors), particularly BWR 

(boiling water reactors) core could have a higher 

conversion ratio nearly equal to unity by reducing 

moderator-fuel ratio [1]. In order to reduce the 

moderator to fuel ratio, tight lattice core with smaller 

coolant volume ratio compared with a normal core is 

one of the solutions. To be able to have a harder 

neutron spectrum event in the LWR, it is well known 

that, the tight lattice core with the pitch to diameter 

ratio, P/d, of nearly 1.09 [2] and 1.06 [3], which has the 

gap size distance of 1.3 mm and 0.9 mm, respectively, 

can be used. These values were much smaller than 

those of conventional LWR [4]. 

The use of wire spacers is more suitable for the  

tight lattice core than the use of grid spacers. However, 

from thermal-hydraulic point of view, coolability or 

heat removability is one of key issues for the feasibility 

of the tight lattice core with the wire spacer because  

of the small flow area which is related with the    

small value of rod-to-rod gap. Besides, the most 

important feature of coolability of tight lattice core is 

D 
DAVID  PUBLISHING 
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the CHF (critical heat flux). 

The study on the effect of gap size on CHF was well 

investigated by means of experiment in tight rod 

bundle with grid spacer [5]. From the results, the CHF 

values become lower with smaller gap size at the same 

mass flux. 

In the previous study [6], the results of experiment 

performed using Freon-12 indicated the CHF in the 

hexagonal rod bundle with wire spacers was higher 

than that with grid spacers at low quality conditions. 

Then, CHF in water flow was evaluated by means of 

the fluid-to-fluid scaling law [7]. 

The effect of wire spacer on the promotion of CHF 

has been investigated for conventional fuel rod 

arrangement and for the round tube channel [8, 9]. The 

beneficial effect of circular shape wire on thermal 

hydraulic performance was made clear in the previous 

study [10]. 

There have been some studies on CHF in tight lattice 

core so far. Nevertheless, experimental data on the 

CHF for the tight lattice core with wire spacers are still 

limited. Thus, the critical heat flux or burnout 

phenomenon in tight lattice core with wire spacers is 

one of the most important studies for such kind of fuel 

assembly. 

Therefore, in the present study, effect of circular 

shape wire spacer on the enhancement of CHF for the 

case of tight lattice arrangement was investigated by 

means of CHF experiment for single pin test section 

with a wire spacer with three difference values of gap 

size were chosen: 1.1, 1.5, 2.0 mm to cover the range at 

which the conversion ration could be nearly equal unity. 

2. Experimental Apparatus and Procedure 

2.1 Experimental Apparatus 

Fig. 1 shows the experimental apparatus of a water 

circulation loop. It consists of the water tank, the 

circulation pump, the pre-heater, the orifice flow meter 

and the CHF test section. The inlet of the test section 

was 4,200 mm far from the outlet of the pre-heater so 

the water temperature is constant prior to get into the 

 
Fig. 1  Experimental apparatus. 
 

test section. The water flowed from the water tank 

through the circulation pump and the pre-heater and 

entered the test section. The valve which is located at 

the top of the apparatus was kept open to the air to be 

able to keep the system pressure equal to the 

atmospheric pressure. 

2.2 Test Section 

Fig. 2a shows the CHF test section oriented 

vertically. The main parts of the test section are the 

heater pin, the upper and bottom copper electrodes, the 

glass tube, the thermocouples and the wire spacer in 

case of experiment for a heater pin with a wire spacer. 

The heater pin was directly Joule-heated by a direct 

current electrically. The materials of the glass tube 

used were Pyrex glass and crystal glass. 

The heater pin was made of a thin stainless steel tube 

with an outer diameter, d, of 8 mm and a length of 420 mm. 

It was connected to the copper electrodes at both ends 

by silver soldering. In the connection, the electrodes 

were inserted into the inside of the stainless steel tube 

in the depth of 10 mm before the soldering. Therefore, 

the heated length of the heater pin tube with a thin wall, 

Tank

Orifice flow meter 

Test
section

Pre-heater

Pressure 
gauge

Open to the atmospheric 

Pump

Gravity 
direction

4,000 mm

200 mm

600 mm 

1,300 mm
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L, was 400 mm. On the other hand, the length to 

diameter ratio, L/d, of around 50 was large enough to 

suppress the effect of heated length on CHF [8]. The 

axial coil pitch of the wire, H, is the axial distance  

over which the wire completely wraps around the 

heater pin as shown in Fig. 2a. The axial pitch of the 

wire spacer, H, was set with two different values 

100 mm and 200 mm. For this two different values of 

the axial pitch, the value of H/d less than 50 was the 

upper limit of the wire correlation for both CHF and 

pressure drop [8]. 

The cross section of the flow channel is shown in 

Fig. 2b. The spacer was electrically insulated from the 

heater pin. Fig. 2c shows the wire spacer made of a 

Teflon tube in which a stainless steel wire was inserted. 

Gap size, , is the distance from the outer surface of 

heater pin to the inner surface of the glass tube as 

shown in Fig. 2b. For the rod diameter of 8 mm, three 

different values of gap size were chosen: 1.1, 1.5 and 

2.0 mm. By changing the rod diameter, wire diameter 

and glass inner diameter, we could change the size of 

the gap.  

The direct Joule-heating of the heater pin provided 

an uniform heat flux on the heater pin surface. The 

maximum power and current of the power in this 

experiment were 15 kW and 500 A, respectively. 
 

 
Fig. 2  Test section: (a) test section; (b) cross section of flow channel with wire and without wire spacer; (c) wire structure. 
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To detect a sudden temperature rise on the heater pin 

surface at the CHF condition and quickly shutdown the 

heating power, type K thermocouple elements with 

diameter of 100 µm were used for the surface heater 

pin temperature measurement. Fig. 2a shows that, the 

ends of the thermocouple elements were spot-welded 

to the surface to be hot junction at positions of 20 mm 

and 10 mm upstream from the downstream end of the 

heated length, being marked as T1 and T2, respectively. 

The effect of thermocouples on the CHF behavior can 

be neglected because its diameter is very small 

compared with the flow area. 

Since the heater pin was directly heated by the 

current, the three points junction technique of 

thermocouple was used for compensation of voltage 

induced by the current between two point junctions. 

In order to recognize the location of the reaching to 

the CHF, the position indications were written on the 

outside surface of the glass tube. By using 

thermocouples, the length indications and the camera, 

the positions of burnout or the arrival to the CHF  

were recognized. 

2.3 Experimental Conditions 

The experimental parameters and conditions are 

given in Table 1. Parameters in the experiment were 

the existence of the wire spacer, the gap size and the 

axial coil pitch of the wire, and the mass flux. 

In order to investigate the effect of a wire spacer on 

CHF, the CHF experiments for both case of heater  

pin with and without a wire spacer were performed 

under the same mass flux condition. On the other  

hand, to be able to consider the effect of gap size on 

CHF, the experiments at the same mass flow rate were 

chosen. 

2.4 Experimental Procedure and Measurement Items 

The water from the water tank was circulated in the 

loop by using the circulation pump. Water was heated 

up by the pre-heater before starting the experiment. 

The water in the water circulation loop was degassed 

initially by boiling the water in the test section for a 
 

Table 1  Experimental condition. 

Parameter 
Run No.1  Run No.2 Run No.3 Run No.4 Run No.5 Run No.6 Run No.7 

with wire without wire with wire with wire with wire with wire with wire 
Inner diameter of glass 
tube, D (mm) 

12 12 11 12 11 10.2 11 

Gap size,  (mm) 2.0 2.0 1.5 2.0 1.5 1.1 1.5 

Wire diameter, dw (mm) 1.79  - 1.4 1.79 1.4 1.06 1.4 

Wire axial pitch, H (mm) 200  - 200 200 200 200 100 

Mass flux, G (kg/(m2·s)) 400 400 658 - - - - 

Mass flow rate, W (kg/s) - - - 0.018 0.018 0.018 0.018 
Hydraulic diameter of 
flow channel, Dhy (m) 

0.0035  0.004 0.0027 0.0035 0.0027 0.002 0.0027 

Pressure, p (MPa) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 

Inlet temperature (K) 

335.3 334.5 336.9 338 331 337.5 330.5 

336.5 339.7 342.1 343 331.5 338 340.4 

343.4 345.2 346 348.6 337 341.4 350 

344.9 347.8 349.2 348.8 342 355.3 350.5 

347.2 353.3 351.5 354.7 349.5 366 356 

349.6 361.5 357.5 - 353 - - 

355 362.3 359.6 - 357 - - 

357.8 - - - 367.6 - - 

361.5 - - - - - - 

365.9 - - - - - - 
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while until air dissolved in the water was removed 

sufficiently. 

During the experiment, the water flow rate was kept 

constant. The flow resistance at the inlet valve of the 

test section was kept high enough to suppress the 

instability of flow rate due to the instability of 

pressure drop of two-phase flow in the test section. 

When the water temperature was kept constant at the 

inlet of the test section reached the desired value by 

controlling the pre-heater, the electric power to the 

heater pin in the test section was increased gradually by 

remote controlling. 

Surface temperature of the heat pin was measured 

and recorded by using the thermocouples with the 

sampling frequency of 100 Hz. The power of the heater 

pin was increased step by step until the surface 

temperature of the heater pin rapidly and suddenly 

increased because of reaching the CHF condition. 

Immediately after reaching the CHF condition, the 

power source was automatically shut down by the 

signal of sudden rise of surface temperature. 

Fig. 3 shows the behaviors of the measured surface 

and inlet temperatures, voltage and current during the 

operation. It can be seen that, the inlet temperature was 

kept constant. The surface temperatures T1 and T2 

increased slightly due to the increase of the electric 

power to the heater pin, and then suddenly the surface 

temperatures of the heater pin T1 and T2 rapidly 

increased. It was judged that, at this time, the burn-out 

took place or the heat flux reached the CHF. 

The experimental data of the CHF were obtained in 

the range of mass flux and inlet temperature mentioned 

above with three different values of  and two different 

values of wire pitch, H. The measurements were made 

under the boiling two-phase flow condition. The 

measurement accuracy of the heat flux value was high 

enough since it was determined from measured voltage 

and current. In order to keep the uncertainty of the 

results small, only the experimental data obtained 

under the condition which met the following 

requirements were chosen: 

 The flow rate was stable during the experiment; 

 The inlet temperature fluctuated within 1 K. 

3. Results and Discussion 

3.1 Comparison with Look up Table Data 

Following Fig. 4 [11, 12], the calculated values were 

obtained by using the CHF correlation with the 

rod-centered approach [11] and the 2006 CHF [12] 

look up table data. The results were close to the 

experimental results of heater pin without a wire 

spacer. 

3.2 Effect of Wire Spacer 

Fig. 5 shows the comparison of the CHF values of 
 

 
Fig. 3  Temperature behavior during the experiment. 
 

 
Fig. 4  Comparison of experimental results with the 
calculated results using CHF correlation for the 
rod-centered approach for the CHF look-up table. 
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Fig. 5  Critical heat flux base on inlet condition. 
 

single pin channels between with the wire spacer and 

without the wire spacer. It was found that, the CHF 

values in both types of heater pin decreased with the 

decrease of the inlet equilibrium steam quality, xin. 

However, the CHF values were higher in case of heater 

pin with the wire spacer than that in case of heater pin 

without the wire spacer. It could be explained by the 

enhancement of bubble removal from the heated 

surface due to the effect of wire and spiral flow. 

Compared with the work of Cheng and Müller [6], the 

results of the present study were obtained in smaller 

range of the quality from -0.1 to 0. However, it can be 

seen that, the CHF values of wire type were still higher 

than those without wire type even if the inlet 

equilibrium steam quality was close to zero. Besides, 

the difference in the CHF values between heater pin 

with and without wire spacer was larger in lower 

qualities compared with the difference of CHF in 

higher qualities. 

In furtherance of the investigation of CHF behavior 

under the effect of the wire spacer, the change in wire 

spacer size is needed. Therefore, the CHF experiment 

with different value of  and H was performed to deal 

with such kind of study. These experiments were 

performed under the same flow rate condition of the 

practical reactor rather than the same mass flux. From 

reactor design point of view, the consideration of the 

same water flow rate rather than the same mass flux is 

needed to be able to keep the best coolability for 

difference core design. Fig. 6 shows the comparison of 

the CHF values between three different values of gap 

size at the same flow rate. It can be seen that, at the 

same local quality, xz, the CHF values were enhanced 

with the decrease of gap size under the same flow rate 

condition. In more detail, the CHF values were higher 

in case of smaller gap size and it was the highest in case 

of the smallest gap size. That is because the channel 

which has the smallest flow area has the highest mass 

flux at the same water mass flow rate which leads to the 

enhancement of CHF values. Moreover, there is an 

effect of the water film along the inner surface of the 

channel (glass tube) on CHF values. At the low quality 

region and bigger channel, this effect does not have the 

big influence on CHF value. However, at the high 

quality region and smaller gap size, the cold wall effect 

became higher. In detail, the vapor velocity was high in 

case of high quality region due to the high evaporation 

rate. Therefore, it may disturb the water film which 

flow along the inner surface of the channel and bring 

the drop let to the heated surface, which cause of 

increasing of droplet deposition rate. This phenomena 

lead to the increase of CHF values at high quality 

region. On the other hand, with the smaller gap size, the 

droplet concentration in the vapor phase also higher 

compared with it in case of bigger gap size. This is 

another reason which contributed for the increase of 

CHF values. 

On the other hand, according to Fig. 6, the 

experiment with smaller gap size could reach higher 

CHF values and also could go to the higher local 

quality, xz. Moreover, in case of bigger gap size ( = 

2.0 mm), the CHF value tended to decrease with the 

increase of quality. However, in case of flow channel 

with small gap size, the CHF values were nearly 

constant value or slightly increase with the increasing 

of quality. 

Fig. 7 illustrates the CHF results in two different 

values of wire pitch, H. It can be seen that, the CHF 

values were nearly the same between two different 
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Fig. 6  Critical heat flux of three different values of gap 
size. 
 

 
Fig. 7  Critical heat flux of two different values of wire 
pitch, H. 
 

values of H. It can be explained that, there were two 

flow channels with two different values of wire pitch, 

velocity was the same. Since the velocity was the same, 

the mass flux was the same. Therefore, it is clear that, 

the axial pitch did not have a large influence on the 

CHF. However, it is necessary to consider about the 

pressure drop for the design purpose at the same time. 

3.3 Axial Position of CHF 

The relation between the CHF values and the heated 

length to the position of arriving at CHF is shown in 

Fig. 8. 

It is found that, at the same mass flow rate, W, the 

CHF occurred mostly in the downstream of the flow 

channel. Fig. 8 also shows the comparison of CHF 

position among three different values of gap size. In 

 
Fig. 8  Critical heat flux base on the heated length. 
 

case of gap size of 1.5 mm and 2.0 mm, the CHF 

positions were mainly at the downstream of flow 

channel. Therefore, the CHF in this case was 

principally caused by liquid film dry-out. On the other 

hand, with the smallest flow area, gap size of 1.1 mm, 

there was the possibility of CHF occurring at the 

upstream of flow channel because of the high heat flux 

and high flow rate. According to the results, the CHF 

positions changed slightly with different values of the 

flow area or gap size. The CHF position tended to 

move from downstream to the upstream of the flow 

channel due to the decrease of gap size. 

4. Conclusions 

The CHF phenomena for the tight lattice fuel 

arrangement with the effect of wire spacer were 

investigated by mean of the experiment for single fuel 

pin with and without wire spacer and three difference 

values of gap size of 1.1, 1.5, 2.0 mm. Besides, the 

effect of wire pitch was made clear by the experiment 

with two dissimilar wire pitch value of 100 mm and 

200 mm. The conclusions are as follows:  

 The CHF in case of heater pin with circular shape 

wire was enhanced up to 25% compared with it in case 

of without wire space under the same flow condition. 

Therefore, the coolability or heat removability was 

enhanced by the existence of the wire spacer and spiral 

flow; 

 With the same flow rate condition, the CHF 
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values can be increased up to 100% with the decrease 

of gap size. Therefore, the flow channel with smaller 

gap size a higher coolability compared with the flow 

channel with larger gap size; 

 The change in a pitch of wire, H, with two 

difference values of 100 mm and 200 mm, did not have 

a large influence on the CHF if the mass flux was kept 

constant. The experiment data were nearly the same 

value even with two different cases of wire pitch. 
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Abstract: The main objective of this paper is to develop a novel technology for combined generation of electricity and cold by using 
energy potential of transmission line’s high pressure gas. For this purpose, the reduction of high pressure of the gas in gas 
distribution station instead of useless expansion throttling process is suggested to realize by adiabatic expansion, which is executed in 
a gas expanding turbine. Herewith, the gas distribution station is turned into energy and cold generating plant. Simultaneous 
operation of energy and cold generating plant is described. A method and appropriate formulas for determination of design 
characteristics of considered plant are suggested. А new method for reveres order of calculation and design of the cold store based on 
the use of expanded cold gas as cooling agent is developed. Calculations and analysis prove high energy efficiency of suggested 
technology, the wide use of which will provide significant production of cheap electricity and cold and as well as reduction of fossil 
fuel consumption. 

 
Key words: Natural gas, gas distribution station, throttling valve, turbo-expander, isenthalpic, adiabatic. 
 

1. Introduction 

At the end of main supply pipelines of gas 

transporting systems, the gas still possesses rather 

high pressure reaching up to 2,000 kPa. However, 

such a high pressure of the gas needs to be reduced to 

300 kPa before gas distribution by low or medium 

pressure networks of towns. Usually in gas 

distribution stations, the gas pressure is reduced 

mainly by throttling processes in throttling valves. 

Nevertheless, the throttling of the gas eliminates its 

energy residual potential, while it could be converted 

into useful electricity or cold, the use of which will 

provide rather large public benefit, and as well as 

keeping the environment free of greenhouse gases 

emissions. To realize such a goal, an attempt has been 

done to develop a novel technology serving for 
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generating energy and cold by using transportaion 

pipeline’s gas. 

2. Analysis of Energy Generating Gas 
Expansion Thermodynamic Processes 

In gas distribution stations for reducing the pressure 

of the gas, traditionally isenthalpic thermodynamic 

process of throttling is being used. The state of natural 

gas in underground gas transporting pipeline, just 

before throttling, is characterized by pressure P1 = 

2,000 kPa and by temperature of the ground, assumed 

t1 = 10 °C. The state of the gas with mentioned 

parameters is represented by the point “1” on 

enthalpy—pressure (i-logP) diagram of natural gas 

(methane) [1] which is given in Fig. 1. 

In the diagram the isenthalpic throttling expansion 

process from initial pressure P1 = 2,000 kPa to final 

low pressure P1’tr = 300 kPa is represented by the line 

“1-1’tr”. In this process, the gas is cooled from      

t1 = 10 °C to t1’tr = 0 °C. The power N (kW), in 

D 
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Fig. 1  Isentropic and adiabatic expansion processes of natural gas from 2,000 kPa to 300 kPa on (i-logP) diagram at different 
initial temperatures of the gas. 
 

expansion processes is determined by Eq. (1) [2]:  

iGN sppg  .                (1) 

where, Gg.spp—mass flow rate of gas in gas expanding 

equipment (kg/s); i—difference of initial and final 

specific enthalpies of gas (kJ/kg). 

As isenthalpic throttling process takes place without 

change of enthalpy, no work is executed. 

3. Developing of Gas Distribution Modified 
Station for Combined Generation of 
Electricity and Cooled Gas 

Eq. (1) allows concluding that, gas distribution 

stations can perform as rather big sources of energy, if 

they are furnished with gas adiabatic expansion 

equipment. For this purpose, it is suggested to replace 

the throttling valve of conventional gas distribution 

station by turbo-expander. In this case, the high 

pressure transmission pipeline gas with initial 

enthalpy i1 = 860 kJ/kg is expanded adiabatically from 

2,000 kPa to 300 kPa and rotates the wheel of 

turbo-expander. On the driving shaft of turbo-expander, 

an electric generator is mounted which converts the 

energy of rotation into electricity. As can be seen from 

Fig. 1, due to adiabatic expansion, the gas at the outlet 

of turbo-expander gets temperature -110 °C and 

enthalpy i1’ = 660 kJ/kg. Supplying of such a cold gas 

into distribution network is not allowed [3, 4]. For this 

reason, before expansion in turbo-expander, it is 

becoming necessary to heat the gas from +10 °C to an 

appropriate temperature. After expansion, the gas of 

lower pressure is supplied into gas distribution 

network or into heat exchanger of the cold store, 

where is used as cooling agent. The cold store is built 

in proximity of the gas distribution station, where cold 

gas is used for cooling the stored food, for instance 
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meat. In such cold store, the inside temperature should 

be kept at -18 °C to -20 °C [5]. However, the 

expanded gas at the outlet of turbo-expander gets 

much lower temperature, than -18 °C. For avoiding 

freezing of stored goods, the temperature of gas at the 

outlet of turbo-expander should be approximately 

-25 °C. From Fig. 1, it is clear that for obtaining 

-25 °C final temperature at the outlet of 

turbo-expander, the initial temperature of the gas at 

the inlet should  be t6 = 105 °C (see processes 6-6’, 

Fig. 1). However, temperature of the high pressure gas 

in underground transmission main pipeline is +10 °C. 

Therefore,   for providing -25 °C, final temperature 

the main pipeline gas, before entering into 

turbo-expander, should be preheated from 10 °C to 

105 °C in a gas heater. 

4. Structure of Gas Distribution Station of 
Energy and Cooled Gas Generation, 
Equipped with a Preheater 

The scheme of gas distribution station with 

combined production of electricity and cooled gas, 

equipped with gas heater is given in Fig. 2. 

Preheating of the gas can be accomplished in a 

simple apparatus, the sketch of which is given in Fig. 3. 

In fact, the suggested gas heater is a sealed furnace 

with round masonry made of fire resistant brick. In the 

bottom of fire chamber, which is covered with steel 

sheet, the gas burner is adjusted. The burner of fuel 

gas is connected with fuel gas pipe. From gas 

transporting main pipeline, the gas with temperature 

10 °C passes to the annulus gap between fire chamber 

and brick vertical cylinder where is heated up to 

105 °C. The flue gases are extracted outside through 

the chimney. Heated gas enters into turbo-expander 

where is expanded adiabatically and is cooled. The 

quantity of fuel Bf.gas (m
3/h), consumed for preheating 

of high pressure gas is determined by the following 

ratio:  

gasheatgas

pr.heat
f.gas Qη

Q
B

.

               (2) 

 
Fig. 2  Scheme of gas distribution station of electricity and 
cooled gas combined generation. 
1—gas distribution station house, 2—gas transportation main 
pipeline, 3—manometer, 4—gas flow controlling valve, 5—oil 
strainer, 6—gas flow meter, 7—turbo-expander, 8—electric 
generator, 9—medium pressure gas pipeline, 10—gas odorizer, 
11—odorized gas supply tube to gas distribution network, 
12—gas pressure automatic controller, 13—manometer, 
14—by-passing valve, 15—heater of high pressure gas, 
16—fuel gas pipe, 17—valves. 
 

 
Fig. 3  Sketch of gas heater. 
1—insulated cylinder made of fire-resistant brick, 2—fire 
chamber with heating steel surface, 3—fuel-gas pipe, 4—air 
pipe to gas burner, 5—fuel gas burner, 6—high pressure gas to 
be heated, 7—tube of preheated gas to turbo-expander, 
8—chimney. 
 

where, Qpr.heat—required heat for gas preheating (kW), 

gas.heat—COP of gas heater, which can be assumed 

gas.heat = 0.85, Qgas—gas combustion specific heat, 
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assumed Qgas = 9.3 kWh/m3. 

The required heat Qpr.heat (kW) needed for gas 

preheating, is determined by Eq. (3): 

 . . 1pr heat g spp gas g gQ G c t t         (3) 

where, Gg.spp—mass flow rate of gas being preheated 

(kg/s), cgas—specific heat of natural gas which equals 

to 2.22 kJ/(kg·°C) [6], tg1 = 105 °C—temperature of 

preheated gas at the inlet of turbo-expander (°C), tg = 

10 °C—temperature of the gas at the end of main gas 

transporting pipeline (°C). 

Solving together Eqs. (3) and (2) and making some 

simplifications, the following formula for determining 

the quantity of fuel gas Bf.gas (m
3/h) is obtained:  

. 1
.

.

( )g spp gas g g
f gas

gas heat gas

G c t t
B

Q


         (4) 

The value of Gg.spp (kg/s), can be determined by the 

formula as follows: 

.
. 8,760 3,600

g spp pers gas
g spp

v n
G

   



        (5) 

where, vg.spp—annual gas consumption by one resident 

of urban district (m3/person per year) [3], 

npers—number of gas consumers in urban district, gas 

= 0.7 kg/m3—density of natural gas. 

The capacity factor is determined by dividing the 

actual output with the maximum possible output.  

The capacity factor for gas supply distribution  

system, operating with base load regime is assumed  

ω = 0.9 [4]. 

Taking into account that, annual gas consumption 

by 1 resident makes vg.spp = 470 m3/(person per year) [4], 

for a medium city with npers = 1,000,000 residents, the 

mass flow rate of gas Gg.spp (kg/s), which passes 

through the turbo-expander and is totally supplied to 

the urban districts distribution network, calculated by 

Eq. (5) makes: 

.

470 1,000,000 0.7 0.9
9.4

8,760 3,600g sppG
  

 


 kg/s, or 

9.4 kg/s/(0.7 m3/kg) = 13.4 m3/s, or 48,288 m3/h or 

423,000,000 m3/year. 

Assuming as well that, specific heat of gas cgas = 

2.22 kJ/(kg·°C) [6], tg1 = 105 °C, tg = 10 °C, gas.heat = 

0.85 and Qgas = 9.3 kWh/m3, by the help of Eq. (4), 

the following quantity of fuel gas consumption Bf.gas 

(m3/h) is obtained: 

.

9.4 2.22 (105 10)
251

0.85 9.3f gasB
  

 


 m3/h 

So, the quantity of fuel gas Bf.gas = 251 m3/h, 

consumed for preheating of the gas with quantity 

Gg.spp = 48,288 m3/h, supplied to the district’s gas 

distribution network or to the cold store, makes only 

0.52% of the whole gas, supplied to the network. 

5. Quantity of Electric Energy Generated by 
the Set of Turbo-Expander and Electric 
Generator 

The specific quantity of energy L (J/kg), produced 

in turbo-expander in consequence of adiabatic process 

of gas expansion is determined by Eq. (6) [8]:  

1

1 2

1

1
1

k

kZRT P
L

k P

 
         

           (6) 

where, Z = 1.04—compressibility factor of natural gas [8], 

R—gas constant of natural gas (methane) equal to 

518.3 J/(kg·°C) [9], T1 = (105 + 273) = 378 K—initial 

temperature of preheated gas at the inlet of 

turbo-expander, k = 1.31—adiabatic or isentropic 

exponent for methane equal to 1.31 [9], P1 and 

P2—pressures of the gas at the inlet and outlet of 

turbo-expander (kPa). 

As can be seen from Eq. (6), the quantity of energy 

produced by turbo-expander depends mainly on 

expansion rate P2/P1. In developed gas distribution 

station, the expansion ratio of natural gas in 

turbo-expander makes: P2/P1 = 300/2,000 = 0.15. 

According to Eq. (6) and above given thermo-physical 

data of natural gas, the produced specific energy L 
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makes: 

   

 

1.31 1

1.31
1.04 518.3 105 273

1 0.15
1.31 1

657,271 1 0.637 238,000 J / kg or 238 kJ / kg 

L
         

  

 

Taking into account that, the whole Gg.spp = 9.56 kg/s 

gas is expanded in turbo-expander, the absolute value 

of electric power will make N = 9.56 × 238 = 2,275.3 kW. 

Summarizing the results of above investigation, it is 

becoming clear that, the modified gas distribution 

station turns to an electric power plant with N = 

2,275.3 kW, or 2.275 MW electric power. The annual 

production of electricity of this power plant makes 

2,275.3 kW × 8,760 h = 19,931,628 kWh, which can 

be sold to the city electricity network utility company 

for 19,931,628 kWh × 0.09 $/kWh = 1,793,847 $/year 

(0.09 $/kWh—tariff of electricity for instance in 

Armenia). Should be taken into account that, if 

turbo-expander is charged in 50% of its power, its 

energy efficiency decreases in 18%-20%. 

6. Structure and Operation of Cold Store 
Functioning with Gas Cooling Agent 

Besides electricity generation, the modified gas 

distribution station can operate as well as a cold store. 

To realize of this purpose the cooled gas at 

temperature tc.g.1 = -25 °C is supplied from 

turbo-expander into air to gas heat exchanger installed 

inside the cold store [10]. Here, it takes heat from cold 

store air, which circulates through heat exchanger and 

is wormed from tc.g.1 = -25 °C to temperature tc.g.2 = 

-23 °C. At the same time, the cold store air at 

temperature tc.st.1 = -18 °C enters into heat exchanger 

and is cooled to tc.st.2 = -19 °C. The partially warmed 

gas moving from heat exchanger to low pressure 

distribution network at temperature tc.g.2 = -23 °C still 

is too cold to be supplied into district distribution 

network. For avoiding damages of gas network, a 

necessity of secondary heating of the low pressure gas, 

before supplying to urban gas distribution low 

pressure network arises. The simplified scheme of 

modified gas distribution station, equipped with gas 

turbo-expander, electric generator, primary and 

secondary gas heaters and cold store is represented in 

Fig. 4. 

The suggested cold store operates in the following 

way: the gas with temperature tg = 10 °C from high 

pressure gas transmission main pipeline (1) enters into 

primary gas heater (2) where is heated to tg.1 = 105 °C 

and by suction line is inhaled into turbo-expander (3) 

where is expanded adiabatically and is cooled to tc.g.1 

= -25 °C. By pipe (5), the cooled gas enters into heat 

exchanger (7), installed in the cold store (6) [5]. As a 

result of heat absorption from stored food (8), and all 

other heat gains the gas is warmed to tc.g.2 = -23 °C 

and by pipe (9) is directed to secondary gas heater 

(10). In this heater, gas is secondary heated to 

admissible temperature tg = +5 °C which allows to 

escape damaging of gas distribution network. Passing 

the pressure controller (11) the low pressure gas is 

supplied to the main pipeline (12) of low pressure gas 

supply urban network. 
 

 
Fig. 4  Simplified scheme of modified gas distribution 
station equipped with gas turbo-expander, electric 
generator and cold store. 
1—high pressure gas transmission main pipeline, 2—primary 
gas heater, 3—gas turbo-expander, 4—electric generator, 
5—pipe of cooled gas, 6—thermoinsulated cold store, 7—air to 
gas heat exchanger, 8—stored food, 9—partially warmed gas 
pipeline, 10—gas secondary heater, 11—pressure controller, 
12—main pipeline of low pressure gas distribution network. 
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7. Reversal Method for Calculation and 
Design of Suggested Cold Store 

In contrast to ordinary cold stores, the calculation 

and design of the suggested one is executed in 

opposite way. That is to say, for ordinary cold stores, 

the tonnage: construction, sizes, kinds and quantity of 

stored food and other characteristics of the cold store 

are given. Based on listed data, the values of heat 

gains, cooling demand and all characteristics of 

refrigeration equipment are determined. For 

considered cold store, only the cooling capacity in 

form of quantity of cooled gas and its temperature are 

available. In such conditions tonnage, construction 

sizes of the cold store and other characteristics have to 

be determined. The cooling capacity of suggested cold 

store Qc.st. (kW) can be determined by the following 

balance of heat flows:  

Qc.st. = Qav. – Qh.g. – Qint. – Qvent.       (7) 

where, Qav.—available cooling capacity of natural gas, 

cooled in turbo-expander (kW), Qh.g.—heat gains 

through external constructions of cold store (kW), 

Qint.—internal heat rejections from personnel, and 

electric and lighting equipment (kW), Qvent.—heat, 

transferred from ventilation air to cold store’s internal 

air (kW). 

The value of available cooling capacity of natural 

gas, cooled in turbo-expander, Qav. (kW), is 

determined by the expression as follows: 

c.ggasg.sppav. TcGQ           (8) 

where, Tc.g = -25 + 273 = 248 K—absolute temperature 

of cold gas at the outlet of turbo-expander. 

Therefore:  

9 4 kg/s 2 22 kJ/(kg K) 248 K 5,175 kWav.Q . .      

which should compensate all mentioned heat flows, 

that is to say: 

Qav. = Qc.st. + Qh.g. + Qint. + Qvent.       (8’) 

The suggested reversal method recommends 

designing the cold store based on assumptions of 

values of heat flows as parts of available cooling 

capacity Qav. of natural gas. The further designing   

of constructions, sizes and equipment should be 

realized in a way to provide quoted heat flows. 

According to the following quotas, the heat flows are 

the followings:  

(1) heat gains through external constructions of cold 

store Qh.g. = 0.35Qav.= 0.35 × 5,175 kW = 1,811 kW; 

(2) internal heat rejections from personnel and 

equipment Qint. = 0.2Qav. = 0.2 × 5,175 kW = 1,035 kW; 

(3) heat, transferred from ventilation air to cold 

store’s air, Qvent. = 0.2Qav.= 0.2 × 5,263 kW = 1,035 kW. 

Total heat gains make: 

Qtot.h.fl. = 1,811 + 1,035 + 1,035 = 3,881 W 

Quantity of heat Qc.st. (kW) rejected from stored 

food will be the rest of available cooling capacity of 

the natural gas, i.e., 

Qc.st. = Qav. – Qtot.h.fl = 5,175 – 3,881 = 1,294 kW  (9) 

So, quantity of heat Qc.st. (kW), rejected from stored 

food, which actually is the cooling capacity of cold 

store is calculated by Eq. (10):  

 1 2c.st. f.spp f. f.Q G i i          (10) 

where, Gf.spp—quantity of chilled fresh food supplied 

into cold store (kg/s), if.1 = 72 kJ/kg [11]—initial 

enthalpy of preliminary chilled fresh meat supplied 

with temperature tf.1 = -10 °C, if.2 = 47 kJ/kg [11] 

—final enthalpy of stored meat at cold store’s 

temperature tf.2 = -18 °C. 

From Eq. (10), follows the equation, allowing to 

determining quantity of chilled fresh food (meat) 

supplied into cold store, Gf.spp (kg/s):  

1 2

c.st.
f.spp

f. f.

Q
G

i i



            (11) 

Substitute above data for quantities in Eq. (11) and 

making calculations will obtain the following value of 

Gf.spp (kg/s): 

 
1, 294 kW 1, 294 kW

51.8 kg/s
72 47 kJ/kg 25 kJ/kgf.sppG   


  (11) 

or 186,480 kg/h; or 4,475,520 kg/day; or 4,475.5 

ton/day. 

The tonnage M (kg) of cold store is determined by 
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the following Eq. (12) [12]:  

305 f.sppG
M

B m





            (12) 

where, 305—number of days of the year during of 

which the fresh food is supplied into cold store, 

B—rate of food’s yearly turnover in cold store, 

assumed B = 5-6, 1/year [12], m—rate of irregularity 

of daily supply of food, assumed m = 1.5-2.5. 

By the help of quantity of daily supplied food into 

cold store Gf.spp = 4,475.5 ton, by Eq. (12), the tonnage 

M, ton of the cold store is calculated:  

4, 475.5 ton/day 305 day
91,000 ton

6 2 5
M  

.


 


 

8. Method for Determining of Cold Store’s 
Constructive Characteristics 

The value of heat gains Qh.g. (kW) through all 

external constructions of the cold store was quoted 

above Qh.g. = 0.35Qav. = 0.35 × 5,175 kW = 1,811 kW, 

therefore, the external constructions of the cold store 

ought to be designed in such a way for not to exceed 

the quoted value Qh.g. = 1,811 kW. 

For designing of cold store’s building construction, 

materials and their thermo-physical properties should 

be chosen. For providing required limit of heat gains, 

the average heat transfer coefficient kconst (W/(m2·°C)) 

of walls and ceiling of cold store should be calculated 

by using Eq. (13): 

    
0.3

– –
c.st

const.
s.w ceil. R c.st oth.w out c.st

Q
k

F   F t   t F t   t


   
 

 (13) 

where, Fs.w—surface of south facing wall of cold store 

(m2), Fceil.—surface of ceiling of cold store (m2), 

Foth.w—total surface of all other orientations facing 

walls (m2), tR—solar radiation conditional temperature 

of the boundary air layer on external surfaces of south 

facing wall and ceiling (°C), tout—design temperature 

of outside air (°C), tc.st—inside temperature of cold 

store (°C). 

The value of solar radiation conditional temperature 

tR is determined by Eq. (14) [13, 14]: 

R
out

t out

I p
t




               (14) 

where, I—solar radiation intensity descending on 

surfaces of south facing wall and ceiling (W/m2). 

It is preferable to design single floor cold store. The 

constructive characteristics of the cold store can be 

determined based on its tonnage M. Thus, loaded 

volume Vld (m3) of cold store can be determined by 

the following ratio: 

/ld ldV M m              (15) 

where, mld = 0.35 ton/m3—norm of loading in 1 m3 of 

cold store volume [12]. 

The loaded surface Sld (m2) of cold store is 

determined by the following ratio: 

ldldld /hVS                 (16) 

where, hld—loaded height of single-storey cold 

storage which, according to Ref. [12], should be taken 

4 m. 

The cold store’s real height hconst. (m) is determined 

by the following sum:  

 const. 0.3-0.5ldh h            (17) 

Real surface Sconst. (m2) of cold store is to be 

determined by the following ratio:  

. /const ld SS S               (18) 

where, S = 0.8—coefficient for increasing the surface 

for arranging of aisles in cold store. 

The constructional sizes: length a (m) and width b 

(m) are determined, assuming square view in plan of 

the cold store (for reducing heat gains) in the 

following way:  

..stcoldSba             (19) 

9. Conclusions 

Replacement of throttling valve of conventional gas 

distribution station by adiabatic turbo-expander makes 

possible to generate large quantities of electric energy 

without consumption of fossil fuel. 

As a result of adiabatic expansion, the gas is cooled 

up to -110 °C, which is not allowed to supplying into 
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gas distribution network. In order to escape this flaw, 

the gas of transportation main pipeline before 

expansion in turbo-expander should be primary 

preheated up to 105 °C, which, after expansion in 

turbo-expander, is cooled up to -25 °C. 

A cold store in the proximity of gas distribution 

station has to be constructed for using the cooled gas 

as a cooling agent. For avoiding freezing of stored 

goods, the temperature of gas at the outlet of 

turbo-expander should not be lower than -25 °C. 

Supply of used cold gas from cold store’s heat 

exchanger into the urban gas distribution network, 

requires secondary heating of gas from -23 °C to 

+5 °C which helps preserving the gas network from 

damages. 

The modification of widely applied gas distribution 

stations to electric power plant and cold store, allows 

producing large quantities of electricity and to set up 

an extremely large cold. 

Because of very little quantity of fuel-gas consumed 

by gas heaters the annual operational cost of suggested 

technology is little too. 

The suggested method for reversal design of the 

cold store can be applied in other heating and cooling 

technologies. 
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Abstract: Purpose: The oil and gas gathering and processing facility of Kuwait Oil Company is built with a nameplate capacity of X 
MBOPD (thousand barrels oil per day) with 50% water cut. However, the facility was operating with a water cut of 35%. This 
comprehensive technical study was conducted to evaluate possibility of increasing oil processing capacity of this facility in line with 
current lower water cut and other operational flexibilities available in the facility without utilizing its design margin. Topic: This 
paper shares an innovative approach to increase name plate capacity of oil and gas processing facility utilizing available operational 
flexibility and operational margins with minor modification. It shares a case study where facility capacity is increased by around 19% 
without utilizing design margins of equipment or pipeline. Method: The study includes theoretical verification and analysis of all 
major equipment and piping to identify available capacity and limitation, in order to utilize available additional margin and to 
propose debottleneck options to overcome limitations. Achievement: The study confirmed that, facility name plate capacity can be 
revised from X MBOPD (with 50% w.c (water cut)) to X + 32 MBOPD (with: 45% w.c) minor modification in separator and 
utilizing margin available in feed specification of desalter trains. 

 
Key words: Debottlenecking, capacity enhancement, production. 
 

1. Introduction 

The design philosophy adopted for oil and gas 

facility is different than philosophy of a typical plant 

of refinery or a petrochemical complex. Unlike these 

units, oil and gas facility is always subjected to 

change in feed stream in terms of physical/chemical 

properties, water cut, GOR (gas oil ratio) etc. This 

unique characteristic of changing feed stream requires 

designer to ensure provision of adequate flexibility in 

design of oil and gas facility for forecasted changes of 

feed stream. However, it is observed that, such 

flexibilities are not utilized during initial years of 

operation of facility when the feed has not changed 

from its original specification especially in terms of 

water cut. The innovative approach adopted at Kuwait 

Oil Company to increase nameplate capacity of oil 

and gas gathering and processing center utilizes this 
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available operational flexibility and additional margin 

of facility. However, it is ensured that, no design 

margin of equipment or piping is utilized in order to 

increase processing capacity of facility. 

2. Methodology 

The methodology adopted for this systematic 

evaluation of facility to implement this innovative 

approach is listed below [1]:  

(1) Review current oil and water potential of facility 

and compare it with forecasted figures; 

(2) Review design capacity of each equipment of 

facility to identify its processing capacity and 

limitations; 

(3) Identify equipment or piping with limitations for 

increase in processing capacity; 

(4) Evaluate possible modifications to overcome 

limitations of these equipment or piping; 

(5) Re-evaluate equipment for increase in 

processing capacity after possible modification; 

D 
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(6) Establish a revised processing capacity of 

facility based on proposed process or operational 

modifications; 

(7) Implement modifications once the viability is 

confirmed; 

(8) Carry out separate performance testing of each 

equipment at higher established capacity; 

(9) Carry out performance testing of complete 

gathering center and revise the name plate capacity. 

2.1 Review Current Oil and Water Potential of Facility 

and Compare It with Forecasted Figures 

The water cut of feed stream plays a vital role in 

this innovative approach. The water cut is the main 

parameter which changes significantly over years. 

Due to this, the facilities are always designed 

considering expected future water cut to be realized 

during life of facility or till new facility expansion is 

planned. This innovative approach makes use of the 

additional margin available to handle this water till 

actually realized. 

In our case, the review of current and forecasted 

values of water cut revealed that, facility currently 

operates at much lower water cut than what is 

anticipated in future. Moreover, it was also noticed 

that, expected higher water cut will be realized after 

no. of years. This information played a vital role in 

deciding a way forward for utilization of available 

margin of water handling, for increasing crude oil 

processing. 

2.2 Review Design Capacity of Each Equipment of 

Facility to Identify Its Processing Capacity and 

Limitations 

The next step is to review design capacity of each 

equipment of facility, after establishing significant gap 

in current water cut and expected future water cut and 

the duration in realizing this water cut. The step is to 

evaluate processing capacity of each equipment for 

possible increase of oil processing, utilizing margin 

available due to lower water cut than design. All 

major equipment e.g., headers, separators, tanks, 

heaters, desalters, pumps, control valves, etc. are 

checked for possible increase in oil processing 

capacity utilizing available margin due to lower water 

cut. It required to review all relevant datasheets, P & 

IDs (process & instrument diagrams), current 

operating trends, design basis, etc. to identify design 

capacity of major equipment and pipelines. It may be 

required to carry out simulation of segments of 

facilities to get better understanding of capacity (e.g., 

common headers, piping etc.). Each equipment shall 

be evaluated for its processing or handling capacity of 

all the fluids, i.e., crude oil, water, gas and condensate 

as applicable and shall be tabulated for better analysis. 

Below is simplified table for LP (low pressure) 

separator developed during this analysis.  

2.2.1 Separation Trains 

The facility is equipped with three low pressure 

separation trains. The gas separated from separators is 

further handled in accumulator. Below Table 1 shows 

capacities of each main component of separation train. 

It is required to develop similar tables for all 

equipment and piping of facility and carry out analysis 

for each of these equipment to understand the 

limitations and capabilities. Based on this, we need to 

identify most limiting units of facility which restricts 

the facility operation at higher capacity. During this 

evaluation, it was observed that, all equipments and 

piping have potential to increase oil processing 

capacity from current level of X MBOPD (thousand 

barrels oil per day) with 50% water cut to X + 32 

MBOPD with 45% water cut or even more. However, 

the limitation was observed in oil and gas separator 

and desalter units which were limiting oil processing 

capacity to X MBOPD [2-8]. 

2.3 Identify Equipment or Piping with Limitations for 

Increase of Processing Capacity 

Once design capacities for oil, water and gas are 

tabulated for all equipment and piping, it required to 

start evaluation in detail. All the equipments and  
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Table 1  Capacity of main components of oil and gas processing facility. 

System Equipment Oil, MBOPD Water, MBWPD Gas, MMSCFD 

Capacity for one separation train (three phase mode) 

Separator LP separator A C E 

Control valves 

Crude oil LCV B - - 

Water LDVC - D 
- 
 

Gas export PCV 
Flare PCV 

- - 
F 
F 

One separation train 
Max. operating capacity 
of one separator train 

A C F 

Capacity of gas handling units D/S of separator 

LP gas accumulator  C-1202 A & B - - G  

Export pipeline  LP gas export pipeline - - H 

Three separation train  
Max. operating capacity 
of three separator trains 
(in three phase mode) 

A + A + A 
(limited by oil separation 
capacity of Sep.) 

C + C + C 
(limited by water separation 
capacity of Sep.) 

H 
(limited by LP gas 
export pipeline)  

MBWPD—thousand barrels water per day, MMSCFD—million standard cubic feet per day. 
 

piping which are designed to handle more oil, water 

and gas than overall capacity of facility shall be 

identified and extra margin available in each of these 

equipment, shall be tabulated separately. All the 

equipments which limit the processing or handling 

capacity of oil, water and gas with respect to current 

water cut or expected future water cut shall be 

identified and tabulated separately. During our study, 

we have identified that, LP separator and desalter are 

main equipments which restrict the overall processing 

capacity of facility. The observed limitation in these 

equipments is explained below. 

2.3.1 Oil and Gas Separator 

All LP separators in current configuration are 

designed for operation in three phase mode to process 

around X MBOPD with 50% water cut. However, 

these separators are currently operated in two-phase 

mode with water cut of around 35%. This has 

increased overall processing load on oil withdrawal 

piping and control valves of separators, as both oil and 

water are withdrawn from oil withdrawal piping in 

two phase mode of operation. Moreover, it was not 

possible to operate this separator in three-phase mode 

due to certain operational limitations. So, it was 

decided to identify a suitable modification to 

overcome this limitation [2-4, 7, 8]. 

2.3.2 Desalter 

The desalter has design capacity to process oil X + 

13 MBOPD with 10% water in feed stream. As our 

objective was to maximize processing capacity of 

desalter, which is most vital unit and controlling factor 

of facility for increasing processing capacity, so, it 

was decided to identify suitable option to further 

increase desalting capacity of this facility [5, 6, 8]. 

2.4 Evaluate Possible Modifications to Overcome 

These Bottlenecks of These Equipment or Piping 

2.4.1 Oil and Gas Separator 

It was decided to modify the control loop for liquid 

level and interface level of separator. The current 

configuration of interface level control by 

LDIT/LDCV (level differential indicator and 

transmitter/level differential control valve) (installed 

on water outlet line) and liquid level control by 

LIT/LCV (level indicator and transmitter/level control 

valve) (installed on oil outlet line) was modified. As 

per new modification, both LDCV and LCV were 

controlled by LIT (liquid level). This facilitated 

two-phase operation of separator with both oil and 

water outlet lines, in operation which subsequently 

increased liquid handling capacity of separator which 

was previously limited as all liquid, was withdrawn 
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only from oil outlet line. There was a design 

flexibility available in this separator to divert liquid 

withdrawn from water outlet line either to effluent 

water tank or to wet crude oil tank. This flexibility 

allowed two-phase operation of separator with liquid 

withdrawn from both oil and water outlet lines. Below 

is simplified Table 2 developed for design capacity of 

separator trains to evaluate possible increase in 

capacity after proposed modification [2, 7, 8]. 

2.4.2 Desalter 

The operational and quality parameters were 

checked to identify scope of increasing processing 

capacity of desalter. It was observed that, feed stream 

of desalter was containing around 0.5% water cut due 

to significantly higher residence time in wet tanks. 

Whereas, the desalter was designed to handle 10% 

water cut in feed stream. It was decided to utilize  

this additional margin to increase oil processing 

capacity of desalter. Below is a simplified table 

showing analysis of desalter system based on 

operation with 0.5% water in feed stream instead of 

10% [5, 6, 8]. 

2.5 Re-evaluate Equipment for Increase in Processing 

Capacity after Possible Modification 

After completing above mentioned steps, we need 

to reevaluate the capacity of these equipments to 

finalize revised capacity w.r.t water cut as tabulated in 

Table 3. Any limitation in gas handling capacity shall 

also be considered, if applicable, to finalize overall 

crude oil handling capacity. 

2.5.1 Oil and Gas Separator 

The processing capacity of oil and gas separator 

was reevaluated with this proposed modification of 

utilization of both oil and water outlet lines for liquid 

withdrawn in two phase operation. It was evident that, 

processing capacity of X + 32 MBOPD with 45% 

water cut can be achieved by these separators after 

this modification. The water handling capacity is 

limited to 45% due to utilization of some of the water 

handling capacity by oil and further limitation from 

wet tank filling line. 

2.5.2 Desalter 

The re-evaluation of processing capacity of desalter 

has confirmed that, utilization of available margin in 

water cut of feed stream, which is designed for 10% 

but realized as 0.5%, will increase processing capacity 

of desalter to X + 32 MBOPD. This reevaluation shall 

be carried out after detailed technical verification of 

system followed by no. test runs. We generally 

depend  upon  the  historical  operating  data  and 

laboratory analysis data for such evaluation. We can 

conclude that, water cut will not increase more than 

0.5% based on historic data but care shall be taken 

because any increase of water cut above 0.5% will 

directly affect the crude oil export quality as desalter  
 

Table 2  Revised capacities for LP separator trains (for two phase operation post modification). 

System Equipment Oil, MBOPD Water, MBWPD Gas, MMSCFD 

Capacity for one separation train (two phase mode) 

Separator LP separator A C E 

Control valves 
Crude oil LCV B - - 

Gas export PCV 
Flare PCV 

- - 
F 
F 

One separation train 
Max. operating capacity 
of one separator train 

A C F 

Capacity of gas handling units D/S of separator 

LP gas accumulator  C-1202 A & B - - G 

Export pipeline  LP gas export pipeline - - H 

Three separation train  
Max. operating capacity 
of three separator trains 
(in two phase mode) 

A + A + A + 32 
or X + 32 
(limited by desalter capacity 
of Sep.) 

C + C + C 
(limited by water 
separation capacity of 
Sep.) 

H 
(limited by LP gas 
export pipeline) 
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Table 3  Review of current capacities. 

System Equipment Normal flow, MBOPD Remarks 

Heater Four no. of heaters X + 37  

Desalter Two no. of desalters 

X + 15  
(if feed water cut is 10%)

If the feed water cut to desalter is 10% then overall 
capacity of desalter will remain limited to X + 15 MBOPD

X + 32  
(if feed water cut is 0.5%)

However, as the current w.c. is around 0.5%, the effective 
desalter capacity will increase to X + 32 MBOPD utilizing 
extra margin available for water 

Desalter back pressure 
control valve 

Two no. of PCVs for 
two trains 

X + 63  

 

shall be operating at its max. handling capacity utilizing 

extra margin available for water processing. It may be 

possible to take a conservative approach of 

considering 1% water cut in feed stream instead of 

0.5% to give some margin for unexpected operational 

disturbances in the facility [1]. 

2.6 Establish a Revised Processing Capacity of 

Facility Based on Proposed Process or Operational 

Modifications 

The whole facility was reevaluated for revised 

processing capacity based on proposed modifications. 

During this step, most limiting figures of oil, water 

and gas are considered for the equipment which will 

define the overall capacity of facility. It was 

established that, whole facility is capable to process X 

+ 32 MBOPD oil with 45% water cut and with GOR 

of 600. All equipments are capable to process even 

more oil and water, but the limitation of X + 32 

MBOPD is based on max. possible processing 

capacity of desalter and limitation 45% water cut is 

from separation capacity of oil and gas separator/wet 

tank. The limitation for gas handling capacity is based 

on limitation of gas export pipeline [1]. 

2.7 Implement Modifications Once the Viability Is 

Confirmed 

The main modification of change in control loop of 

separator was implemented after complying company 

procedure of management of change. The formal 

study was conducted to evaluate any adverse impact 

on separation operation due to this modification. The 

study and review was jointly conducted by engineers 

from production operations team, technical services 

team, maintenance team and health, safety & 

environment team. The change was mainly related to 

logic configuration change on DCS (distributed 

control system) so there was no major cost or time 

impact due to this physical change. 

There was no physical change in desalter unit, so it 

was decided to test desalter at higher capacity during 

performance test. The actual test was critical for 

desalter to ensure actual capability of these units to 

handle higher crude oil flow and also to ensure all 

quality parameters of salt in crude oil and BS & W 

(base sediments & water) are met. 

2.8 Carry out Separate Performance Testing of Each 

Equipment at Higher Established Capacity 

The next step is to verify findings of study by 

conducting actual field tests. It is recommended to 

carry out performance tests of each equipment in 

isolation to ensure each of these equipment is capable 

of processing higher flow of oil, water and gas. This 

will also eliminate the risk of any major problem in 

facility, if a limitation is faced during testing, as only 

one or two equipments will be processing higher flow 

rates of fluid. It is required to record all performance 

parameters while testing to ensure smooth operation 

of equipment within operating envelop meeting all 

quality requirements. It shall be ensured that, no 

design margin of any equipment or piping is utilized 

during performance testing. The testing shall be 

started only after proper planning is done and required 

coordination between all concerned teams is 

established. 



Innovative Approach to Increase Name Plate Capacity of Oil and Gas Gathering Centre 

  

865

2.9 Carry out Performance Testing of Complete 

Gathering Center and Revise the Name Plate Capacity 

The complete testing of whole facility will start 

once individual testing of each equipment is 

successfully completed, and the results show no 

limitation in any of the equipment or piping. If the 

results show any limitation during testing of 

individual equipment, then the study report shall be 

revisited for necessary amendments based on actual 

observations made during testing. It will also require 

to identify the bottleneck area in the system which 

was not identified during study phase. A detailed 

analysis is required to be conducted to find any option 

to eliminate this bottleneck. The option shall be 

implemented and again performance testing shall be 

carried out. If we cannot find any option to eliminate 

bottleneck then the capacity of this equipment and 

whole facility shall be revised for new figures. In brief, 

all steps from step B to step H shall be carried out 

again. 

In our case, the whole facility shall be tested at 

required production level (e.g., X + 32 MBOPD) to 

confirm capability of complete facility to process X + 

32 MBOPD with 45% water cut. It is also required to 

record all performance parameters while testing to 

ensure smooth operation of facility within operating 

envelop meeting all quality requirements. The name 

plate capacity can be revised after successful 

completion of testing of whole facility. 

3. Conclusions 

It is concluded that, most of the oil and gas facilities 

have potential to increase its name plate capacity 

(without utilizing design margin) in the early years of 

facility operation, when the forecasted figures of 

higher water cut, etc. are not realized, by 

implementing minor modifications and utilizing 

operational flexibilities available in the facility. Such 

innovative approach will result in significant 

financial/production gains for any organization. 
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Abstract: Effect of titanium dioxide (TiO2) and carbon additives in the respective positive and negative material properties and the 
influence on the performance of the battery were investigated. The electrode samples were characterized by BET (Brunauer Emmett 
Teller), XRD (X-ray diffractometer), SEM (scanning electron microscopy) and EIS (electrochemical impedance spectroscopy) to 
understand the surface area, phase, structure, morphology and electrical conductivity of the respective electrode material. The surface 
area was obtained as 2.312 m2·g-1 and 0.892 m2·g-1, respectively for 12% of activated carbon in the expander of negative and 0.70% of 
TiO2 (Titanium dioxide) in the PAM (positive active material). The structural analysis reveals an increase in the tetrabasic lead sulfate 
and also evidenced by well grown crystals in the PAM with the TiO2, respectively obtained by XRD and SEM techniques. The 
impedance spectra analysis shows an increase of electrical conductivity of negative active mass with temperature. The battery results 
showing two fold enhancements in the charge acceptance were attributed to the high surface area activated carbon in the NAM 
(negative active material). The materials properties of electrodes and their influence on the battery performance were discussed. 

 
Key words: Titanium dioxide, carbons, charge acceptance, lead acid battery. 

 

1. Introduction 

Lead acid batteries are the most versatile and reliable 

power source for cranking applications. These batteries 

are remaining as central electric power for starter and 

also ideal stop starts due to its safety and economy. For 

high voltage and power, assist functions of hybrid 

electric vehicle require high power storage systems to 

sustain repeated charge and discharge reactions even at 

high rate discharge or under the PSoC (partial state of 

charge) [1-3]. The present performances of lead acid 

batteries are not adequate for emerging applications. 

Therefore, research attention has been focused on to 

improve the specific energy, charge acceptance, rate 

capability and cycle life of the VRLA (valve regulated 

lead acid) battery. 

The lower specific energy is one of the major 

limitations of lead acid battery mainly due to poor 
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PAM (utilization of the positive active material) and 

also high atomic weight of the lead [4]. Several studies 

have been carried out on the positive active material by 

reducing the weight or improving the adhesive 

properties and or exploring intelligent additive, 

nanowires, etc., for better utilization of the positive 

active material [4-7]. Similarly, efforts were also made 

to improve charge acceptance and cycle life of battery 

by eliminating sulfation in the negative electrode. The 

progressive accumulations of sulfation with cycling 

may shorten the life or fail the battery. Nakamura, et al. [8] 

had successfully achieved in eliminating the sulfation 

in the negative by increasing the carbon content which 

further enhanced the life of the battery. The carbon of 

different grades is obviously an additive in the negative 

and was found to have beneficial effects on the material 

properties [9-18]. Some of these benefits are: 

improving conductivity of active mass, facilitating the 

formation of small isolated lead sulfate crystals, 

impeding the reaction of hydrogen evolution, and also 

acting as an electro-osmotic pump to diffuse acid into 
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the negative electrode. 

In this paper, an attempt has been made to develop 

battery with enhanced capacity, charge acceptance and 

life of the battery for emerging automobile applications. 

The titanium dioxide (TiO2) and the carbon materials 

are selected as additives in the respective positive and 

negative electrodes and characterized. The effects of 

additive on the material properties and performance of 

batteries were studied. 

2. Experiments 

2.1 Preparation of Positive and Negative Electrodes 

The positive active material was prepared by mixing 

up of lead oxide with different loading of x% TiO2 (x = 

0.35, 0.70 and 1.40). The DM (demineralized water) 

water and sulfuric acid were added to the dry mixture 

of active material under controlled temperature. 

Standard procedure was followed to obtain 

homogeneous paste of positive oxide. Similarly, the 

negative active material was prepared by mixing up of 

lead oxide with different grades of carbons (carbon 

black, black pearl and activated carbon). The loading 

of the carbon was 12% in the expander of negative 

electrode. The DM water and sulfuric acid content was 

added appropriately to the mixture and the standard 

procedure was followed to obtain homogeneous paste 

recipe of negative. The positive and negative oxide 

paste were applied on grids separately and then allowed 

to cure & dry under controlled temperature and 

humidity. The resultant electrodes were characterized 

and also used for assembling VRLA battery. 

2.2 Characterization of Electrode Materials 

The cured electrode materials were analyzed by 

chemical method to estimate the free lead, lead oxide 

and lead sulfate content. The surface area of the 

different grades of carbon powders and modified 

electrodes was estimated by the BET (brunauer 

emmett teller) method (Coulter SA3100). The 

structural studies were carried out by XRD (X-ray 

diffractometer) (PANalytical). The XRD spectra were 

recorded with CuK radiation (1.5418 Å) in the 2 
range from 10° to 80° and analyzed by X’pert 

software. 

The morphology of the electrodes was mapped by 

SEM-EDS (scanning electron microscopy coupled 

with energy dispersive spectroscopy) 

(HitachiS-3400N). SEM images and SEM-EDS spectra 

were recorded and mapped to understand the 

morphology of the crystals and elemental distribution 

in the respective electrodes. The EIS (electrochemical 

impedance spectroscopy) (novo-control) was used to 

evaluate the electrical conductivity of the electrode and 

data were analyzed by WinFIT software. 

2.3 Design and Testing of Batteries 

The VRLA battery configuration with rating of 5 Ah 

was selected for testing. The VRLA battery made up of 

modified positive and modified negative electrodes 

were coupled with regular negative and regular 

positive electrodes, respectively. The AGM (adsorbed 

glass mat) was used as separator to complete the 

VRLA design. The aqueous sulfuric acid with standard 

specific gravity was used as electrolyte. The electrical 

tests were carried out using LCN (life cycle network) 

circuits (Bitrode) and multi-functional electrochemical 

analyzer (Wonatech). The batteries were tested as per 

applicable JIS (Japanese Industrial Standard). 

3. Results and Discussion 

3.1 Chemical Analysis and Surface Area Studies 

The cured electrode materials consist of several lead 

compounds such as free lead, oxides, sulfates, etc. The 

PAM (positive active material) that consists of x% of 

TiO2 was analyzed by chemical method to ensure that, 

the free lead, sulfate and density contents were within 

the specification. The surface area of PAM with x = 

0.70% of TiO2 was 0.892 m2·g-1 [16]. 

The chemical analysis was also carried on the NAM 

(negative active material) samples consisting different 

grades of carbon. The lab results were found to be 

within the specification. The surface area analysis was 
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carried out on the carbon materials as well as NAM 

with different carbons. The surface area of carbon 

black, black pearls and activated carbon was found, 

respectively 82 m2·g-1, 1,450 m2·g-1 and 1,950 m2·g-1. 

The highest surface area of the NAM with activated 

carbon was found as 2.138 m2·g-1. 

3.2 Structural and Morphology Studies 

During curing, electrodes undergo chemical 

reactions to convert the free lead into the basics sulfates 

of different forms such as mono, tri and tetra basic. The 

formations of tri and tetra basic sulfate in the positive 

electrode would be beneficial effect on the capacity 

and life of the battery, respectively. The XRD spectra 

were recorded for all cured positive electrodes 

consisting of x% of the TiO2 (x = 0.35, 0.70 and 1.40) 

and observed XRD profiles are shown in Fig. 1. 

The lead, lead oxide, lead dioxide and tribasic lead 

sulfates (3BS) and tetrabasic lead sulfate (4BS) were 

calculated quantitatively by matching the observed 

spectral data with selected JCPDS (joint committee on 

powder diffraction standard) data. The selected JCPDS 

data are: 01-087-0663 (Pb), 01-078-1666 (PbO), 

01-072-2102 (PbO2), 01-088-0552 (3BS) and 

00-023-0333 (4BS). The concentration of 4BS was 

34%, 51% and 49%, respectively obtained in the 

positive electrode consisting 0.35%, 0.70% and 1.40% 

of TiO2. The 4BS was found appreciably higher which 

was obtained at higher temperature and humidity [11, 12]. 

The presence of 4BS in the positive electrode enhances 

the strength of electrode by interconnected structure 

and also porosity in the positive electrode [12]. The 

presence of 4BS in the PAM which enhance the cycle 

life of the battery may be due to improved structure 

stability and also better access of the acid throughout 

the electrode. Further, the crystallite size was 

calculated using Scherer’s formula and was found as 

25.70, 40.53 and 33.47 nm, respectively for 0.35%, 

0.70% and 1.40% of TiO2 in the PAM. The larger 

crystals have smaller surface area and vice versa. The 

crystals are larger for the x = 0.70% of TiO2 in PAM 

due to high concentration 4BS which is expected to be 

lower surface area, as evidenced by surface area 

analysis. The surface area of PAM was found to be 

relatively lower as compared to NAM. The present 

XRD and BET results are complementary to each other. 

The structure of the electrode plays a significant role in 

enhancing the cycle life of the battery for repeated 

cycling. 

The electrode structure build with well-defined 

crystals, optima size and shape and uniform 

distribution of elements are desired ways to improve 

the material properties of battery. The SEM images for 

different x% of TiO2 in the PAM were recorded and the 

typical SEM image of the positive electrode with   

0.70% of TiO2 in PAM was shown as inset in Fig. 2. 

The SEM images were found larger crystals and 

results are consistent with structural analysis by XRD 

where the structure consists of predominately 4BS. 

Further, SEM-EDS mapping was carried out to 

understand the distribution of the elements in the 

respective electrodes. The SEM-EDS mapping for 

PAM with 0.70% of TiO2 is shown in Fig. 2. It clearly 

shows the presence of titanium and its distribution  

throughout the electrode. 

The SEM images on the NAM were also analyzed 

and typical SEM image of activated carbon in the 
 

 
Fig. 1  The XRD spectra of the positive electrode with x% 
of TiO2. 
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Fig. 2  The SEM-EDS spectral mapping of the PAM with 
0.70% of TiO2 (inset figure is the SEM image). 
 

expander of negative is shown as inset in Fig. 3. The 

SEM image shows the well-defined crystals with much 

smaller in size and shape. The smaller crystals have 

larger surface area and vice versa. The improved 

material properties were attributed to the presence of 

high surface area (1,950 m2·g-1) activated carbon in 

NAM which controls the sulfate crystals. The 

SEM-EDS spectral mapping of the NAM with 

activated carbon is shown in Fig. 3. The SEM-EDS 

spectral analysis confirms the presence of the carbon in 

the NAM and also uniform distribution throughout the 

NAM electrode [15, 16]. 
 

 
Fig. 3  The SEM-EDS spectral mapping of the NAM with 
activated carbon (inset figure is the SEM image). 

3.3 Impedance Spectroscopy Studies 

The EIS is very informative tool to understand the 

physical parameters of the materials. The EIS studies 

have been carried out on the NAM with activated 

carbon at ambient and also at different temperatures. 

The impedance spectra of NAM consisting activated 

carbon at different temperatures are shown in Fig. 4. 

Fig. 4 clearly shows the formation of semi-circle on 

the NAM within the temperature range. It is worth to 

mention that, the semi-circle of active mass changes 

with temperature indicates decreasing the bulk 

resistance (Rb) of the NAM with temperature. In other 

words, the electrical conductivity of the active mass 

increases with temperature and was attributed to the 

presence of activated carbon in the NAM. 

3.3 Battery Studies 

The influence of the positive active material properties 

on the battery was studied on VRLA battery with 

modified positive (with TiO2) electrode and regular 

negative electrode. The AGM separator was used to 

separate the electrodes and also avoid internal shorting. 

The aqueous sulfuric acid with standard specific 

gravity was used as electrolyte. The battery parameters 

such as capacity, HRD (high rate discharge) and    

CA (charge acceptance) were evaluated as per JIS 

standard [16]. The electrical performance of the batteries 
 

 
Fig. 4  Impedance spectra of the NAM with activated 
carbon. 
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consisting x% of TiO2 in PAM is shown in Fig. 5. 

Fig. 5 shows the significant improvement in the 

charge acceptance of the battery of the PAM with x% 

of TiO2. Further, the capacity of the battery meets the 

standard but was found lower values in case of HRD 

may be due to surface area and electrical properties of 

the positive active materials. 

In order to understand the role of different grade 

carbon in the expander of negative electrode, the 

VRLA battery with modified negative (carbon) and 

regular positive and electrodes were wrapped with 

AGM separator and aqueous sulfuric acid was used as 

electrolyte. The battery parameters such as capacity, 

HRD and CA of the battery were evaluated as per the 

JIS standard. The electrical performance of the battery 

with different grades of carbons in NAM is shown in 

Fig. 6. 
 

 
Fig. 5  The electrical performance of battery consisting x% 
of TiO2 in PAM. 
 

 
Fig. 6  The electrical performance of battery with different 
grades of carbon in NAM. 

 
Fig. 7  Discharge profile of the battery at different C-rates. 
 

From Fig. 6, it is confirmed that, the capacity and 

HRD results were found to be marginal whereas 

significant improvement, by two fold, of charging 

acceptance of the negative. The two fold enhancement 

was attributed to the presence of high surface area 

(1,950 m2·g-1) activated carbon improves the material 

properties of the active mass and also alleviate the 

sulfation. Therefore, the battery consists of negative 

active material blended with activated carbon can 

deliver high energy and power and expected to meet 

the electric power requirement for emerging 

automobiles. 

Further, these batteries were evaluated at different 

loads at lab scale to understand the rate capability of 

batteries. The rate capability of the batteries could be 

achieved either by reducing the thickness of the 

electrodes or conductive additives in the electrodes. 

These batteries with negative consists of activated 

carbon were tested at different C-rates. The typical 

discharge profiles of the batteries are shown in Fig. 7. 

The discharge capacities were obtained at 0.10 C and 

1.0 C are 5.8 Ah and 3.5 Ah, respectively [16]. 

4. Conclusions 

The presence of the titanium dioxide in the positive 

active material was found to be beneficial in enhancing 

the tetra basic lead sulfate which in turn enhances the 

life of the battery. The high surface area activated 

carbon in the negative electrode improves the capacity 
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and HRD marginal. Apart from enhanced electrical 

conductivity of the active mass, a profound impact was 

observed on the charge acceptance of the battery and 

was attributed to carbon in the negative electrode. It 

was concluded that, the selective grade of carbon in the 

negative electrode pronounced a beneficial effect on 

the performance of the lead acid batteries for emerging 

automobile applications. 
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Abstract: In the deregulated economy, the maximum load forecasting is important for the electric industry. Many applications are 
included such as the energy generation and purchasing. The aim of the present study is to find the most suitable models for the peak 
load of the Kingdom of Bahrain. Many mathematical methods have been developing for maximum load forecasting. In the present 
paper, the modeling of the maximum load, population and GDP (gross domestic product) versus years obtained. The curve fitting 
technique used to find that models, where Graph 4.4.2 as a tool used to find the models. As well, Neuro-Fuzzy used to find the three 
models. Therefore, three techniques are used. These three are exponential, linear modeling and Neuro-Fuzzy. It is found that, the 
Neuro-Fuzzy is the most suitable and realistic one. Then, the linear modeling is the next suitable one. 

 
Key words: Neuro-Fuzzy, peak loads, population, GDP, Graph 4.4.2, curve fitting. 
 

1. Introduction 

As it is well known, the load forecasts divided into 

three categories. These types are the short-term 

forecasts are for a period of one hour to one week, 

medium forecasts for period of a week to a year, and 

the third type is the long-term forecasts, which are 

longer than a year. Most load forecast methods use 

statistical techniques or artificial intelligence 

algorithms such as neural networks, fuzzy logic and 

expert systems. 

Load forecasting helps an electric utility in making 

important decisions including as mentioned earlier 

such as decisions on purchasing and generating 

electric power. Also, more decisions are load 

switching, area planning and development. Demand 

for electric power typically depends on several 

conditions such as GDP (gross domestic product) and 
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the population. These factors are taken into 

consideration to estimate the maximum load for 

Kingdom of Bahrain on the long term. 

In the present paper, the maximum annual loads for 

Kingdom of Bahrain for the years 2003-2014 which 

means twelve years are considered. Based on these 

annual loads, the model is made using the curve fitting 

technique through using the package Graph 4.4.2. 

Using this package, a number of models are made. 

Graph 4.4.2 is a program designed to draw graphs of 

mathematical functions in a coordinate system and 

similar things. It is a standard Windows program with 

menus and dialogs. At the same time, it is capable of 

drawing standard functions, parametric functions, 

polar functions, tangents, point series, shadings and 

relations. It is also possible to evaluate a function for a 

given point, trace a graph. Graph 4.4.2 is an open 

source application used to draw mathematical graphs 

in a coordinate system. 

Qader, et al. [1] in their paper, present study 
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considering maximum electric load of Kingdom of 

Bahrain over a period of five years. Monte Carlo 

method used, where its basic variables are presented 

and discussed from the standard deviation and reserve 

point of view. The results compared on a weekly and 

yearly basis. Almeshaiei, et al. [2] in their study, a 

pragmatic methodology was used as a guide to 

construct electric power load forecasting models. The 

methodology they used based on decomposition and 

segmentation of the load time series. In their study, 

real data for Kuwait were used. Finally, they obtained 

the results, which helped in getting the forecast load 

for future. Qamber [3] in his study, derived a number 

of models to estimate the electrical demand for future 

load in Kingdom of Bahrain. The models derived in 

away describing the electric power demand during 

summer period. Tawalbeh, et al. [4] in their study, 

presented a nonlinear method to estimate the 

consumed energy in distribution feeders. The 

proposed procedure uses the statistical solution 

algorithm to analyze the active energy monthly 

consumption, which enables one to estimate the 

energy consumption during any period of the year. 

The effective of the proposed method is demonstrated 

by comparing the simulated results with that of real 

measured data. Qamber [5] in his study, proposes the 

impact of the air temperature on electricity demand as 

expected. The study concentrated on the period 

through the years 2009 until 2012. The results 

obtained using the curve fitting technique. In the study, 

it is concentrated on the lower, average and maximum 

loads. Three scenarios carried out and their models 

obtained. Ryu, et al. [6] in their study, which carried 

out on the base of Super Grade Hotels that have 

high-energy consumption per unit area cause a 

massive amount of load. The study is concentrated on 

analyzing the energy consumption by using electricity 

load data. The study carried out to reduce the amount 

of electricity and peak load through the management 

and energy efficiency improvement of the large hotels. 

Koo, et al. [7] in their study performed short-term 

electric load forecasting using three methods and 

compared each result. The authors used K-means and 

k-NN (k-nearest neighbors algorithm) to eliminate 

error from calendar based classification before making 

a forecasting model. The authors compared three 

methods such as artificial neural networks, SES 

(simple exponential smoothing) and GMDH (group 

method of data handling). Upshaw, et al. [8] in their 

article discuss the development of a model for 

evaluating peak load reduction and change in overall 

energy consumption for a residential air conditioning 

compressor with and without condenser-side thermal 

storage. The model used simulated cooling load data 

for a typical home in Austin (Texas) based on summer 

2011. System performance varied depending on 

weather data. Kot, et al. in their paper [9] review 

maximum power point tracking algorithms dedicated 

for small wind turbines. Three algorithms used are 

discussed. Two of them are based on turbine static 

parameters, where the third one iteratively searches 

for optimum operating point and it does not require 

prior knowledge of the turbine. Barzin, et al. [10] in 

their article, present an analysis of a price-based 

control system in conjunction with energy storage 

using phase change materials for two applications. 

Their results showed the importance of selecting a 

suitable price constraint to examine the benefits. 

2. Annual Peak Load Demand 

The available historical data for the period 2003 

until the year 2014 helped the present study to carried 

out for estimated values. The factors mentioned in the 

previous section used to form the models, which help 

to estimate the annual maximum load for Kingdom of 

Bahrain. These factors summarized as follows: 

 the population; 

 the GDP; 

 the years (time). 

The first two factors depend on the behavior of the 

human. These factors vary from country to country. 

Back again to the third factor, this factor depends on 
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the load itself. The last factor depends on the power 

system of the Kingdom of Bahrain. 

By collecting and analyzing more electric load 

demand information, this will help the improvement 

the knowledge of loads in electric power systems. 

The load modeling and forecasting based on several 

factors influencing the load demand. Some factors are: 

 time factors: time of the day, day of the week and 

time of the year; 

 climate factors: temperature, humidity, etc.; 

 previous load values; 

 load curve patters. 

The power trading and the EEM (electrical energy 

management) topics introduced in Kingdom of 

Bahrain, because it reached a specific concern due to 

its contribution to economic development and 

environmental advancement. The power trading and 

EEM have a logical outcome and the planning of 

varieties of initiatives that deployed to reduce energy 

and fuel consumptions. Power trading can be used to 

reduce the cost of the unit energy which used by the 

consumer and run the system base on the economic 

reason. 

The EEM is used when there is a growing demand 

where the demand load expected to be more than the 

generation, also it is used when there is a shortage in 

resources “fuel, finance, or energy”. EEM can be used 

on the demand side to reduce the cost of purchasing 

electric energy. 

There are several types of load management 

techniques [11]. The EEM will be used in the 

planning and implementing of the power trading 

activities to supply peak load demand. The objective 

of EEM is to influence Bahrain to pre-plan their 

electricity generation in consideration to achieve peak 

demand in most economical basis. A typical load 

curve for typical electricity grid is shown in Fig. 1. 

3. Annual Peak Load Modeling 

While it is important to determine the estimated 

peak load based on the actual values for Kingdom of 

 
High summer demand day       High winter demand day 

Fig. 1  Load curves for typical electricity grid. 
 

Bahrain through the years 2003 till 2014, it is 

necessarily to find the suitable technique for that 

purpose which is Graph 4.4.2. The technique helps to 

find the most suitable model for the available peak 

load data. The obtained estimated values through the 

period 2003 till 2025. 

Eq. (1) illustrates the variation of maximum load 

demand model (exponential model) for Kingdom of 

Bahrain through the years (2003-2014). The results 

coming out of the derived estimated peak load values 

equation for the period 2003-2025 are shown in the 

present article. The results are illustrated in Fig. 2 and 

listed in Table 1. The same data modeled as a linear 

model, where Eq. (2) represents the growth variation 

of maximum load and estimated that load for the 

period 2003-2025 using the linear model. These 

results are illustrated in Fig. 3 and listed in Table 2. 

maximum estimated load (x) = 

(5.7382629 × 10-57) × (1.0707155)x      (1) 

maximum estimated load (x) = 

(154.2028x) – 307,365.15        (2) 

where: 

maximum estimated load (x): the maximum 

estimated load as a function of year (x): 

x: the year. 

In the present paper, the model created tested for 

with actual data available to examine the model and 

find wither its forecasted values are acceptable or not. 

After that, the model will be used to forecast the 
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Fig. 2  Actual and estimated maximum load for Kingdom of 
Bahrain using exponential model. 
 

Table 1  Actual and estimated peal load using exponential 
modeling. 

Year 
Actual peak load 
(MW) 

Estimated peak load 
(MW) 

2003 1,535 1,570 

2004 1,632 1,681 

2005 1,725 1,800 

2006 1,906 1,928 

2007 2,136 2,064 

2008 2,314 2,210 

2009 2,438 2,366 

2010 2,708 2,533 

2011 2,871 2,713 

2012 2,880 2,904 

2013 2,917 3,110 

2014 3,152 3,330 

2015  3,565 

2016  3,817 

2017  4,087 

2018  4,376 

2019  4,686 

2020  5,017 

2021  5,372 

2022  5,752 

2023  6,158 

2024  6,594 

2025  7,060 
 

maximum power for the next ten years. Expected error 

for the forecasted period is the same error percentage 

found for the previous period. This paper presents 

acceptable predicators result values. It is clear that, the 

model in the present paper was used to predict the 

peak load for two periods. The first period is the 

actual peak load period (2003-2014), while the second 

period is the estimated peak load period (2015-2025). 

 
Fig. 3  Actual and estimated maximum load for Kingdom of 
Bahrain using linear model. 
 

Table 2  Actual and estimated peak load using linear 
modeling. 

Year 
Actual peak load 
(MW) 

Estimated peak load  
(MW) 

2003 1,535 1,503 

2004 1,632 1,657 

2005 1,725 1,811 

2006 1,906 1,966 

2007 2,136 2,120 

2008 2,314 2,274 

2009 2,438 2,428 

2010 2,708 2,582 

2011 2,871 2,737 

2012 2,880 2,891 

2013 2,917 3,045 

2014 3,152 3,199 

2015  3,353 

2016  3,508 

2017  3,662 

2018  3,816 

2019  3,970 

2020  4,125 

2021  4,279 

2022  4,433 

2023  4,587 

2024  4,741 

2025  4,896 
 

Table 3 illustrates the actual values of the maximum 

loads and the date of occurrence through the years 2009 

till 2014. The prediction of the peak load is helping to 

measure progress in planning and management 

activities for future. The data used in this study were 

for several years of the demand loads in the Kingdom 

of Bahrain. The models obtained are simple in term of 

equation used to calculate the estimated peak loads. 
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Table 3  Actual peak load values and date of occurrence. 

Year Date Load (MW) 

2009 24-Aug.-09 2,438 

2010 25-Aug.-10 2,708 

2011 7-Aug.-11 2,812 

2012 23-Jul.-12 2,880 

2013 4-Sep.-13 2,917 

2014 21-Aug.-14 3,077 

4. Annual Number of Population Modeling 

It is important to obtain the population of Kingdom 

of Bahrain based on the actual values for the period 

2003-2014. For this purpose, it is necessarily to find 

the suitable package for that aim which is Graph 4.4.2. 

The package helps to find the most suitable model for 

the available population data. The obtained model 

helps to find the estimated values of the population 

through the period 2003 till 2025. 

Eq. (3) shows the variation of population model 

(exponential model) for Kingdom of Bahrain through 

the years (2003-2014). The results coming out of the 

derived estimated population values equation for the 

period 2003-2025 are shown in the present article. 

These results are shown in Fig. 4 and listed in Table 4. 

The same data modeled as a linear model, where Eq. (4) 

represents the growth variation of population and 

estimated that, number of population for the period 

2003-2025 using the linear model. These results are 

illustrated in Fig. 5 and listed in Table 5. 

population (x) = (5.2979177 × 10-37) × 1.0496942x 

  (3) 

population (x) = (50,242.864x) – 99,828,751    (4) 

where: 

population (x): the estimated population as a 

function of year (x): 

x: the year. 

In the present article, it is presented the results 

which appear to be strong predicators of 

implementation progress. It is clear that, the model is 

used to in the present paper to predict the future 

population for two periods. The first period is the 

actual population statistics period (2003-2014), while 

the second period is the estimated population of 

Kingdom of Bahrain period (2015-2025). 

The prediction of the population is helping to measure 

progress in planning and management activities for 

future. 

5. Annual GDP Values Modeling 

The GDP is the primary indicator factor to measure 

the health of a country’s economy. This indictor 

represents the total BD (Bahraini Dinars) value of 
 

 
Fig. 4  Actual and estimated number of population for 
Kingdom of Bahrain using exponential model. 
 

Table 4  Actual and estimated number of population using 
exponential modeling. 

Year Population (actual) Population (estimated) 

2003 764,519 818,255 

2004 823,744 858,918 

2005 888,824 901,601 

2006 960,425 946,405 

2007 1,039,297 993,436 

2008 1,103,496 1,042,804 

2009 1,178,415 1,094,625 

2010 1,228,543 1,149,022 

2011 1,195,020 1,206,122 

2012 1,234,900 1,266,059 

2013 1,274,800 1,328,975 

2014 1,316,500 1,395,017 

2015  1,464,341 

2016  1,537,110 

2017  1,613,496 

2018  1,693,677 

2019  1,777,843 

2020  1,866,192 

2021  1,958,931 

2022  2,056,278 

2023  2,158,463 

2024  2,265,726 

2025  2,378,320 
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Fig. 5  Actual and estimated number of population for 
Kingdom of Bahrain using linear model. 
 

Table 5  Actual and estimated number of population using 
linear modeling. 

Year Population (actual) Population (estimated) 

2003 764,519 807,706 

2004 823,744 857,948 

2005 888,824 908,191 

2006 960,425 958,434 

2007 1,039,297 1,008,677 

2008 1,103,496 1,058,920 

2009 1,178,415 1,109,163 

2010 1,228,543 1,159,406 

2011 1,195,020 1,209,649 

2012 1,234,900 1,259,891 

2013 1,274,800 1,310,134 

2014 1,316,500 1,360,377 

2015  1,410,620 

2016  1,460,863 

2017  1,511,106 

2018  1,561,349 

2019  1,611,591 

2020  1,661,834 

2021  1,712,077 

2022  1,762,320 

2023  1,812,563 

2024  1,862,806 

2025  1,913,049 
 

consumed electric power produced plus all goods and 

services over a specific period of time. This means 

this will measure the size of the economy of the 

country. The GDP expressed as a comparison to the 

previous quarter or year. Therefore, it is important to 

obtain the GDP of Kingdom of Bahrain based on the 

actual values for the period 2003-2014. For this 

purpose, a suitable technique for this aim needed is 

Graph 4.4.2. The technique helps to find the most 

suitable model for the available GDP data. The 

obtained model helps to find the estimated values of 

the GDP through the period 2003 till 2025. 

Eq. (5) shows the variation of GDP model 

(exponential model) for Kingdom of Bahrain through 

the years (2003-2014). The results coming out of the 

derived estimated GDP values equation for the period 

2003-2025 are shown in the present study. The results 

are shown in Fig. 6 and listed in Table 6. The same 
 

 
Fig. 6  Actual and estimated GDP values for Kingdom of 
Bahrain using exponential model. 
 

Table 6  Actual and estimated GDP values using 
exponential modeling. 

Year 
Actual GDP 
(billion $) 

Estimated GDP 
(billion $) 

2003 11.08 12.97 

2004 13.15 14.30 

2005 15.97 15.77 

2006 18.51 17.38 

2007 21.73 19.17 

2008 25.71 21.14 

2009 22.94 23.30 

2010 25.71 25.70 

2011 29.04 28.33 

2012 30.36 31.24 

2013 32.79 34.45 

2014 34.78 37.99 

2015  41.88 

2016  46.18 

2017  50.92 

2018  56.15 

2019  61.92 

2020  68.27 

2021  75.28 

2022  83.01 

2023  91.53 

2024  100.92 

2025  111.28 
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data modeled as a linear model, where Eq. (6) 

represents the growth variation of GDP and estimated 

that GDP values for the period 2003-2025 using the 

linear model. These results are illustrated in Fig. 7 and 

listed in Table 7. 

GDP (x) = (1.3011731 × 10-84) × (1.1026447x)  (5) 

GDP (x) = (2.0979371x) – 4,190.2258     (6) 

where: 

GDP (x): the estimated GDP value as a function of 

year (x): 

x: the year. 

In the present paper, it presents the results, which 

appear to be strong predicators of implementation 

progress. It is clear that, the model used in the present 

paper is to predict the future estimated GDP values for 

two periods. The first period is the actual GDP 

statistics period (2003-2014), while the second period 

is the estimated GDP of Kingdom of Bahrain period 

(2015-2025). 

The prediction of the GDP is helping to measure 

progress in planning and management activities for 

future. The GDP represents the economic production 

and growth, which has a large impact on nearly 

everyone within that economy. A significant change in 

GDP usually has a significant effect on the stock 

market whether up or down. 

6. Minimum, Average and Maximum 
Percentages 

Earlier, the modeling of the annual maximum load, 

population and GDP carried out and obtained using 

the Graph 4.4.2. Both the exponential and linear models 

had obtained. As a summary of the results which 

shown earlier can be summarized in Tables 8 and 9. 

Table 8 shows the results for the exponential 

modeling and Table 9 illustrates the results of the 

linear modeling. By comparing the results obtained 

and listed in both Tables 8 and 9, it is clear that, the 

percentage error for the three variables (population, 

peak load and GDP), is less in linear modeling than 

that of the exponential modeling, which means it was 

 
Fig. 7  Actual and estimated GDP values for Kingdom of 
Bahrain using linear model. 
 

Table 7  Actual and estimated GDP values using linear 
modeling. 

Year 
Actual GDP  
(billion $) 

Estimated GDP  
(billion $) 

2003 11.08 11.94 

2004 13.15 14.04 

2005 15.97 16.14 

2006 18.51 18.24 

2007 21.73 20.33 

2008 25.71 22.43 

2009 22.94 24.53 

2010 25.71 26.63 

2011 29.04 28.73 

2012 30.36 30.82 

2013 32.79 32.92 

2014 34.78 35.02 

2015  37.12 

2016  39.22 

2017  41.31 

2018  43.41 

2019  45.51 

2020  47.61 

2021  49.71 

2022  51.80 

2023  53.90 

2024  56.00 

2025  58.10 
 

Table 8  Minimum, average and maximum percentages 
using exponential modeling. 

Population (%) 
Minimum 0.9 
Average 4.3 
Maximum 7.1 

Peak load (%) 
Minimum 0.8 
Average 3.9 
Maximum 6.6 

GDP (%) 

Minimum 1.3 

Average 7.0 

Maximum 17.8 
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Table 9  Minimum, average and maximum percentages 
using linear modeling. 

Population (%) 

Minimum 0.2 

Average 3.3 

Maximum 5.9 

Peak Load (%) 

Minimum 0.4 

Average 2.5 

Maximum 4.7 

GDP (%) 

Minimum 0.4 

Average 4.2 

Maximum 12.8 
 

more realistic. Therefore, it recommended following 

and using the linear modeling. 

7. Neuro-Fuzzy Technique 

The Neuro-Fuzzy systems are combination of 

advantages of the neural networks and fuzzy logic. It 

was noted that, neural networks have two main 

benefits. First, they are capable of learning non-linear 

mappings of numerical data. Second, they perform 

parallel computation. However, the operation of 

neural networks has also many weaknesses. Therefore, 

it is very hard to understand the meaning of weights, 

and the incorporation of prior knowledge into the 

system which is usually impossible. Fuzzy logic uses 

human understandable linguistic terms to express the 

knowledge of the system. This makes a possible close 

interaction between the system and human operator, 

which is a very desirable property. 

Therefore, the aim of Neuro-Fuzzy systems is to 

combine collectively the benefits of both approaches. 

Simply, the operation of the system is expressed as 

linguistic fuzzy expressions and learning schemes of 

neural networks that used to learn the system. In 

addition, Neuro-Fuzzy systems allow incorporation of 

both numerical and linguistic data into the system. 

The Neuro-Fuzzy system is also capable of extracting 

fuzzy knowledge from numerical data. 

The general model for the Neuro-Fuzzy system is 

shown in Fig. 8 which illustrates the five-layer 

connection for two inputs and one output. These five 

layers represent the Neuro-Fuzzy model, which is 

used to represent the population, GDP and years 

models are used to generate Bahrain peak load 

demand [12]. 

The operation of this system can be described layer 

by layer as follows: 

 Layer 1: fuzzification 

This layer consists of linguistic variables. Using 

membership functions of the linguistic variables Ai 

fuzzifies the crisp input Pmax. 

Usually, triangular, trapezoid, or bell-shaped 

membership functions are used. For example, the 

bell-shaped membership functions are defined as 

follows: 
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             (7) 

where, x is a fuzzy set, cc is its center and σc is its width. 
 

 
Fig. 8  A neural fuzzy inference system. 
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 Layer 2: rule nodes 

The second layer contains one node per each fuzzy 

if-then rule. Each rule node performs connective 

operation between rule antecedents (if-part). Usually, 

the minimum or the dot product is used as intersection 

AND. The union OR is usually done using maximum 

operation. In our example case the firing strengths αi 

of the fuzzy rules are computed according to: 

i = minA(x1), B(x2)}         (8) 

where, A(x1) and B(x2) are membership of input 

variables. 

 Layer 3: normalization 

In this layer, the firing strengths of the fuzzy rules 

are normalized according to: 

0

x r
m

i
i









                (9) 

 Layer 4: consequence layer 

This layer is related to consequent fuzzy label zi. 

The values of the singletons are multiplied by 

normalized firing strengths according to: 

0

m
x

r i
i

f z


              (10) 

 Layer 5: summation 

This layer computes the overall output as the 

summation of the incoming signals: 

0

m

s r
i

f f


               (11) 

Newton algorithm is the popular truncated approach 

to find a step size and direction in weight space that 

drives a cost function towards its minimum. Using 

Taylor’s expansion the cost function JN (w) can be 

locally approximated by the quadratic function Jang, 

et al. [12]: 
2

2

d ( ) d ( )1
( ) ( )

d 2 d
TN N

N N

J w J w
J w w J w w w w

w w
          (12) 

where, Δw is the weight vector update. 

The new Neuro-Fuzzy weight update vector can be 

found by minimization of Eq. (13). Differentiating 

that function with respect to w, and setting the result 

to zero will minimize Eq. (13): 

2

2

d ( ) d ( )

d d
N NJ w J w

w
w w

              (13) 

g = -HΔw                (14) 

where, g and H represent the gradient and Hessian of 

JN (wk), respectively. 

The fuzzy reasoning rules can be divided into four 

main types. For simplicity, only the two-input 

single-output model of the Neuro-Fuzzy system is 

now presented. Four types of the fuzzy rules can be 

described as follows: 

IF x1 is A1 AND x2 is A2 THEN y is B  (15) 

IF x1 is A1 AND x2 is A2 THEN y is z  (16) 

IF x1 is A1 AND x2 is A2 THEN y is f(x1, x2)  (17) 

IF x1 is aj, 1 AND x2 is aj, 2 THEN y is z    (18) 

where, xi is the i-th input variable, and Ai is the one of 

the linguistic variables defined for it. 

The fuzzy output variable y defined separately for 

each rule. In the first rule, the consequence of the rule 

is fuzzy set B, while the second rule uses a singleton. 

The consequence of third rule is a function of the 

input variable. The antecedent part of the fourth rule 

uses the reference values aj, i, when the firing strength 

of the rule is computed by measuring the distance 

between the inputs and the references. 

However, the operation of neural networks has also 

many weaknesses. For instance, in the popular 

multi-layer perception network the knowledge of the 

system distributed into the whole network as synaptic 

weights. Therefore, it is very hard to understand the 

meaning of weights, and the incorporation of prior 

knowledge into the system is usually impossible. 

Fuzzy logic uses human understandable linguistic 

terms to express the knowledge of the system. This 

makes possible a close interaction between the system 

and human operator, which is very desirable property. 

Therefore, the aim of Neuro-Fuzzy systems is to 

combine collectively the benefits of both approaches. 

Simply, the operation of the system expressed as 

linguistic fuzzy expressions and learning schemes of 

neural networks used to learn the system. 

In addition, Neuro-Fuzzy systems allow 
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incorporation of both numerical and linguistic data 

into the system. The Neuro-Fuzzy system is also 

capable of extracting fuzzy knowledge from numerical 

data. The Neuro-Fuzzy systems divided into two main 

groups, the neural fuzzy inference systems and fuzzy 

neural networks. Learning the mapping of maximum 

power point data to inverter frequency leads to the 

formulation of an approximation problem. 

Various neural networks, e.g., MLP (multi-layer 

perceptions) or radial-basis function networks are 

capable of learning nonlinear mappings and 

generalizing over a set of methods very accurately. 

Rule-based neural networks implement a fuzzy logic 

system. 

The results coming out of the Neuro-Fuzzy are 

shown in Figs. 8-12. The obtained results have lowest 

percentage errors compared with previous two models 

(linear and exponential). 
 

 
(a) Neuro-Fuzzy model using one input and one output 

 
(b) The five stages in the Neuro-Fuzzy model 

 
(c) Neuro-Fuzzy method to generate maximum peak load using membership function 

 
(d) Results of forecasted maximum peak load using Neuro-Fuzzy model  

vs. actual data where inputs is population and output is Pmax 

Fig. 9  Neuro-Fuzzy maximum peak load model, stages, output calculation and results. 
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(a) GDP Neuro-Fuzzy model using one input and one output 

 
(b) GDP Neuro-Fuzzy membership used in the model 

 
(c) Neuro-Fuzzy method to generate output value using membership function 

 
(d) Results of forecasted peak load using Neuro-Fuzzy model Vs actual data where inputs is GDP and output is Pmax 

 
(e) Surface representation for the knowledged learned using adaptive neuro fuzzy inference  

system to represent the relation between GDP and Pmax 
Fig. 10  GDP Neuro-Fuzzy model, stages, output calculation and results. 
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(a) Population Neuro-Fuzzy model to find Pmax using one input and one output 

 
(b) Population Neuro-Fuzzy membership used in the model 

 
(c) Population Neuro-Fuzzy method to generate output value using membership function 

 
(d) Error (%) for maximum peak load generated from the Population model using Neuro-Fuzzy model 

 
(e) Surface representation for the knowledged learned using ANFIS to represent the relation between Population and Pmax 

Fig. 11  Neuro-Fuzzy model, stages, output calculation and result errors. 
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Fig. 12  Surface representation for the knowledged learned using adaptive Neuro Fuzzy inference system to represent the 
relation between GDP and Pmax. 
 

8. Discussion 

It is necessary to investigate the properties of 

electricity maximum loads for the Kingdom of 

Bahrain. The yearly energy consumption at Bahrain 

during summer is increasing in the rate of 6% 

averagely, where it increases in certain years due to 

development in the country. The electricity demands 

increased instantaneously with time. Electricity is 

used for various purposes. It consumed at residential, 

industrial, agricultural and commercial sectors. Limited 

research studies on maximum load estimation of Bahrain 

reveal more exploration and investigation regarding 

theoretical and experimental framework. The 

historical data of the maximum loads of the Kingdom 

of Bahrain are illustrated in the previous sections. 

Bahrain network is connected to the GCC (Gulf 

Cooperation Council) countries (regional electric grid). 

Rising electricity demand indicates from the available 

data. The derived models can estimate the peak loads 

for the coming years. The models are used by anyone 

with a basic understanding of electric sector or even 

with no basic understanding. The moderate growth in 

the peak load is attributed to moderate economic 

growth over the time period of study which impacted 

both energy and peak load demand.  

9. Conclusions 

Two techniques are used in the present study to 

estimate the maximum loads, population and GDP for 

Kingdom of Bahrain. These techniques are the 

exponential and linear modeling using Graph 4.4.2 as 

a curve fitting technique. The most suitable one and 

more realistic in modeling for the study is the linear 

modeling, where the minimum percentage error 

between the estimated and actual values is obtained. 

For the Population the maximum percentage error is 

5.9% using the linear modeling, which shows for the 

exponential as 7.1%. For the peak load, the maximum 

percentage error is 4.7% using the linear modeling, 

which shows for the exponential as 6.6%. For the 

GDP, the maximum percentage error is 12.8% using 

the linear modeling, which shows for the exponential 

as 17.8%. The Neuro-Fuzzy results are obtained 

having 1.15% error for the peal load versus years, 

1.07% error for the GDP versus peak load and 0.91% 

error for population versus peak load. The present 

paper discusses simple models for estimated peak 

loads and an efficient algorithm to calculate the model 

parameters of each case. It is clear that, the input 

parameters of each model are historical loads, GDP 

and population data on the Kingdom of Bahrain. 

Finally, using most suitable modeling for the three 

estimated models, which are the annual peak load, 

population and GDP are found. These models are so 

close to the real values. 
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Abstract: We report modified nitrogen-doped graphene (CN) as electrocatalyst for ORR (oxygen reduction reaction) in alkaline 
medium. CN was synthesized by a novel procedure based on graphite oxide thermally treated with cyanamide suitable for facile 
N-doping and large-scale production, whereas cyanamide was used as N-precursor. The structure of the material was characterized by 
TEM (transmission electron microscopy), SEM (scanning electron microscopy), Raman spectroscopy and XPS (X-ray photoelectron 
spectroscopy). Structural and electrochemical properties of CN were compared with those of non-modified graphene (TRGO 
(thermally reduced graphite oxide)). The electrochemical characterization of TRGO and CN in alkaline solution demonstrates 
enhanced electrocatalytic ORR activity and improved long-term stability for N-doped CN. Voltammetric studies confirmed that, 
oxygen reduction on CN rather follows four-electron pathway. Compared with commercial 20% PtC catalyst, CN is characterized by 
exceptional methanol crossover resistance and superb long-term operation stability. Owing to these factors, nitrogen-doped graphene 
has a great potential to be used as metal-free electrocatalyst in cathodes of alkaline fuel cells. 

 
Key words: Nitrogen-doped graphene, metal-free catalysis, oxygen reduction reaction, alkaline fuel cells. 
 

1. Introduction 

Fuel cells generate electric power through the 

conversion of chemical energy into electrical energy. 

Within the framework of an electrochemical process, 

the fuel such as hydrogen or methanol, oxidizes at the 

anode and the oxidizing agent, usually oxygen, is 

reduced to water at the cathode. In general, catalysts at 

the respective electrode are used to increase the fuel 

cells’ efficiency. 

Due to the sluggish ORR (oxygen reduction reaction) 

kinetics, platinum-based catalyst materials are widely 

investigated as cathodes for fuel cells to catalyse ORR 

in lab-scale applications. A fundamental drawback for 

the development of commercial fuel cells containing 

platinum-based electrodes is derived from high costs as 
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well as limited reserves of platinum in nature. Further 

problems arise from the vulnerability of 

platinum-based materials to time-dependent drift and 

poisoning effects, such as CO and alcohol “poisoning” 

leading to the catalyst deactivation [1, 2]. Therefore, 

the development of novel metal-free materials has 

become the focus of research to substitute 

platinum-based catalysts. The performance 

requirements for alternative metal-free electrocatalysts 

in cathodes for the oxygen reduction reaction with 

regard to their electrocatalytic activity and stability 

were already reviewed many times [2, 3]. It becomes 

obvious that, the development of alternative lower cost 

electrocatalysts for the oxygen reduction reaction is of 

high significance for the further development of fuel 

cells and consequently, further progress towards clean 

energy generation. 

According to their excellent properties, 

carbon-based materials, especially graphene have been 

D 
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moved into the focus of material research for 

electrochemical applications. Graphite and activated 

carbon already represent lower-cost alternative 

catalysts as cathodes for fuel cells in industrial 

applications. Compared with graphite and activated 

carbon, graphene is characterized by improved 

electrocatalytic ORR performance. Zhu, et al. [4] 

present in their review recent advancements in the 

development of different graphene-based 

electrocatalysts for ORR, highlighting specific 

graphene-based nanomaterials for electrochemical 

energy applications. Various modifications of 

graphene are of particular interest due to easy 

processability, low costs, large surface area and high 

porosity [5, 6], outstanding thermodynamic [7], 

electrical [8] and mechanical properties [9, 10]. All 

these exceptional properties also make graphene-based 

materials particularly feasible for use in micro energy 

harvesting applications. The electronic and optical 

properties of graphene can even be modified by doping 

with heteroatoms, such as nitrogen or boron [11, 12]. 

Hence, there is a growing trend towards doping 

graphene with heteroatoms to increase the 

electrocatalytic ORR performance, thus, producing 

modified Pt-free graphene-based electrocatalysts for 

ORR. 

The focus of this paper is centered on 

nitrogen-doped graphene. The electrocatalytic ORR 

activity of nitrogen-containing carbon nanomaterials 

was originally reported in Refs. [11, 13, 14]. In their 

review, Wang, et al. [15] have summarized different 

synthesis and characterization methods of 

nitrogen-doped graphene. Based on experimental and 

theoretical studies, they also have presented recent 

applications of nitrogen-doped graphene. In particular, 

nitrogen-doped carbon-based materials represent 

promising metal-free electrocatalysts due to their 

enhanced electrocatalytic activity, long-term stability 

and environmental sustainability [16]. Compared with 

Pt and commercial PtC catalysts, nitrogen-doped 

graphene is characterized by notably better stability 

[17, 18]. Besides, it is also demonstrated that, the 

activity of nitrogen-doped graphene is not influenced 

by adding carbon monoxide or methanol [11, 18]. 

In this context, it should be pointed out that, various 

techniques exist for graphene synthesis and 

modification. Micromechanical exfoliation has marked 

the breakthrough for the preparation of highly 

qualitative and pure graphene but the drawback here is 

low yield [19]. A further common method for the 

production of ultra-thin graphene with relatively high 

quality is the epitaxial growth which in turn suffers 

from high synthesis temperatures [20]. CVD (chemical 

vapor deposition) provides another common technique 

for the production of graphene capable for industrial 

applications [21]. However, prepared graphene by 

CVD suffers from impurity and the transfer of 

graphene to substrate can become complicated 

depending on the target substrate. Recently, Tölle, et 

al. [22] have developed a versatile method for a facile, 

low-cost, environmentally friendly and large-scale 

production of graphene-based materials offering a 

promising alternative to conventional techniques. The 

printing-based process features special opportunities 

for the integration of graphene-based materials in both 

macro-scale applications and, especially microsystems 

engineering as well as electronics applications. 

Here, we report nitrogen-doped graphene as 

metal-free electrocatalyst for oxygen reduction 

reaction at alkaline conditions prepared by a novel 

synthesis procedure. The procedure is suited for facile 

production of nitrogen-doped graphene and based on 

graphite oxide thermally treated with cyanamide which 

is used as nitrogen-precursor. The structure of the 

prepared graphene-based materials was mainly 

characterized by Raman spectroscopy and XPS (X-ray 

photoelectron spectroscopy). Besides, graphene and 

nitrogen-doped graphene were electrochemically 

characterized by CV (cyclic voltammetry) and LSV 

(linear sweep voltammetry). Further electrochemical 

tests were conducted to investigate methanol crossover 

effect and long-term operation stability of prepared 
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materials. The electrochemical properties and 

electrocatalytic activity of prepared graphene and 

nitrogen-doped graphene towards ORR are 

demonstrated and compared to those of commercial 20% 

Pt/C catalyst. The use of nitrogen-doped graphene as 

alternative Pt-free electrocatalyst in alkaline fuel cells 

opens up opportunities for achieving clean and 

low-cost power generation. 

2. Experimental Details 

2.1 Materials 

The graphene-based materials were synthesized by a 

process based on the thermal treatment of graphite 

oxide. A detailed report about the synthesis procedure 

is presented by Tschoppe, et al. [23]. Shortly, TRGO 

(thermally reduced graphite oxide) was synthesized by 

oxidation of graphite oxide and subsequent thermal 

reduction. Prepared graphene (TRGO) contains 

different oxygenated functional groups, mostly 

carboxylic and sulfonic acids. The nitrogen-doped 

derivative (CN) was prepared by a similar procedure 

involving oxidation of graphite and subsequent thermal 

reduction in the presence of liquid cyanamide as a 

nitrogen-containing precursor, hence, enabling the 

incorporation of nitrogen atoms into carbon lattice. 

Both materials were prepared under identical thermal 

conditions. 

2.2 Surface Analysis 

TEM (transmission electron microscopy), SEM 

(scanning electron microscopy) and Raman 

spectroscopy were proceeded to evaluate the 

nanostructure and its morphology. The 

TEM-measurements were performed on a Leo 

912-Omega transmission electron microscope of the 

company Zeiss (Oberkochen, Germany), with an 

acceleration voltage of 120 kV. The SEM images were 

taken using a Quanta (field emission gun) 250. The 

Raman measurements were performed at room 

temperature using Raman spectrometer (Confocal 

Raman MicrocopeLabram 800, JobinYvon Horiba) 

with a 632.8 nm-wavelength laser (HeNe 20 MW laser 

polarized 500:1). XPS was used to determine the 

elemental compositions of TRGO and CN and 

performed by XPS Perkin Elmer Phi 5600 System 

instrument with a Mg-standard-anode as an excitation 

source (energy: 1,253.6 eV). 

2.3 Electrochemical Measurements 

The electrochemical characterization of TRGO and 

CN was performed via CV and LSV. The 

electrochemical measurements were carried out in a 

three electrode cell at a potential scan rate of 5 mV·s-1 

in alkaline 0.1 M aqueous potassium hydroxide 

solution (KOH). In order to prepare the electrode, 5 mg 

of prepared TRGO-, CN powder or commercially 

available Pt/C (20% wt. Pt) catalyst were dispersed in 

5 mL isopropanol and sonicated for 30 min forming a 

homogeneous sample ink. The working electrode, a 

GC (glassy carbon) electrode of 3 mm in diameter, was 

subsequently coated with 20 µL of the respective 

sample ink and dried in air for at least 24 h. It may be 

pointed out that, neither Nafion nor any other solvent 

were added on top of electrode. A platinum sheet was 

used as counter electrode and Ag/AgCl as reference 

electrode (3 M KCl; double junction; Metrohm 

6.0733.100). Before each measurement, the electrolyte 

either was degassed with nitrogen or oxygen gas for 

20 min, in order to saturate the solution. During the 

measurement, the gas flowing was maintained over the 

solution providing a continuous saturation of the 

electrolyte. All measurements were controlled using 

the potentiostat Autolab PGSTAT126N and the 

software GPES (general purpose electrochemical 

system) and were performed at room temperature 

(approximately 22 °C). 

3. Results and Discussions 

3.1 Surface Characterization of TRGO and CN 

The surface morphology of prepared graphene-based 

materials was first investigated by TEM and SEM, 

both TEM and SEM images are exemplarily displayed 
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(a)                                                  (b) 

Fig. 2  Raman spectra of graphite, graphene (TRGO) and nitrogen-doped graphene (CN): (a) XPS spectra of grapheme 
(TRGO) andnitrogen-doped graphene (CN); (b) the inset in (b) shows high resolution N1s XPS spectra of CN and 
deconvolution into specific peaks corresponding to several nitrogen functionalities, N1 refers to pyridinic N, N2 to pyrrolic N 
and N3 to graphitic N, respectively. 
 

spectra is presented in the inset in Fig. 2b. The 

high-resolution N1s peaks can be ascribed to pyridinic 

(N1), pyrrolic (N2) and graphitic (N3) nitrogen 

functionalities, determined at 398.2 eV, 399.6 eV and 

400.8 eV, respectively. Hence, the certain amount of 

specific nitrogen functionality in total N atoms of CN 

for pyridinic N1, pyrrolic N2 and graphitic N3 was 

54%, 30% and 16%, respectively. The role of 

respective nitrogen functionalities in ORR process has 

been subject of controversial discussions about the 

active catalytic site in N-doped carbon materials. 

Theoretical and experimental studies have been carried 

out to examine the ORR mechanism in N-doped carbon 

materials proposing pyridinic-N and graphitic-N as 

main catalytic active sites for ORR [11, 13, 27, 28]. 

3.2 Electrochemical Characterization of TRGO and 

CN 

The electrochemical properties of TRGO and CN 

were characterized via CV and LSV. 

3.2.1 Electrocatalytic Reduction of Oxygen in 

Alkaline Solution 

In order to confirm the electrocatalytic activity 

towards ORR, cyclic voltammetry and linear sweep 

voltammetry measurements were carried out in 

nitrogen- and oxygen-saturated alkaline electrolyte 

solution. CV measurements were first performed in 

nitrogen-saturated aqueous 0.1 M KOH solution. As 

shown in Fig. 3a, clear capacitive current background 

is identified within the CV. Afterwards, oxygen was 

introduced to the solution. The measured cyclic 

voltammograms, presented in Fig. 3b feature specific 

cathodic current peaks, thus, demonstrating the ORR 

performance of all samples in oxygen-saturated 0.1 M 

KOH solution. The highest value of current density 

among carbon-based materials is obtained for CN 

(-0.256 mA·cm-2), followed by TRGO (0.175 mA·cm-2) 

and GC (0.150 mA·cm-2). Compared with GC (-250 mV), 

the onset potentials of TRGO (-175 mV) and CN 

(-160 mV) shift positively confirming better 

electrocatalytic activity towards ORR. Commercial 

PtC features positively shifted onset (-20 mV) potential 

and higher current density (0.285 mA·cm-2) than CN. 

In addition, LSV measurements were performed on a 

RDE (rotating-disk electrode) in oxygen-saturated 0.1 M 

KOH solution at a rotation rate of 1,600 rpm. The 

recorded linear sweep voltammograms, displayed in 

Fig. 3c, show that, CN has the most positive onset 

potential and highest current density among the 

carbon-based materials. The LSV observations accord 
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(a)                                                   (b) 

 
(c) 

Fig. 3  CV-measurement of GC, TRGO, CN and commercial 20% PtC in aqueous 0.1 M KOH solution in (a) 
N2-saturatedambience, and in (b) O2-saturated ambience demonstrating electrocatalytic activity towards ORR. LSV 
measurements of GC, TRGO, CN and PtC in O2—(c) saturated 0.1 M KOH solution at rotation speed of 1,600 rpm. 
 

with the CV results and demonstrate that, the 

electrocatalytic activity of graphene towards ORR is 

enhanced by doping with nitrogen. It should be noted 

that, TRGO contains different oxygenated functional 

groups, mostly carboxylic and sulfonic acids. 

Remaining oxygenated functional groups at TRGO do 

not contribute to better ORR performance, as shown by 

performed comparative ORR measurements for 

different TRGO samples prepared at identical 

treatment temperature, i.e., 600 °C. 

3.2.2 Mechanism of Oxygen Reduction on 

Nitrogen-Doped Graphene 

The electron transfer mechanism of an electrocatalyst 

has to be investigated, to gain insight into the ORR 

kinetics. There are two possible oxygen reduction 

pathways in alkaline and acidic aqueous solutions, i.e., 

the direct four-electron pathway and the two-electron 

pathway, whereas hydrogen peroxide is produced as 

intermediate [29]. With regard to fuel cell applications, 

the efficient direct four-electron pathway proves to be 

the most beneficial due to the direct production of 

water. The investigation of the number of transferred 

electrons within oxygen reduction processes is also 

carried out at alkaline conditions. RDE measurements 

were performed at different rotation speeds from 400 rpm 

to 2,025 rpm in oxygen-saturated 0.1 M KOH solution. 

The K-L (Koutecky-Levich) equation and K-L plots 

were applied to determine the number of the 
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transferred electrons [30]. 

LSV curves of PtC and CN, shown in Figs. 4a and 4c, 

demonstrate increasing current density with higher 

rotation speeds which is caused by shorter diffusion 

distances at higher speeds. Figs. 4b and 4d present the 

K-L plots, applied to evaluate the electron transfer 

process at N-doped graphene and PtC. The relationship 

between j-1 and w-1/2 is clearly linear from -0.4 V to -0.8 V. 

Hence, the number of transferred electrons (n) at 

certain potentials was determined from the slope of the 

K-L plots. As expected, the oxygen reduction on PtC is 

dominated by the direct four-electron pathway, since n 

was calculated to be constantly 4.0 for the whole region 

between -0.4 V and -0.8 V (Fig. 4b). For CN1000, n 

was calculated to be 3.1 at -0.4 V and 3.9 at -0.8 V 

(Fig. 4d). It can therefore be concluded that, the 

oxygen reduction on N-doped graphene at alkaline 

conditions involves both the two-electron pathway and 

the four-electron pathway. With increasing voltage the 

four-electron pathway is gaining in significance. The 

results imply that, the reduction process of oxygen on 

N-doped graphene rather follows the four-electron 

transfer mechanism defined for alkaline conditions 

producing four OH- groups and not the transfer 

mechanism typical for acidic conditions where H+ 

participates in ORR [29]. 

3.2.3 Sensitivity towards Methanol Oxidation and 

Long-Term Operation Stability 

Long-term stability and crossover effects play a 

crucial role in terms of fuel cell applications. In view of 
 

   
(a)                                                     (b) 

    
(c)                                                     (d) 

Fig. 4  Set of LSV curves for (a) CN and (c) 20% PtC recorded at alkaline conditions, i.e., in O2-saturated 0.1 M KOH solution 
at various rotation velocities with a scan rate of 5 mV·s-1. K-L plots for (b) CN1000 and (d) 20% PtC at different cathodic 
potentials. The numbers of transferred electrons at the respective potentials are shown in the insets in (b) and (d). 
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(a)                                                    (b) 

Fig. 5  ORR current-time responses at (a) TRGO, CN and PtC electrodes in O2-saturated 0.1 M KOH solution, before and 
after the addition of 3 M methanol indicated by arrows. Long-term operation stability test, relative current-time responses for 
16 h at (b) TRGO, CN and PtC electrodes in air-saturated 0.1 M KOH solution. All measurements are performed at rotation 
speed of 1,600 rpm. 
 

a potential application in direct methanol alkaline fuel 

cells, prepared graphene and nitrogen-doped graphene 

were electrochemically characterized in presence of 

methanol as fuel molecule, in order to investigate a 

possible crossover effect. Moreover, the long-term 

stability of prepared materials in alkaline media was 

investigated. The long-term stability of TRGO and CN 

was preliminarily characterized by repetitive potential 

cycling, whereat 2,500 CV cycles were performed 

consecutively between -1.0 V and 0 V in 0.1 M KOH, 

saturated with oxygen. After the repetitive potential 

cycling, the CVs have not shown any significant 

decrease in current and shape. 

The electrocatalytic selectivity of TRGO and CN 

against the oxidation of methanol was characterized via 

chronoamperometry in oxygen-saturated 0.1 M KOH 

solution at -0.25 V with the rotation rate of 1,600 rpm. 

The same procedure was applied for PtC catalyst due to 

comparison matters. The current-time 

chronoamperometric responses of TRGO, CN and PtC 

are displayed in Fig. 5a. After adding 3 M methanol to 

the alkaline electrolyte solution, PtC suffers a keen 

positive shift of current density which can be attributed 

to the oxidation of methanol by PtC as shown in Fig. 5a. 

In contrast, the chronoamperometric responses of 

TRGO and CN change slightly upon the addition of 3 M 

methanol and the oxygen reduction reaction at the 

respective graphene-based electrode remains stable. 

Thus, prepared TRGO and CN are characterized by 

excellent immunity against methanol crossover effect. 

The long-term operation stability of prepared 

graphene-based materials and PtC was further 

characterized by the same chronoamperometric test 

over a longer period of time, whereas current-time 

response of each sample was recorded over 16 h. The 

corresponding chronoamperometric responses of 

TRGO, CN and PtC are shown in Fig. 5b. A 

comparison of the current-time responses shows that, 

CN is characterized by best durability among 

investigated materials. After 16 h, the relative current 

density of CN was still about 85%, while, the relative 

current density of TRGO decreased to approximately 

58% and the relative current density of PtC 

continuously decreased to about 66%. These results 

suggest that, the incorporation of nitrogen atoms into 

carbon lattice enhances the long-term stability of 

graphene. The remaining oxygenated functional groups 

should be the cause for the operation instability of 

TRGO and CN in the long term. For CN, the operation 

instability effect is still less remarkable, since 

mentioned functional groups barely contribute to ORR 

performance. Besides, the current density of CN was 
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stabilized over time, while the current density of 

TRGO was gradually decreasing. It was already 

reported that, removing surface functional groups and 

oxygenated groups from the carbon surface improves 

stability of carbon-based electric double-layer 

capacitors [30]. Furthermore, the results indicate the 

insufficient long-term stability of PtC which is 

generally known for platinum-based materials. 

Summing up, the addition of methanol has a 

negative impact on the performance of PtC shifting the 

negative cathodic peak related to ORR to positive 

current ascribed to electrooxidation of methanol. In 

contrast, TRGO and CN are remarkably immune 

against methanol crossover effect as compared to PtC 

in alkaline medium. Hence, methanol does not interfere 

with the oxygen reduction reaction at a potential 

graphene-based cathode. In terms of durability in 

alkaline medium, prepared CN clearly possesses better 

long-term operation stability than prepared TRGO and 

commercial PtC electrocatalyst. Again, the 

electrocatalytic ORR activity of CN is enhanced by 

nitrogen doping. Owing to these outstanding 

characteristics, prepared nitrogen-doped graphene by 

mentioned novel synthesis procedure is perfectly 

suitable for application as cathode material in direct 

methanol alkaline fuel cells. 

4. Conclusions 

In this paper, nitrogen-doped graphene was 

successfully prepared by novel synthesis procedure 

based on thermal reduction of graphite oxide and 

subsequent treatment with cyanamide. Specifically, the 

novel aspect of this work consists in the use of liquid 

cyanamide as nitrogen-precursor offering an easily 

manageable synthesis approach. We have determined 

by Raman spectroscopy a comparable defect density 

for both graphene and nitrogen-doped graphene. The 

distinct D bands in graphene and nitrogen-doped 

graphene indicate the high level of defects in prepared 

materials. The successful doping process of nitrogen in 

carbon lattice is evidenced by X-ray photoelectron 

spectroscopy. In particular, pyridinic, pyrollic and 

graphitic nitrogen functionalities were identified in 

carbon lattice of prepared nitrogen-doped graphene. 

As shown by experimental results, prepared 

graphene and nitrogen-doped graphene have proven 

their electrocatalytic activity towards oxygen reduction 

reaction. Considered together with the results of 

structural characterization, we estimate a major 

importance of nitrogen doping for enhancing the ORR 

performance. Both graphene and nitrogen-doped 

graphene are highly resistant to methanol crossover. 

Nitrogen-doped graphene particularly exceeds 

commercial 20% PtC catalyst in immunity against 

methanol crossover and long-term operation stability, 

thus, representing a promising metal-free 

electrocatalyst as cathode in alkaline fuel cell 

applications or micro fuel cells. The existing 

printing-based fabrication techniques of graphene 

materials provide favorable alternatives to 

conventional methods enabling clean, low-cost and 

facile large-scale production of nitrogen-doped 

graphene for electrochemical energy conversion. 
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Abstract: The impact of large-scale grid-connected PV (photovoltaics) on power system transient stability is discussed in this paper. 
In response to an increase of PV capacity, the capacity of conventional synchronous generator needs to be reduced relatively. This 
leads to the lower system inertia and the higher generator reactance, and hence, the power system transient stability may negatively 
be affected. In particular, the impact on the transient stability may become more serious when the considerable amounts of PV 
systems are disconnected simultaneously during voltage sag. In this work, the potential impact of significant PV penetration on the 
transient stability is assessed by a numerical simulation using PSCAD/EMTDC. 
 
Key words: Photovoltaic, LVRT (low-voltage ride-through), synchronous generator, infinite bus, transient stability. 
 

1. Introduction 

With the increasing concerns about global warming, 

the amount of solar PV (photovoltaic) installations is 

growing worldwide. In particular, in Japan, the 

investment in the field of PV power generation has 

been increasing after the Fukushima nuclear power 

plant accident. During 2013, a total of 6.9 GW of PV 

was installed in Japan, 400% increase beyond the 

installation in the previous year (1.7 GW). Cumulative 

installed capacity of PV systems in 2013 reached 

13.6 GW [1]. Japan introduced a feed-in tariff scheme 

for renewable energy in July, 2012. The PV market, 

therefore, is expected to continue growing 

significantly. However, the expanding installation of 

PV has a significant impact on the power system 

behavior. 

With the increasing of PV capacity in the power 

system, several thermal power plants need to be 

closed down or at least the output power of thermal 

unit must be decreased in order to maintain power 
                                                           

Corresponding author: Masaki Yagami, Ph.D., associate 
professor, research fields: power system stability and FACTS 
(flexible AC transmission system). E-mail: yagami@hus.ac.jp. 

supply-demand balance. However, as the generator 

operation with low output leads to an increase in 

operating costs, reduction of the generator capacity 

would mainly be taken. As a result, the transient 

stability would negatively be affected due to the lower 

system inertia and the higher generator reactance. On 

the other hand, when a fault occurs in the power 

system, some parts of PV systems may be 

disconnected from the grid due to the voltage sag. The 

disconnection causes a drop in PV generation, and 

hence a further voltage drop in the grid system may be 

induced. Eventually, the considerable amounts of PV 

systems may be disconnected from the grid. In this 

case, not only the transient stability would be affected, 

but also the frequency stability would significantly be 

affected due to the large power imbalance and the 

fewer frequency control generators. In order to 

prevent the frequency drop, power system operators 

would require PV systems to be equipped with LVRT 

(low-voltage ride through) capability. LVRT 

requirements stipulate that PV needs to stay connected 

during a temporary fault to provide post-fault voltage 

support [2]. 
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In this paper, the impact of large-scale 

grid-connected PV with or without LVRT capability 

on the power system transient stability is discussed 

based on the numerical simulation analysis using 

PSCAD/EMTDC software. The salient feature of this 

work is that, the transient stability analysis is carried 

out for two power system models with and without 

infinite bus respectively. Namely, PV systems 

connected with a large power system with an infinite 

bus or a comparatively small system without an 

infinite bus are considered in the transient stability 

simulation. In the near future, the disconnection of 

GW-scale PV system will be occurred. In large power 

system, the influence of loss of active power from PV 

on the transient stability may be small due to the 

sufficient power supply from other power source 

including infinite bus. On the other hand, in small 

power system, the synchronous generator may be 

subjected to large decelerating power when PV is 

disconnected, and hence, in extreme cases, the 

generators may go to out-of-step in decelerating 

direction. 

Although there are some studies relating to the 

stability analysis using the power system model with 

infinite bus and PV system [3-5], few studies has 

focused on the influence of infinite bus on the 

transient stability. As the transient stability is mainly 

an instantaneous energy balance problem, it is 

important to consider the influence of the existence of 

LVRT capability and infinite bus on the transient 

stability. 

The paper is organized as follows: Section 2 

describes the simulation model; Section 3 presents the 

simulation results and discussions; Section 4 gives 

conclusions. 

2. Simulation Model 

2.1 Power System Model 

Fig. 1 shows 9-bus power system model [6] used in 

the simulation analysis, which is composed of three 

power sources, one synchronous generator of 500 MVA 

(SG1), an infinite bus or another synchronous 

generator of 500 MVA (SG2), and a large-scale PV 

plant of 500 MW (PV) or a third synchronous  
 

 
Fig. 1  Power system model. 
 

or 

P/Q=0.4/0.3 

0.0238 + j0.2016 
(j0.0523) 

j0.025 

CB 

P/V = 0.45/1.0 0.017 + j0.144 
(j0.0373) 

j0.0152 

0.064 + j0.322 
(j0.0765) 

0.078 + j0.34 
(j0.0895) 

3LG fault 

P/Q = 0.45/0.0 

500 
MVA 

20/500 kV 500/20 kV 

500 
MW 

CB 

SG1 

SG3 

500 
MVA 

PV 

P/Q = 0.5/0.3 P/Q = 0.4/0.2 

0.034 + j0.184 
(j0.0395) 0.020 + j0.17 

(j0.044) 

50 Hz, 1,000 MVA base 

j0.0576 

V = 1.0 

Infinite bus SG2 or

500
MVA 

500/20 kV 



Transient Stability Analysis of Power System with Photovoltaic Systems Installed 

  

898

Table 1  Synchronous generator parameters. 

Generator parameters 

 SG1 
SG2 
SG3 

 SG1 
SG2 
SG3 

Ra (pu) 0.003 0.004 Xq” (pu) 0.171 0.134 

Xl (pu) 0.102 0.078 Tdo’ (s) 5.9 8.97 

Xd (pu) 1.651 1.22 Tqo’ (s) 0.535 1.5 

Xq (pu) 1.59 1.16 Tdo” (s) 0.033 0.033 

Xd’ (pu) 0.232 0.174 Tqo” (s) 0.078 0.141 

Xq’ (pu) 0.38 0.25 H (s) 3.0 3.0 

Xd” (pu) 0.171 0.134    
 

generator of 500 MVA (SG3). Each power source is 

connected through step up transformer to 500 kV bus 

and double circuit transmission lines. The impedances 

and the initial power flows are shown in per unit 

values on the power system base of 1,000 MVA in Fig. 1. 

In the case with PV installed, the existence of LVRT 

capability is considered for PV inverter. LVRT 

characteristic considered in this work is simple. The 

PV inverter with LVRT capability maintains the 

connection to the grid even if its terminal voltage is 

dropped. On the other hand, the PV inverter without 

LVRT capability is disconnected from the grid when 

its terminal voltage drops below 70% of the nominal 

voltage [7], and the disconnection is maintained for 

remaining period of the simulation. 

The parameters used for each synchronous 

generator are shown in Table 1. AVR (automatic 

voltage regulator) [8] and governor control systems 

shown in Fig. 2 have also been included in each 

generator model. 

In the power system model, symmetrical 3LG 

(three-line-to-ground) fault is assumed as network 

disturbance. The fault occurs near SG1 at 0.1 s, the 

CBs (circuit breakers) on the faulted lines are opened 

at 0.17 s, and at 1.17 s, they are reclosed. For 500 kV 

transmission lines in Japan, reclosing with a fixed 

time interval of 50 cycles (i.e., 1.0 s for 50 Hz system) 

has been adopted. 

2.2 PV System Model 

The PV system model is shown in Fig. 3. It consists 

of PV module, inverter and LC (low-pass) filter. The 

 
Fig. 2  AVR and governor models. 
 

 
Fig. 3  Control block diagram of PV inverter. 
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constant during the simulation period. In general, 

transient stability is analyzed in a time window of a 

few seconds to several tens of seconds. The assumption, 

therefore, may be valid for the transient stability 

analyses. The genetic PWM (pulse-width modulation) 

voltage source converter is used as PV inverter. The 

carrier frequency is 10 kHz. The inverter controls the 

active and reactive power injected from the PV 

module to the system. To maintain the active and 

reactive power at the reference set points, the currents 

of the inverter are controlled by using vector control 

technique. The current limitation for over current is 

not considered in this model. Currently, most of the 

PV inverters are designed to operate at unity power 

factor [7], and therefore the reference value of the 

reactive power is set to zero in each case. 

3. Simulation Results 

3.1 Stability of Power System with Infinite Bus 

First, the transient stability of the power system 

with infinite bus is discussed. Fig. 4 shows the phase 

angle responses of SG1. To compare the effects of the 

conventional synchronous generator and PV system 

on transient stability, we have considered three 

simulation conditions in terms of the power sources as 

follows: (1) connecting SG3 instead of PV, (2) 

connecting PV without LVRT capability, and (3) 

connecting PV with LVRT capability. As can be seen, 

the first peak of the phase angle swing is decreased in 

the case of PV without LVRT. In other words, risk of 

out-of-step of the synchronous generator becomes low 

in the power system installed with PV without LVRT. 

Fig. 5 shows the kinetic energy responses of SG1. 

As can be seen, in the case with PV without LVRT 

implemented, the kinetic energy stored in the rotor of 

SG1 can be released quickly compared with other 

cases. PV without LVRT is disconnected from the 

grid due to the voltage sag when the fault occurs. The 

disconnection of PV increases the power load of SG1, 

and hence the output power of SG1 is enlarged. On 

the other hand, as the prime-mover mechanical power 

 
Fig. 4  Phase angle of SG1 (with infinite bus). 
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of SG1 cannot be increased quickly, the output power 

of SG1 is supplied from the kinetic energy which is 

stored during the period of acceleration. The kinetic 

energy stored in the rotor is released quickly, and 

hence the swings of the phase angle and the kinetic 

energy are restrained in the case of PV without LVRT. 

Fig. 6 shows the active power of each power source 

in the case with PV installed with or without LVRT 

implemented. In both cases, when the fault occurs, 

active powers of SG1 and PV decrease due to the 

voltage sag. On the other hand, the active power from 

infinite bus increases during the period of fault 

because the bus voltage is a constant. After the fault 

clearing, the active power of SG1 increases because 

the terminal voltage of SG1 is recovered. In the case 

with PV with LVRT implemented, the active power of 
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(a) PV with LVRT 

 
(b) PV without LVRT 

Fig. 6  Active powers from SG1, PV and infinite bus in the 
case with PV with/without LVRT implemented (with infinite 
bus). 
 

PV is also increased. To maintain power 

supply-demand balance, therefore, the active power 

from the infinite bus does not increase so much. The 

active power of each power source converges so as to 

approach to the value in steady state. On the other 

hand, in the case with PV without LVRT implemented, 

the active power of PV is maintained at 0 pu because 

PV without LVRT is disconnected from the grid due 

to the voltage sag. The power shortage caused by the 

disconnection of PV is covered by active powers of 

SG1 and infinite bus. However, as maximum value of 

output power of SG1 is restricted by a turbine load 

limiter, the active power from infinite bus gets 

extremely large. In small power system, the power 

shortage must only be covered by the active powers of 

power sources in the local network. 

3.2 Stability of Power System without Infinite Bus 

Next, the transient stability of the power system 

without infinite bus is discussed. The synchronous 

generator SG2 is connected with the grid instead of 

infinite bus. The initial power flow is the same with 

that of the case with infinite bus connected.  

Fig. 7 shows the phase angle responses of SG1 and 

SG2. The phase angles shown are displacement angle 

with respect to the phase angle of the swing generator 

SG2. As can be seen, the first peak of the phase angle 

swing of SG1 in the case with PV with LVRT 

implemented is decreased more than those in other 

cases. On the other hand, the phase angle in the case 

with PV without LVRT implemented increases 

significantly, and then decreases toward 0 degrees. Fig. 8 

shows the kinetic energy responses of each 

synchronous generator. As can be seen, in the case 

with PV without LVRT implemented, the kinetic 

energies of SG1 and SG2 decrease toward 0 pu. 

Namely, SG1 and SG2 go to out-of-step in the 

decelerating direction. 

Figs. 9-11 show the responses of the active power, 

the reactive power, and the terminal voltage of each 

power source respectively. As can be seen in Figs. 9a 

and  9b, in  the  case  with  PV  without  LVRT 

implemented, the active powers of SG1 and SG2 rise 

up significantly after the fault clearing at 0.17 s. This 

is because to maintain the power supply-demand 
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(a) SG1 

 
(b) SG2 

Fig. 8  Kinetic energies of SG1 and SG2 (without infinite 
bus). 
 

balance after the disconnection of PV. However, as 

the prime-mover mechanical power of synchronous 

generator is restricted by the turbine load limiter, the 

rotor is subjected to a large decelerating power due to 

unbalance between the mechanical input power and 

the electrical output power. As a result, the kinetic 

energy stored in the rotor is extremely released, and 

hence the generator goes to out-of-step in the 

decelerating direction. 

In the case of PV with LVRT, the active powers of 

SG1 and SG2 also rise up significantly after the fault 

clearing because the active power of PV is temporarily 

decreased at around 1.5 s. However, SG1 and SG2 do 

not go out-of-step because the power supply from PV 

is maintained after the fault. 

PV inverter is controlled to maintain both active 

and reactive power at the reference set points. As a 

result, the large current flows from PV to the grid 

when the terminal voltage drops due to the fault. 

Therefore, as seen in Fig. 9c, the active power from 

PV becomes very large when the terminal voltage of 

PV is recovered by clearing the fault. In addition, as 

the reactive power from PV with LVRT increases 

around 1.0 s as seen in Fig 10c, the terminal voltage of 

PV also increases as seen in Fig. 11c. As a result, the 

active power from PV increases significantly around 

this time. To maintain the power supply-demand 

balance, the active powers of SG1 and SG2 after the 

fault clearing is maintained at low values until about 

1.0 s. As a result, a large amount of kinetic energy is 

stored in the rotor, and hence the synchronous 

generators of SG1 and SG2 accelerate more than those 

of the case with SG3 installed. 

As can be seen in Fig. 8, in the case of PV with 

LVRT implemented, the kinetic energies of SG1 and 

SG2 rise up significantly after the fault. As mentioned 

earlier, this is because the generator output after the 

fault clearing cannot be enlarged due to the active 

power from PV with LVRT. As seen in Fig. 7, the 

phase angle swing of SG1 in the case with PV with 

LVRT implemented is restrained significantly. 

Namely, the risk of out-of-step of the synchronous 

generator becomes low in the power system with PV 

with LVRT implemented. However, acceleration or 

deceleration of the rotor causes severe mechanical 

stresses. Therefore, in order to release quickly the 

kinetic energy stored in the rotor, it might be worth 

changing the control mode of PV inverter to constant 

voltage control. If PV supplies a sufficient reactive 

power after the fault, the terminal voltage and the 

active power of the synchronous generator increase. 

Therefore, the synchronous generator may be 

subjected to the decelerating power due to unbalance 

between the mechanical input power and the electrical 

output power, and the kinetic energy deviation may be 

restrained. 
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(a) SG1 

 
(b) SG2 

 
(c) PV or SG3 

Fig. 9  Active powers from SG1, SG2 and PV or SG3 
(without infinite bus). 

 
 

 
(a) SG1 

 
(b) SG2 

 
(c) PV or SG3 

Fig. 10  Reactive powers of SG1, SG2 and PV or SG3 
(without infinite bus). 
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(a) SG1 

 
(b) SG2 

 
(c) PV or SG3 

Fig. 11  Terminal voltages of SG1, SG2 and PV or SG3 
(without infinite bus). 

4. Conclusions 

This paper presents a case study assessing the 

impact of high-penetration PV on the transient 

stability of power system. Simulation analyses have 

been carried out considering existence of LVRT 

capability of PV inverter and infinite bus in the power 

system model. Obtained results are summarized as 

follows: 

(1) power system with infinite bus 

PV system connected with a relatively large power 

system or small PV system compared to the power 

system capacity is assumed. Through the simulation 

results, it is concluded that the risk of out-of-step of 

the synchronous generator becomes low in the case 

that PV without LVRT capability is installed, because 

the disconnection of PV after the network disturbance 

increases the power load of the synchronous 

generator; 

(2) power system without infinite bus 

PV system connected with a relatively small power 

system or large PV system compared to the power 

system capacity is assumed. Through the simulation 

results, it is concluded that the risk of out-of-step of 

the synchronous generator becomes high in the case 

that PV without LVRT capability is installed. This is 

contrary conclusion with regard to (1). The 

disconnection of PV due to the voltage sag may lead 

to out-of-step of synchronous generators in 

decelerating direction. 

Though PV with LVRT capability is installed in the 

grid system, it can be disconnected from the grid 

dependent on the condition of the voltage sag and grid 

fault. It is needless to say that, there is no infinite bus 

in real power systems. Therefore, it is very important 

to think about the transient stability and its 

enhancement for power systems with a huge amount 

of PV systems installed, for which the results in this 

paper can be the base. 
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Abstract: In some countries, there exists a risk of power deficit in the EPS (electrical power system). This is a very serious problem 
and there are various solutions to deal with it. A power deficit in the EPS leads to frequency decrease in the power system. A 
dedicated automation to load shedding is used to maintain proper EPS operation. For some time, it has applied a mechanism called 
demand-side response, which in case of an emergency situation allows for a “more civilized” rationing of electricity to customers, 
with their consent. Such programs require that the utilities pay the customers for their agreement. The author proposes a new solution, 
intermediate between strict ALS (acting relieving automation) and demand-side response programs, where the companies have to 
send information about the price of energy or control signals to households. 
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Nomenclature 

ALS automatic load shedding 

AMI advanced metering infrastructure 

AMR automated meters reading 

CPP critical peak pricing 

DLC direct load control 

DSO distribution system operator 

DSR demand-side response 

EPS electric power system 

HAN home area network 

ICR interruptible/curtailable rates 

ICT information and communications technology

IHD in-home display 

LFC load frequency control 

RTP real-time pricing 

ToU time-of-use pricing 

TSO transmission system operator 

WAN wide area network 

< f under-frequency 

fN nominal frequency 

1. Introduction 

In some countries, there is a risk of power deficit in 
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the EPS (electric power system). This is a very serious 

problem and there are various solutions that deal with 

this problem. A power deficit in the system leads to 

frequency decrease. Many years ago, preventive ALS 

(automatic load shedding) was developed. If the 

measurements indicate a frequency drop it 

automatically executes load decreasing. An automatic 

load shedding is categorized as one of the protection 

systems applied to the EPS. 

Such automation is however a bad solution. Firstly, 

it usually completely shuts off the power to certain 

recipients, without their knowledge or consent. 

Secondly, it does not allow recipients to make 

selection which appliances could be shut off of power 

and those, that should still be supplied. Therefore, 

they have begun to use more civilized methods of 

energy rationing, in case of power deficit in the EPS. 

This is how demand-side response was developed, 

which, among others enables to perform certain 

rationing actions of energy supplies, with the consent 

of the end-users. 

2. Power Balance and the Frequency 

A balance between production and consumption of 

power at any given moment of time is indicated by the 

D 
DAVID  PUBLISHING 
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frequency of the power grid. In the steady state, power 

generated in power plants is equal to the power 

consumed by the end-users, plus transmission losses. 

In this situation, generator rotors rotate at a constant 

angular speed ω. If there is no power deficit in the 

power system, the frequency of the network in steady 

state is equal to the nominal frequency fN, which is 

equal in Poland to fN = 50 Hz. 

Today, there is utilized a central frequency regulation 

in the power system. One common secondary 

frequency regulator is installed at the system operator 

plant. In case of a drop in grid frequency, the 

information about the drop is redirected to the central 

frequency regulator and this regulator takes actions to 

restore the nominal frequency of the power grid. 

The increase in total active power demand causes 

grid frequency drop (generators speed), while the 

decrease in power consumption causes increase in the 

frequency. In the event of a change in power 

consumption, in order to maintain the system 

frequency within certain limits, a change in the 

amount of energy produced by generators or the 

amount of energy delivered to the power grid has to be 

made. In case of reduction of the power consumption 

by the customers, one can easily reduce the power 

supplied to the network through power stations. A 

problem may occur in situations of increased power 

demand. In such cases, it is necessary to start-up 

additional generators, which have a finite maximum 

power and cannot give more power into the power 

system. If there is no possibility of mobilizing 

additional generation capacity to maintain system 

stability and maintaining the frequency within certain 

limits, then load reduction is carried out. 

If there will occur an increase in power demand and 

the power generation unit reaches its maximum power 

at the primary control, then it ceases to participate in 

the further adjustment of the frequency. In this case, 

its droop regulation becomes infinitely large, while 

the inclination of the frequency is equal to zero. In the 

event, when all power units will reach their maximum 

power capacity, the only possible response of the 

power system to the frequency reduction is to reduce 

the power load, depending on its frequency 

characteristic. To avoid such situation the power 

systems are using the spinning reserve, whose task is 

to ensure a proper operation of the primary frequency 

control. 

It is worth noting that, the frequency drop is not a 

good indicator of a situation in the EPS. The 

frequency decreases when the system is overloaded or 

when adverse situations are already taking place. 

Dedicated automation does not affect the cause of the 

failure and it does not inform about the risk of its 

occurrence. Therefore, scientists and power engineers 

are looking for other indicators, which would 

determine the condition of the power system. 

3. DSR (Demand-Side Response) Programs 
and Overload Protection 

An implementation of many new DSR programs 

will be possible after the implementation of smart 

metering. 

Such DSR programs, which are based on price 

signals, i.e., tariffs: ToU (time-of-use) and RTP 

(real-time pricing) cannot be used in real-time for 

security power system protection. These mechanisms 

are rather tools for shaping demand for energy in the 

long term. Thanks to them, some part of the energy 

consumption in residential sector is shifted to later 

periods (or reduced) from peak to off-peak hours [1-4]. 

Only the stimulus programs DSR, such as: ICR 

(interruptible/curtailable rates) and DLC (direct load 

control), whose use is associated with real possibility 

of partial reduction of energy consumption and load 

control by the network operator can contribute, in a 

real-time, to protect the power system from 

overloading. 

A smart meter can directly control the household 

appliances. You can also find solutions, which assume 

sending of control signals through the smart meter 

into the HAN (home area network) controller. This 
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controller controls the work of intelligent home 

appliances, based on the received information about 

the current time zone or based on the current energy 

prices [5]. A control signal could be sent by: 

 the TSO (transmission system operator), in an 

emergency situation or in case of an power system 

overload; 

 the supplier of energy, in case of high energy 

prices on the wholesale market. 

Disadvantages of this solution are as follows: 

 Sending price signals, e.g., to a smart meter or 

HAN controller, on a continuous basis, is inefficient, 

because a typical person sleeps 8 h a night, works 8 h 

a day, spends 2 h on his way to and from work in 

addition to leaving the house (shopping, meetings, 

walking) or is focused on performing certain actions: 

watching TV, reading a book, working on the 

computer; 

 Price, control or shut off signals may not arrive 

to the destination or may be accidentally or 

intentionally misrepresented; 

 There is room left for abuse, energy supplier may 

send a signal to shut down loads in a situation where 

the price of electricity on the wholesale market is high, 

but when there is no need to relieve the power system. 

However, if the energy supplier has reserved such a 

right in the agreement so that it can proceeded, it may 

seem to be a legitimate action; 

 Processing of large amounts of data, supervision 

of distribution and transmission systems, sending 

price or control signals in real time, translates into 

significant additional power consumption by the 

communication and control systems. 

Devices and functionality that can be used to 

optimize energy consumption: 

 a smart energy meter with functionalities: 

reduction of maximum power in “emergency” state, 

the ability to remotely shut off the end-customer’s 

power, the possibility of tariff changes; 

 a HAN controller: to control the household 

electric appliances, depending on the control signals 

or price signals transmitted by energy companies. 

4. Currently Utilized Power System 
Protection 

Currently, in case of emergency, the power system 

can use different energy rationing. It is necessary to 

protect power system against overload and break-up: 

 When there occurs large faults that manifest 

themselves with large power deficit, it is necessary to 

automatically counteract by reducing the power 

consumption in EPS. An ALS (automatic load 

shedding) is doing exactly that. Under-frequency 

relays which load-off certain consumer groups are 

ALS actuators. ALS automation prevents the 

frequency avalanche in the system. The protective 

relays are used for automatic and gradual 

under-frequency load shedding; 

 Deliberately taken preventive measures e.g., load 

rotation or rolling blackout, which are implemented 

without the knowledge and consent of the end 

customers. Rolling blackouts are used even today in 

developing countries or even in developed countries. 

For example, they have been used in Japan after the 

earthquake and tsunami in 2011, due to power deficit 

in their EPS; 

 The introduction of power levels and 

administrative calling customers from relevant groups 

to introduce power consumption reduction. The fact 

that, a reduction had been done can be seen in the 

measured data. Therefore, this is the administrative 

action and due to reasons beyond the control of the 

energy company, customer is not entitled to any bonus 

for this action and for an obligation to reduce power 

consumption. Levels of power restriction were 

introduced, e.g., in Poland in August, 2015; 

 The DSR, where is it assumed that, actions are 

carried out with the consent of the customers and with 

the approval of their specific activities. The recipients 

receive some gratification, usually financial. In this 

case, the DSR uses such solutions, which are not 

intended to deprive the specific audiences total 
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electricity supply, only temporarily restricts their 

power demand, e.g., lowering the threshold of 

maximum power in smart energy meters, use of very 

high energy prices CPP, etc. An applicable solution is 

also a complete customer switch off of energy 

delivery, but consumers receive appropriate 

gratification for the use of such DSR programs. There 

can be mentioned: interruptible/curtailable rates and 

direct load control, tariffs, reasonable discount for 

incidental shutdown. The aim is to ensure that, such 

activities were experienced as minimal as possible by 

the end customers. In order to relieve the power 

system, customers have to make a reduction in their 

power demand. 

Activities undertaken to reduce the demand for 

power are preventive measures. If a power system 

overload is taking place and the frequency falls, then 

the ALS automation takes action. 

This solution has the advantage that, the decision of 

the load shedding based on measuring the grid 

frequency is taken in distributed devices, without 

sending any control signals. The final result can not be 

predicted by the central frequency regulator because it 

can not control such action of home appliances. 

This solution is a development of the concept 

described by the author in two other publications [6, 7], 

see also Ref. [5, 8]. 

5. Smart Energy Meter Will Control Home 
Devices Based on the Measured Grid 
Frequency 

A smart meter will be measuring the frequency of 

the power grid. The meter will control home devices 

based on the measured grid frequency (Fig. 1). 

In case when the measured value falls below the 

specified frequency threshold, the smart meter will 

turn off some home appliances. There is also a 

possible variant where the smart meter measures the 

frequency and sends a signal to the HAN controller, 

which controls home appliances [6]. 

The new approach to power grid security against 

overload is by automatic control of the household 

appliances in the HAN through smart energy meter or 

HAN controller based on measurements of grid 

frequency. If the mains frequency falls enough to 

exceed the under-frequency threshold defined in the 

smart meter, the meter will send control signals to 

some devices and disable them or force them to 

restrict significantly the power consumption. This way 

the power system would be protected from the effects 

of overload (Fig. 2). 

If the household uses HAN, in the event of sending 

control signals limiting demand for power and signals 

based on frequency drop they would have the priority 

in relation to price signals. First of all, energy 

demanding devices would be controlled. 

After switching off multiple devices, the grid 

frequency reaches the rated value. In such situation, 

there is a risk of re-activation of the appliances, if only 

the frequency again reaches the nominal value.   

Such action on multiple devices would be very 

detrimental to the devices themselves, as well as for 

control of the frequency in the electrical power system. 

Therefore, there has to be applied a time delay from 

fixing the frequency at nominal value to reclosing of 

the devices. 

Advantages of this solution are as follows: 

(1) for the customer 

 One smart meter could control work of many 

household appliances; 

 Control of household appliances by the energy 

meters would not increase the purchase price of 

household appliances, in opposite as if the 

under-frequency sensors would be installed in each 

home appliance; 

 A client itself could make the choice in the HAN 

network which of the loads would be turned off in 

case of system overload, in the lack of load reduction, 

e.g., to the required power level, the meter would 

automatically completely turn off the power at the end 

customer location; 

 Operation of this type of security is almost 
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imperceptible to the owner of electrical appliances, 

while disabling of the entire line at the substation will 

automatically shut off the power for large groups of 

consumers; 

(2) for the national power dispatch 

 Theoretically, it would allow the national power 

dispatch to lower the spinning reserve. This would 

reduce the unnecessary power generation. With this 

solution, fuel would be spared and this would have an 

impact on the environment by contributing to 

reduction of greenhouse gases emission; 

 Under-frequency threshold of relay would be 

higher than the threshold in the substation that is why 

the energy meter would be more sensitive to 

frequency drops than the substation automation. That 

is why, at least theoretically, it would prevent a failure 

of the line, because the first detection and reaction to 

frequency drop would occur even before action is 

taken at the station. There will be the under-frequency 

relays installed; 
 

 
Fig. 1  Smart energy meter controls home devices based on the measured grid frequency. 
 

 
Fig. 2  Tools of utilities of load and frequency control. 
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 Under-frequency relay activation time is the 

moment of the overload of the power system, when 

the expensive time zone takes place in the multi-zone 

ToU tariffs or critical prices in CPP. Of course, the 

relationship that if energy prices are high, the 

frequency drops not always occurs simultaneously. 

High prices on the wholesale energy market occur 

when there is a peak load in the power system. In 

order to cover this demand, there is a need to run 

expensive, no green power peak generators, which 

often work irregularly, only a few hours a day, while 

many costs of their operation are fixed (e.g., the cost 

of maintenance and staff). They can cover the current 

demand for energy in the network and then there is no 

frequency drop, but high energy prices apply on the 

wholesale market;  

 The proposed solution can facilitate the 

stabilization of labor in the autonomous power supply 

system or microgrids, which are working in an 

isolated mode of the grid and they are powered by 

spinning generators with regulation of frequency; 

(3) unnecessary ICT network 

 Each smart meter, which controls devices in case 

of frequency drop, would operate completely 

independently. This meter does not need a large AMI 

(advanced metering infrastructure) to know when to 

control household appliances. It does not need a 

central system of supervision and control, or receiving 

or sending signals using communication technologies; 

 A smart energy meter, which should detect 

frequency drop, would be installed by DSO 

(distribution system operator). In the event of its 

malfunction, the operator could easily replace it with 

another one; 

 Grid operator could, in specific cases, enable or 

disable functions of control devices via a smart meter, 

based on the detected frequency drop; 

 The DSO would receive limited amount of data 

processed and transmitted in AMI. It would also save 

energy. It allows relieving of the power system in 

situations of communication problems on the line 

server-concentrator-smart meter; 

 Control of devices, via a smart meter based on 

proven frequency drop of the power system would 

allow to relief the system in pre-emergency states, 

also in case of failure of the wide area network, 

communication technology used or the surveillance 

system of the DSO, etc. Thanks to this, the proper 

functioning of the whole critical infrastructure (power 

grid) would not be dependent on the proper 

functioning of other non-critical infrastructure (e.g., 

telecommunication networks, wide area network); 

 Such a solution would be completely protected 

against interference by cybercriminals—it is easier to 

modify control signal than the frequency of power 

grid; 

 Response effectiveness of security which is 

based on consumption data from smart meters in 

individual households or entire subnet referenced to 

measure of the frequency would be easily verifiable; 

 An energy meter at any time would be able to 

determine the current power consumption of the 

household. In this case, it would also have information 

on whether there is actual ample opportunity to make 

a reduction in demand for power; in the case of 

sending control signals, energy meter will also have 

feedback about whether the actual required reduction 

in demand occurred. 

Disadvantages of the solution are follows: 

 In the event of a mass use of smart meters, which 

would control household appliances based on the 

detected declines in frequency and mutually 

uncoordinated work of such meters could result in too 

big disburden to the system, because the smart meters 

may shut off too many devices; 

 There is a possibility of too much relief to the 

EPS, in this case, the frequency increase could occur 

and the appliances start again, causing overloading the 

power system. Such action would result in frequency 

fluctuations and would be detrimental to the 

consumers. Therefore, there is a need for even a slight 

variation in under-frequency threshold in different 
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devices. In addition, it is necessary to differentiate the 

delay in reclosing devices in situations where mains 

frequency reaches the nominal value; 

 Lack of coordination between the different 

devices performing the load reduction; 

 Must utilize well-coordinated operation (tripping 

thresholds) of such devices with variable frequency 

control in the EPS. There is a risk of tripping in the 

event of normal operation of the power system. 

Currently, if there is a decrease in frequency 

(activation of the primary control) then the 

information about this fact is being pushed to the 

central frequency controller and specific measures are 

taken to increase the level of generated power 

(secondary control). In such case, if the device would 

no longer work, the frequency would slowly reach the 

nominal value, however, the load would be deprived 

of electricity power, but in the power system, there 

would exist some unused power capacities; 

 Some customers may not accept such mode of 

operation of its appliances, assuming they paid for the 

devices, so the appliances have to work when clients 

expects and needs them; in this case, it is the issue of 

adequate customers motivation, willing to commit a 

possibility of using such functionality; 

 Controlled by smart meters based on frequency 

measurements do not differentiate between customers. 

Therefore, the order of load reduction at certain 

customers may be purely coincidental. It also shows 

the necessity of differentiating thresholds; 

 The grid frequency is a global parameter, in the 

steady state of the EPS, the frequency has the same 

value anywhere, as a matter of some discussion is the 

problem of frequency drop in the case of synchronous 

connection for many national electricity systems, each 

of which is reinforced by other systems, a noticeable 

frequency drop occurs only once if the power systems 

continental level will be significantly overloaded; 

 In the case, if there are DC EPS or the AC EPS in 

which frequency control is carried out in a different 

way than by the rotating generators e.g., with power 

electronics, there has to exist detection of an overload 

of the power system in another way, than on the basis 

of frequency. Power electronic systems overload does 

not reduce the grid frequency. 

6. Conclusions 

The described ability to control devices (utilizing 

the load shedding) via smart energy meters in the 

event of the frequency drop of the nominal value 

allows stabilization of the power grid operation. 

The proposed solution changes the current thinking 

about balancing the EPC and controlling the grid 

frequency. It seems that, there exists a relatively cheap 

solution, bringing a lot of benefits. With the 

introduction of these solutions on a massive scale, it 

would be necessary to change the methods of 

adjusting the frequency in the power system. 
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