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Resume
In the last decades, the Italian road transport system has been characterized 
by severe and consistent traffic congestion and in particular Rome is one of 
the Italian cities most affected by this problem. In this study, a Levenberg-
Marquardt (LM) artificial neural network heuristic model was used to predict 
the traffic flow of non-autonomous vehicles. Traffic datasets were collected 
using both inductive loop detectors and video cameras as acquisition 
systems and selecting some parameters including vehicle speed, time of day, 
traffic volume and number of vehicles. The model showed a  training, test 
and regression value (R2) of 0.99892, 0.99615 and 0.99714 respectively. The 
results of this research add to the growing body of literature on traffic flow 
modelling and help urban planners and traffic managers in terms of the 
traffic control and the provision of convenient travel routes for pedestrians 
and motorists.
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related to traffic density, speed of vehicles and length 
of the road. Its features are internal periodicity and 
correlation and these features determine how a  traffic 
volume can be measured. The techniques for predicting 
the traffic volume are categorized in two): conventional 
mathematical models and computation intelligence. 
Conventional models focus on mathematical statistics 
and calculus. Mathematical techniques comprise of 
exponential smoothing [3], Kalman filtering [4-5] and 
autoregressive integrated moving average (ARIMA) [6]. 
Statistical models are well-known by researchers for 
their effective mathematical theories and innovative 
insights [7].

A  typical example is linked to a  time series 
predictive model, which has an accuracy that depends 
on the quality of the training datasets. However, the 
traffic volume has been known to be intricate and 
non-straightforward when it comes to vehicles on the 
road, which means it cannot present an orderly state 
of functions of vehicles on the road, which makes 
achieving high efficacy difficult. In the last decades, 
marked by the fourth industrial revolution, machine 
learning has become widely used in transportation due 
to its artificial intelligence capabilities. An important 
branch of machine learning is artificial neural networks. 
This type of machine learning has unique predictive 
capabilities because of its capacity to adapt to learning, 

1	 Introduction

The evolution of private vehicle ownership over 
the years has put tremendous pressure on road 
transportation systems worldwide, which has led to an 
epidemic called the traffic congestion. In addition, road 
accidents and other road transportation-related deaths 
are becoming a perennial problem. The significant causes 
of traffic congestions in urban areas are illustrated in 
Figure 1 below.

Intelligent transportation systems were introduced 
to find solutions to this issue, such as traffic flow 
information management of vehicles and pedestrians. 
The objective of these solutions was so that the future 
traffic flow conditions can be adequately predicted 
and appropriate measures would be put in place to 
tackle traffic flow problems on freeways and road 
intersections [1]. Prediction of traffic volume is the 
fundamental and primary component of intelligent 
transportation systems; this is essential for urban 
planners and transportation researchers to better 
manage traffic control of vehicles in road transportation 
systems. This will enable the efficient operation of road 
transportation systems [2]. Traffic volume over the years 
has been identified as a  primary traffic flow variable 
that is a  significant determinant in knowing if traffic 
congestion will occur or not. It is a  complex system 
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can apply an in-vehicle communication method or use 
mobile applications to collect large unfiltered traffic 
datasets to assist in the traffic volume prediction. 
The efficiency in predicting the traffic volume will 
assist drivers in travel routes recommendation, peak-
hours avoidance and driver experience optimization [22]. 
Another advantage of traffic volume prediction is that 
it offers reference recommendations to urban planners 
regarding the construction of road infrastructure and 
road transportation planning. Therefore, there has 
been growing research interest in predicting the traffic 
volume in urban areas using historical data. There has 
been no shortage of literature review on the issue of 
prediction of traffic data not excluding greenhouse gas 
emissions from a taxi. Transportation researchers have 
used Kalman Filter, Hidden Markov and ARIMA models 
to predict the traffic volume using conventional methods 
using geographical positional sensors. But, because of 
the excessive costs of installing roadside sensors, there 
are limitations to their usage. 

With the increase in innovative development of 
mobile internet, artificial intelligence mobile devices are 
widely applied and there is the ease in accessing user 
information [23-26]. Convolutional Neural Networks 
(CNN) can be applied to capture spatial characteristics 
and Recursive Neural Networks (RNN) to capture 
temporal characteristics. Neural networks consist of 
variants and hybrid models, which are used in the 
field of traffic flow predictions. There are three types of 
challenges pre-existing techniques used for predicting 
traffic volume are experiencing: (1) The problem of 

associative and memory features and large-scale and 
distributed processing features [8]. Artificial neural 
networks consist of backpropagation neural networks 
[9-14], radial basis function neural networks [15] 
and fuzzy-neural network [16-18], all these neural 
networks can approximate non-linear functions and 
perform excellently depending on the type of datasets for 
training and testing and the field of applications of the 
neural network. However, the neural networks comprise 
randomness when choosing weights and thresholds 
needed for speed convergence and the neural network 
results. Some transportation researchers have applied 
the combination of predictive techniques to apply genetic 
algorithms for optimization of weights and neural 
network thresholds. The caveat about this model is that 
it has an appropriate generalization. However due to 
the interference from weather and other climatic factors 
during the collection of traffic data, the data collected is 
not 100 % accurate.

In recent times, the number of vehicles on the 
road are unknown due to lack of adequate traffic 
data collection equipment and most urban roads are 
not constructed adequately because of lack of the 
proper road design and planning. This has led to 
severe traffic congestions. Traffic congestions cause road 
accidents and hidden dangers to pedestrians‘ travel and 
transportation planning [19]. Other leading causes of 
traffic congestions are increased travel times, waste of 
road transportation resources, more greenhouse gas 
emissions (GHG) [10, 20] and causes severe harm to 
people’s mental and physical health [21]. However, one 

Figure 1 Primary causes of traffic congestion
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the conclusions included some considerations for future 
developments.

2	 Methodology

In this section, the location of the study is explained 
in detail, how the traffic datasets were extracted and 
different traffic flow variables that were considered.

2.1 	Traffic datasets and location of the study

According to the Global traffic scorecard, Rome was 
ranked in 2019 as one of the top ten most congested 
cities globally, in terms of vehicular traffic flow. The 
traffic scorecard even reported that motorists in the 
most congested city in Italy, identified as Rome, lose 
over 200 hours stuck in traffic jams. The traffic datasets 
sources for this study were obtained before COVID-19 in 
early 2019. The traffic data covered up to 400 million km 
taking into consideration Highways and non-Highways. 
The traffic datasets showed that highways in Rome in 
2019 experienced 29 % in traffic congestion and non-
highways (inner roads: unsignalized road intersections) 
experienced 42 % in traffic congestion. It was deduced 
from the traffic datasets that when motorists travel 
around Rome highways regularly before 8 am on 
Tuesday, they will save up to 7 hours per year (i.e. for 
a  30-minute journey due to low traffic volume during 
this time period). This is the average daily congestion 
levels shown in Figure 2, these congestion levels are 
calculated using the hourly traffic datasets. Note that 

single traffic data source from taxi and bicycle. The 
traffic datasets can only be taken from a minutely small 
part of an area with different vehicles, causing limited 
data and inefficient prediction. (2) They usually take 
into consideration the spatial characteristics such as 
the length of the freeway or the road intersections and 
the number of lanes on the road. Application of artificial 
intelligence over the last few years have been successfully 
used in various fields of transportation, such as service 
computing techniques [27], edge computing methods [28] 
and social networks [29]. 

This research focuses on modelling the vehicle 
traffic flow in the Italian transport system using vehicle 
speed, time, traffic volume and number of vehicles on 
the road as input parameters. The aim of the research 
was to demonstrate whether the artificial intelligence 
techniques, such as the Levenberg-Marquardt-Artificial 
neural network model, can be used to model the traffic 
flow of light vehicles (which are commonly used by 
road users due to their convenience and ease of use). 
In addition, understanding of the traffic flow patterns 
using traffic volume was analyzed. This parameter plays 
an important role in determining whether the traffic 
congestion will occur on the motorway or highway. The 
results obtained improve the research in the area of 
traffic flow modelling using a soft computing technique 
(Levenberg-Marquardt artificial neural network model 
(LM-ANNM)). The article was divided into five parts 
defined respectively by the introduction with an outline 
of the main theoretical-scientific bases, the second part 
focused on the study of the Italian traffic flow model. 
The third part dealt with the methodology, while the 
fourth part underlined the results obtained and, finally, 

Figure 2 Italy levels of traffic congestion, [33]
Note: Deep Red-Heavy congestion, Green-No congestion, Yellow-Rising congestion levels
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hours. Figure 3 illustrates the geographical google 
image of Rome Transportation network, with green 
colour signifying free flowing traffic, yellow indicating 
gradual decrease in free-flowing vehicular traffic flow 
and red signifying traffic jam or congestion.

Table 1 describes the distance, direction, number of 
lanes and number of vehicles on the highways in which 
the traffic data was collected. It also shows the speed 
limit of each highway and the type of pavement on the 
highways.

2.2	 Traffic data extraction

The traffic flow parameters applied in this research 
are extracted from the Italian Road Transportation 
System, this is shown with the aid of a  flowchart in 
Figure 4. The traffic density is the overall number of 
vehicles on the road at a particular time of the day, it 
is dependent on the traffic volume of vehicles, because 

each week starts on Monday and ends on Sunday. The 
figure below shows the different levels of congestion that 
exist in the Italy Road Transportation System.

Traffic Data were collected from five highways in 
Rome connecting to the Rome highway (Rome is one 
of the most traffic congested cities in Europe regarding 
road transportation connectivity and vehicular 
mobility). These five highways have different distances 
and different number of lanes. It is only highway 3 and 5 
that have three lanes. These highways have a speed limit 
of 130 km/h and determination of the number of vehicles 
on these highways is per hour- see Table 1. A graphical 
illustration of the traffic congestion levels in the Rome 
transportation system is shown in Figure 2. The Traffic 
data used in this research were obtained by using the 
sophisticated data collection equipment such as video 
cameras and inductive loop detectors. This equipment 
was applied at the five highways for a  period of seven 
days from Monday to Sunday between a 24-hours period 
with a  5-hour determination of on-peak and off-peak 

Figure 3 A graphical illustration of the traffic congestion levels in Rome, Italy [33]

Table 1 Characteristics and descriptions of the Highways

Highways Dates Distance 
(m) Direction Number of 

lanes
Speed limit 

(Km/h)

Number of 
Vehicles 

(Vehicles/h)
Pavement Type

Highway 1 03/02/2019-
10/07/2019 14.5 Northbound 2 130 1,097152 Dense Asphalt

Highway 2 03/02/2019-
10/07/2019 10.40 Northbound 2 130 12,240260 Dense Asphalt

Highway 3 03/02/2019-
10/07/2019 9.0 Northbound 3 130 13,448023 Dense Asphalt

Highway 4 03/02/2019-
10/07/2019 5.70 Northbound 2 130 15,051124 Dense Asphalt

Highway 5 03/02/2019-
10/07/2019 6.30 Northbound 3 130 14,262048 Dense Asphalt
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to 9th February 2019) including weekends (Saturday 
and Sunday). However, because of a significant amount 
of raw and unfiltered traffic data, the research focused 
on the traffic data collected within seven days. These 
traffic data were divided, based on the 24-hour period in 
which they are collected, by applying a 5-hour period to 
determine the off-peak and on-peak periods.

The classification of different periods of the day is 
shown in Table 2 illustrating the On-peak and Off-peak 
hours during a  24-hour period. The traffic datasets 
comprise of the number of vehicles, time, traffic volume 
and speed of vehicles. The Traffic volume datasets used 
in this research study were collected through manually 
by counting the number of vehicles crossing a  fixed 
section of each of the five highways using the video 
camera. The average time taken by each vehicle type to 
travel the length of the highway was measured using the 
time displayed on the video camera with an accuracy of 
0.003 s. The vehicular speed was determined by Speed 
by measuring the time taken by a vehicle to travel the 
length of the highway. Entry and exit times of vehicles 
at the beginning and endpoints of the highway were 
tabulated as in-time (T1) and out-time (T2). Each vehicle 
category‘s speed in both directions was calculated by 
operating on time difference values (T1 – T2). About 526 
traffic datasets were generated from the five highways 
considering the off-peak and the on-peak hours. The 
extracted traffic data used in this research were entered 

the higher the traffic density of vehicles on the road, the 
higher the traffic volume resulting in traffic congestion. 
The traffic data collection equipment used for the traffic 
data collection such as video cameras were installed 
on the side of each highway and were installed in such 
a  way that the recording of the video camera of each 
vehicle passing the highway does not interfere with 
the traffic flow on each highway and the efficiency of 
the video cameras were tested to make sure that they 
were able to record any vehicular activities on the 
highways. The research was carried out based on an 
assumption that the traffic flow is fluid-like in nature 
and the directions of the vehicles are Northbound. 
As the video cameras installed in each highway was 
recording, these recordings have been displayed and 
replayed on a screen monitor at the Italian Ministry of 
Transportation to determine which of the traffic data is 
applicable in the traffic flow prediction. The traffic data 
gotten from the traffic data collection equipment were 
analyzed in the Microsoft excel environment using the 
excel analytical tools. The analysis of the traffic data in 
the excel sheet were carried out by dividing the overall 
number of vehicles for the highways with the time it 
takes them to travel all the highways. An accuracy of 
0.03 seconds was adjudged to be the time accuracy it 
takes each vehicle to travel the length of the highways. 
Five hundred and twenty-six (526) traffic datasets were 
collected between seven days of the week (3rd February 

Figure 4 Traffic flow variables

Table 2 Division of the period of the day into Off-peak and On-peak hours

Time Classification Time of day Off-peak/On-peak period

1 00:00:00 am - 04:59:59 am Off-peak hours

2 05:00:00 am - 09:59:59 am On-peak hours

3 10:00:00 am - 14:59:59 pm On-peak hours

4 15:00:00 pm - 19:59:59 pm On-peak hours

5 20:00:00 pm - 23:59:59 pm Of-peak hours
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as much as possible; this is called Artificial neural 
network model training. The ANN model training 
applies a statistical optimization method to reduce the 
errors. However, due to the process nonlinearity in the 
ANN, there is a non-open form remedy to the problem 
of minimization. For the calculation of a  weighted 
sum in the ANN model, there is a  need for a  linear 
mathematical equation to be created in conjunction 
with the independent variables of datasets and their 
related weights. The ANN model‘s hidden layer receives 
the weighted sum by applying a  transfer function 
that functions by processing the sum in a  layer.  In 
an ANN network, there are various types of transfer 
functionalities, namely log-sigmoid and tan-sigmoid; 
these transfer function can be used for the training and 
testing of datasets. During the process, the output layer 
of the ANN model accepts the new weighted sum via the 
hidden neurons and applying another transfer function, 
the output layer mathematically calculates the sum and 
the transfer function process continues. The ANN model 
toolbox of the MATLAB 2020a was applied to train and 
validate the ANN model used for this research study. 
Figure 6 shows the structure of the used LM-ANNM 
model.

Furthermore, different types of algorithms in an 
artificial neural network can be applied in solving the 
problem of minimization in the ANN model. These 
algorithms are Levenberg-Marquardt (LM), Bayesian 
Regularization and Scaled Conjugate Gradient. In this 
research study, the Levenberg-Marquardt algorithm 
was applied because of its accuracy features in terms 
of computationally and the ability to achieve an 
efficient result compared to Bayesian Regularization 
and Scaled Conjugate Gradient algorithms. To achieve 
an appropriate structure for the final estimation 
problems in a neural network, the Log-sigmoid transfer 
function (Equation (2)) and hyperbolic tangent sigmoid 
(Equation (3)) were used in the hidden layer of the ANN 
architecture of this research study. The Mean squared 
error (MSE) was used in achieving an optimal training 
performance of the ANN model, which is explained by 
equations below:

into the Microsoft Excel environment for additional 
evaluation and analysis.

2.3	 Artificial neural network

Artificial neural network models are widely known 
for their application in the field of transportation. It has 
a long application history in the mining of datasets for 
modelling difficult relationships among datasets. Its 
merit over conventional statistical models is its ability 
to interpret the non-linear relationships between the 
input and output datasets even if there is no non-linear 
relationship between the datasets. However, considering 
other data mining methods, artificial neural network 
model exhibits optimal performance when applied on 
both categorical and continuous datasets. The artificial 
neural network model has been created in a way that it 
is analogous to the neural system of human beings. This 
means that ANN trains datasets within their hidden 
layer like the way the human being‘s neural system 
functions. Previous literature reviews have discussed 
the ANN methods, especially the multilayer perception 
networks, spectral-based neural networks, radial 
basis function networks, resource allocating networks, 
recurrent networks and wavelet networks. This study 
used a multilayer feedforward neural network to model 
traffic flow using the traffic datasets from the Italian 
transportation system. A multilayer feedforward neural 
network comprises three significant layers, namely: 
input, hidden and output. The significant feature about 
these layers is that a  node denotes each independent 
variable. These nodes are interconnected to other 
nodes in subsequent layers and each interconnection 
is represented by the weight-related to it, this is shown 
in Figure 5. The weights reflect the strength of the 
connections among the neurons are updated regularly 
[30]. A  backpropagation method is mainly used to 
estimate an appropriate set of weights in the neural 
network. According to this method, prediction values 
are updated in each epoch [31-32]. The neural network 
error undergoes successive iterations to decrease errors 

Figure 5 The non-linear model of a neuron
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3	 Results and discussions

3.1	 Italy vehicular traffic flow

The vehicular traffic flow of one of the four highways 
is explained in Figures 9-15, representing the vehicular 
traffic flow from Monday (03/02/2019) to Sunday 
(09/02/2019). The vehicular traffic flow system in Italy 
is reliant on the traffic volume of vehicles taking into 
consideration the time of the day. Figure 7 to 13 shown 
below is used for the explanation of the on-peak and 
the off-peak hours. To buttress this explanation, let’s 
use highway 1 as an example, the period between 
1 (00:00:00- 04:59:59), the traffic volume gradually 
increases. This is a  period between midnight and the 
opening hours of places of work in Italy. The traffic 
volume of vehicles in the Italy road transportation 
systems is usually high between 2(05:00:00-09:59:59) 
and 4 (15:00:00-19:59:59), these periods of the day are 
often when it is the on-peak period. These periods 
of the day are when the traffic volume of vehicles is 
at the maximum on the highway. The most striking 
observation about this traffic flow illustrations (Figures 
7 to 13) is that weekends produce low traffic volume of 
vehicles especially between 05:00:00-09:59:59 because it 
is a non-working day for most Italians. However, during 
the weekends, the traffic volume of vehicles gradually 
increases in the afternoon 4 (15:00:00 and 19:59:59). 
Another important observation about the traffic flow 
of vehicles in Italy is that the higher the traffic flow of 
vehicles on a  highway it will resulted in a  high traffic 
density. Conclusively, the Italian Vehicular traffic flow 

f x
e1 1
2
x2=

+ --
^ ^h h ,	 (1)

f x e1
1

x= + -^ h .	 (2)

The input layers of the ANN model were connected 
with the hidden layers, which were then connected to 
the output layers. However, layers in the neural network 
accept constant input parameters from the bias. The 
neural network input to a  unit j is mathematically 
expressed as:

X W X bj IJ J ij
= +| ,	 (3)

where:
Xi  is the output from the preceding layer, 
Wij s denotes the connection weight between layer i and 
j and bi is bias. 

The artificial neural network weights were selected 
randomly and initialized throughout the network model 
adhering to a range before the start of the ANN training 
process. For each mathematical calculation of input 
pattern (Xij), the analysis of output at the output units 
will be dependent on the output used in the hidden units 
in Equation (4). The output vector (Yij) was compared 
to the chosen (i.e., target values) input vector (Xij). The 
error function parameters of the MSE were selected as 
the difference between Xij and Yij, This as:

MSE N X Y1
ij iji

n

1

2= -
=
^^ hh| .	 (4)

Figure 6 Structure of the Levenberg-Marquardt Artificial Neural  
Network Model Inputs and Output
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Figure 7 Day 1

Figure 8 Day 2

Figure 9 Day 3

Figure 10 Day 4

Figure 11 Day 5

Figure 12 Day 6

Highway 1
Model Development

Figure 13 Day 7
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Network Outputs: Traffic Volume
Training Algorithm: Levenberg Marquardt

Five hundred and twenty-six (526) traffic data were 
used for the LM-ANNM training, testing and validation. 
The traffic data were divided into 7 % (368), 15 % (85) 
and 15 % (73) appropriately for both the training, 
testing and validation of the model, respectively. All 
these were carried out in the MATLAB environment. 
In Table 3, train 6 was adjudged to be the LM-ANNM 
optimal performance and Figure 14 shows the results 
of the training, testing and validation results of train 
6. The overall optimal validation performance of the 
LM-ANNM is shown in Figure 15. A regression value of 
R2 of 0.99714 (3-10-1) is presented. These results clearly 
show that the traffic data‘s inputs and outputs are well 
correlated.

Figure 15 presents the overview graph of the 
gradient epoch and validation performance of the ANN 
model. Table 3 shows the results obtained from the 
analysis of the traffic performance evaluation of R2 
parameters for training, testing and validation of the  
LM-ANNM using various architectures. According to 
the results, it was discovered that the best optimum 
model training and testing performance was achieved 
when the number of hidden neurons is 10. It is indicative 
from Table 3 that the LM-ANNM parameters, the 
number of hidden neurons and of epochs is essential in 
determining the performance of the traffic data collected 
from the Italian road transportation system. Another 
significant observation of the result of the research 
occurs when an LM-ANNM achieves the maximum 
correlation coefficient (R2 ) and the minimum MSE, it 
can be said that the ANN model is capable of modelling. 
The current study found that the LM-ANNM is of 
optimum performance and simulation can be used for 
entering new inputs. Another significant finding is 
that the testing regression value (R-value = 0.99615) 

has shown that having an insight into the traffic flow of 
vehicles on a particular highway, it is imperative to have 
a fundamental understanding on the traffic volume and 
density and the period of the day.

Artificial neural network models possess many 
features such as flexibility, efficient parallelism and 
generalization capacity. The interrelationships between 
variables are created automatically and fitting is 
created naturally in the neural network architecture. 
The appropriate number of inputs or outputs will be 
chosen depending on the Levenberg-Marquardt Neural 
network modelling. However, there is no pre-existing 
technique for creation of an ANN model architecture, 
a trial-and-error method is always used most of the time. 
Initiatives can be applied in the designing of the overall 
ANN structure. Difficulties in the ANN only arise in 
terms of high order heterogeneity and the problem we 
want to model with ANN. Primary characteristics such 
as ANN structure, input and output variables, transfer 
function activation and choosing a training algorithm are 
important when designing an artificial neural network 
model. The Levenberg Marquardt algorithm was used in 
this study due to its efficiency when achieving optimal 
results as compared to scaled conjugate gradient and 
Bayesian regularization. In this research, a Multilayer 
Perceptron (MLP) network was applied on the traffic 
flow datasets from the Italian transportation system. 
For the generation of the LM-ANN model, the number 
of vehicles, time of day, traffic volume, the corresponding 
average speed of vehicles were inserted in the required 
format in the MATLAB environment. Consequently, the 
five hundred and twenty-six traffic data gotten from the 
Italy transportation system were divided into 368, 85, 
73 for the LM-ANN model training, cross-validation and 
testing, respectively.
Network Inputs: Number of Vehicles, time and Speed 
of vehicles.

Table 3 The artificial neural network (ANN) of the traffic datasets with different architectures MSE = Mean Square Error; 
V = Validation; T1= Training; T2 = Testing; R = Regression

Train 1 Train 2 Train 3 Train 4 Train 5 Train 6

Number 
of hidden layers

1 1 1 1 1 1

Number 
of hidden 
neurons

5 6 7 8 9 10

Transfer 
function Sigmoid Sigmoid Sigmoid Sigmoid Sigmoid Sigmoid

Learning 
algorithm

Levenberg 
Marquardt

Levenberg 
Marquardt

Levenberg 
Marquardt

Levenberg 
Marquardt

Levenberg 
Marquardt

Levenberg 
Marquardt

Number of 
epochs 143 4 2 2 3 12

R(T1) 0.25429 0.94936 -0.24814 0.0229067 0.823872 0.98919

R(V) 0.24567 0.87512 0.022083 0.289241 0.830123 0.995484

R(T2) 0.18974 0.89143 -0.26913 0.00902591 0.791652 0.996148

R(All) 0.233306 0.92914 -0.21366 0.049181 0.81726 0.99714
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Figure 14 Train 6

Figure 15 Gradient epoch and validation performance of the ANN model
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of the traffic flow modelling, providing ways in 
which traffic datasets can be used and providing 
further evidence on how the Levenberg-Marquardt 
neural network model can be used in modelling the 
non-autonomous vehicles on highways. The results 
of this research provide the following insights for 
the future research:

•	 It would be interesting to evaluate the effects of 
traffic accidents on vehicular traffic flow using the 
soft computing techniques.

•	 Further research regarding the role of traffic 
volume, traffic density and other different classes 
of vehicles in modelling the traffic flow would be 
useful and would contribute to the knowledge of 
road transport.
Limitations of the present research are related 

to the case study examined and non-replicability. In 
particular, the traffic datasets used for this study 
were limited to a  small number of motorways (four 
motorways) in Italy and the traffic data were collected 
on specific days. Another limitation is that the current 
research was not explicitly designed to evaluate the 
factors influencing the collection of traffic data; factors 
such as weather conditions and extreme road conditions 
(such as road accidents) were not considered.
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indicates that the inputs and target are well correlated. 
These results show that when the Regression value 
is closer to one, there is an efficient linear relevance 
between the traffic data inputs and a target.

4 	 Conclusions

The study focused on application of the Levenberg-
Marquardt neural network model to model the flow of 
vehicular traffic in the Italian transport system, with 
particular reference to the city of Rome, using some of 
the parameters obtained from the survey instruments. 
The evidence of this research suggests the following:
•	 The back propagation neural network analyzes the 

prediction error and propagates to the following 
layers to modify the weights, leading to an efficient 
accuracy of prediction training.

•	 The training of the ANN model can be stopped after 
a  specific number of epochs if there is no further 
improvement in prediction accuracy.

•	 One of the most significant findings from this 
research is that the Levenberg-Marquardt neural 
network model (LM-ANNM) has emerged as 
a  reliable predictive model of the vehicular traffic 
flow of the Italian transport system. This study found 
that, in general, the Levenberg-Marquardt neural 
network model showed a superior understanding of 
traffic flows obtained from the Italian road transport 
network with a test performance of R2 0.99714.

•	 The second significant finding was that vehicle 
speed, traffic volume, time and number of vehicles 
are integral to e understanding of light vehicle 
traffic flow.

•	 The evidence from this research study suggests that 
the Italian vehicle traffic flow system will be useful 
for advanced traveler information systems, short- 
and long-term traffic flow forecasts.

•	 This research contributes to the existing knowledge 
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