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Recent Developments in Array Error-Control Codes
(Invited Paper)

Patrick Guy Farrell

Department of Communication Systems Lancaster University,
Lancaster, LA1 4YR, UK
P.G.Farrell@lancaster.ac.uk
Paddy.Farrell@virgin.net

Array error-control codes are linear block or convolutional codes, with codewords or coded sequences constructed by attaching check symbols to arrays of information symbols arranged in two or more dimensions. The check symbols are calculated by taking sums of the information symbols lying along rows, columns, diagonals or other directions or paths in the information array. The simplest array code is the binary block code obtained by taking single parity checks across the rows and columns of a rectangular array of information bits. Array codes can be constructed with symbols from a field, ring or group, can have a wide range of parameters (block or constraint length, rate, distance, etc), and can be designed to detect and correct random and/or bursts or clusters of errors. The motivation for investigating and applying array codes (apart from their interesting mathematical aspects) is that they often provide a good trade-off between error-control power and complexity of decoding. The rate of a random error-control block array code, such as a product code, for example (classical product codes form a sub-class of array codes), is usually less than that of the best available alternative code with the same distance and length, but in exchange the array code will be much easier to decode [1]. However, in many cases array codes designed to correct burst error patterns can be both optimal (maximum distance separable (MDS), for example) and simpler to decode than other equivalent codes [1].

The aim of this presentation is to highlight the most important developments in array codes which have taken place since my survey paper [1] was published in 1992. The favourable trade-offs described above have in many ways been improved significantly since then, thus further widening the considerable range of practical applications of array codes in information transmission and storage systems. Perhaps the most exciting development comes from the realisation that array codes, and in particular various modified forms of classical product codes, are ideally suited for turbo decoding. Here, for example, iterative soft decoding of the row and column component codes in a two-dimensional array code gives a performance close to the Shannon limit with feasible complexity [2]. This very important development has also motivated much investigation of the weight dis-
tributions of the code words of array and product codes, in order to optimise the performance of turbo and other decoding algorithms [3]. A number of novel alternative soft-decision decoding methods for array codes have been devised since 1992, which improve on previous methods [1], but fall short of the performance of turbo decoding.

Another important development arises from the concept of the generalised array code (GAC) and its associated coset trellis. Most well known optimal block codes (eg, Hamming, BCH, RS, etc) can be realised as generalised array codes, and their corresponding sectionalised coset trellises are feasible to decode using the Viterbi algorithm [4]. The GAC construction is a form of the Plotkin or u/u+v construction (augmentation or superimposition). The extent to which an array code can be generalised (augmented) is related to its covering radius, and for certain parameters the GAC construction is equivalent to the generalised concatenated code (GCC) construction.

Several new array code constructions for correcting linear or multidimensional error or erasure bursts have been proposed recently, including the projection, diamond, phased-burst-correcting, multi-track, crisscross-error-correcting, burst identification, EVENODD and X-Code constructions. Several of these constructions generate MDS array codes, and in many cases their encoding algorithms can be optimised to minimise the encoding delay. In addition they are very simple to decode; less complicated, for example, than equivalent RS-based codes [5,6]. Efficient new array code constructions combining error control with channel and system constraints have also emerged, including the run-length-limited, hard square model, checkerboard, balanced and conservative constructions. When encoding burst-error-correcting array codes the positions of the check symbols in the encoded array, and the order in which the symbols of the complete code word or sequence are read out of the encoder, are crucial in determining the error-control performance of the code. The latter process is equivalent to an interleaving operation, and this has motivated investigations of array codes based on explicit two-dimensional interleaving of simple component codes [7].

The range, power and feasibility of array codes has improved dramatically over the last decade: my presentation will attempt to bring this out, together with some of the interesting properties of array codes, and the many fascinating open problems that remain to be investigated.
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High Rate Convolutional Codes with Optimal Cycle Weights
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Abstract. Consider a cycle in the state diagram of a rate \((n - r)/n\) convolutional code. The total Hamming weight of all labels on the edges of the cycle divided by the number of edges is the average cycle weight per edge. Let \(w_0\) denote the minimum average cycle weight per edge over all cycles in a minimal state diagram of a convolutional code, excluding the all-zero cycle around the all-zero state. For comparison between codes of different parameters, let \(w \triangleq w_0/(n - r)\). This work investigates high rate convolutional codes with large \(w\). We present an explicit construction technique of free distance \(d_{\text{free}} = 4\) convolutional codes with limited bit-oriented trellis state complexity, high rate, and large \(w\). The construction produces optimal codes, in the sense of maximizing \(w\), within the classes of rate \((\nu(2^{\nu-1} + 1) + 2^\nu - 1)/(\nu(2^{\nu-1} + 2) + 2^\nu)\), \(\nu \geq 2\), codes with \(d_{\text{free}} \geq 3\) and any code degree. An efficient exhaustive search algorithm is outlined as well. A computer search was carried out, and several codes having larger \(w\) than codes in the literature were found.

1 Introduction

Let \(w_0\) denote the minimum average cycle weight per edge over all cycles in a minimal state diagram of a convolutional code, excluding the all-zero cycle around the all-zero state. Codes with low \(w_0\) contain long codewords of low weight. These codes are susceptible to long error events when used with either maximum likelihood (Viterbi) or sequential decoding \[1, 2\]. The active distances for convolutional codes \[3\], describing which error patterns are guaranteed to be corrected under a maximum likelihood decoding assumption, are lower bounded by a linearly increasing function with slope \(w_0\). In this sense, \(w_0\) determines the code’s error correcting capability.

When working with concatenated codes, e.g., serial concatenated convolutional codes, decoded using iterative decoding schemes, simulation results indicate that outer codes with large \(w_0\) and small degree compare favorably with other choices for the outer code \[4\]. Further, convolutional codes with large \(w_0\) and free distance \(d_{\text{free}}\) can be used to obtain good tailbiting codes \[5\].
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Huth and Weber [5] derived a general upper bound on $w_0$ for rate $1/n$ convolutional codes. Recently, Jordan et al. [7] generalized the bound to rate $(n-r)/n$, $r \geq 1$, codes. The new upper bound applies to codes having a canonical generator matrix containing a delay-free $(n-r) \times (n-r)$ minor of degree equal to the code degree. A general lower bound on $w_0$ can be found in Hole and Hole [2].

In [1], Hemmati and Costello derived a tight upper bound on $w_0$ for a special class of rate $1/2$ convolutional codes. By generalizing the approach in [1], the authors of [2] showed that the bound in [1] applies to a particular class of rate $(n-1)/n$, $n \geq 2$, codes as well. As shown in [8], the argument can further be generalized to the most general case of rate $(n-r)/n$, $r \geq 1$, codes.

In [9], several convolutional code classes that are not asymptotically catastrophic were presented. In particular, a construction of rate $(2^{2\nu-1} - \nu)/2^{2\nu-1}$, $\nu \geq 2$, codes with code degree $\nu$, $d_{\text{free}} = 4$, and $w_0 = 1$ was given. We will compare this construction with our proposed construction, and show that the new construction compares favorably.

For comparison between codes of different parameters, it is convenient to define instead the minimum average cycle weight per information bit, $w \triangleq w_0/(n-r)$ of a rate $(n-r)/n$ convolutional code. In this work we present rate $(n-r)/n$, $r \geq 1$, convolutional codes with larger $w$ compared to existing codes found by Hole and Hole [2], and by Jordan et al. through puncturing of rate $1/2$ mother codes [4]. In [10], Hole presented a general method to obtain an upper bound on $w$. We will use this method to limit the search space.

The concept of a minimal trellis of a linear block code is well established. Recently, the theory has been generalized to convolutional codes by Sidorenko and Zyablov in [11], and by McEliece and Lin in [12]. A parity check matrix approach was considered in [11], generalizing the BCJR construction [13] to convolutional codes. In fact, this construction is known to be minimal in the sense that it gives the unique trellis which minimizes the number of states in each depth of any trellis representing the code. In [12], a generator matrix approach was outlined. The trellis state complexity profile of a linear block or convolutional code is a vector consisting of the number of trellis states in each depth of a minimal trellis. The bit-oriented trellis state complexity is informally defined here as the base-2 logarithm of the maximum entry in the trellis state complexity profile. A more precise definition is provided in Section 2.

This paper is organized as follows: Section 2 introduces a convenient matrix notation for convolutional codes. An explicit convolutional code construction technique of $d_{\text{free}} = 4$ codes with limited bit-oriented trellis state complexity, high rate, and large $w$ is included in Section 3. In Section 4, an efficient exhaustive search algorithm is described. The results of a computer search are given in Section 5. Finally, some conclusions are drawn in Section 6.

## 2 Convolutional Code Preliminaries

We use some of the notation and definitions introduced in [14], as well as a convenient matrix notation established in [15], [16], and [9].
A linear \((n,n-r,\nu)\) convolutional code \(\mathcal{C}\) is an \((n-r)\)-dimensional subspace in an \(n\)-dimensional vector space \(F(D)^n\), where \(F(D)\) is the field of rational functions in the indeterminate \(D\) over the field \(F\) \([14]\). The code degree, or the overall constraint length, is denoted by \(\nu\). In this work the convolutional code symbols are taken from the binary field \(F = GF(2)\). A convolutional code can be defined by an \(r \times n\) polynomial parity check matrix \(H(D)\). We assume in general a canonical parity check matrix \([14]\). Let the \(j\)th polynomial in the \(i\)th row of \(H(D)\) be denoted by \(h_{j}^{(i)}(D) = h_{j,0}^{(i)}D + \cdots + h_{j,r}^{(i)}D^r \in F[D]\), where \(F[D]\) is the ring of all polynomials in \(D\) with coefficients in \(F\). The maximum degree of the polynomials in the \(i\)th row is the \(i\)th row degree, denoted by \(\nu_i\). Every canonical parity check matrix of a given convolutional code have the same set of row degrees with \(\nu = \sum_{i=1}^{r} \nu_i\) \([14]\).

The coefficients of \(h_{j}^{(i)}(D)\) define a column vector \(h_j^{(i)}\) with \(h_{j,0}^{(i)}\) as its topmost element. The \(n\) polynomials in the \(i\)th row of the parity check matrix \(H(D)\) give rise to a \((\nu_i+1) \times n\) matrix \(H^{(i)} = (h_1^{(i)}, \ldots, h_n^{(i)})\) over the field \(F\). Furthermore, let \(H\), referred to as a \textit{combined parity check matrix}, be defined as:

\[
H = \begin{pmatrix}
H^{(1)} \\
H^{(2)} \\
\vdots \\
H^{(r)}
\end{pmatrix} = (h_1, \ldots, h_n). \tag{1}
\]

Note that the combined parity check matrix is a \((\nu+r) \times n\) matrix over the field \(F\). The \(D\)-transform of \(H\) is \(H(D)\), where the polynomial in the \(i\)th row and \(j\)th column is the previously defined polynomial \(h_j^{(i)}(D)\).

Let \(x = (x_0, x_{a+1}, \ldots, x_b)^T\) be a finite dimensional column vector, where \((\cdot)^T\) denotes the transpose of its argument. The \(l\)th \textit{left shift} of \(x\), denoted by \(x^{\leftarrow l}\), is defined as \(x^{\leftarrow l} = (x_{a+1}, \ldots, x_0, 0, \ldots 0)^T\) where \(l \geq 0\). The last \(l\) coordinates in \(x^{\leftarrow l}\) are equal to zero. Furthermore, the \(l\)th \textit{right shift} of \(x\), denoted by \(x^{\rightarrow l}\), is defined as \(x^{\rightarrow l} = (0, \ldots, 0, x_a, \ldots, x_{b-l})^T\). The first \(l\) coordinates in \(x^{\rightarrow l}\) are equal to zero.

A codeword in \(\mathcal{C}\) is a semi-infinite sequence of \(n\)-tuples, or column vectors. An arbitrary codeword sequence is denoted as \(v = (v_0, v_1, \ldots)\), where \(v_t\), \(t \geq 0\), is an \(n\)-tuple \(\text{or label}\) given as \(v_t = (v_t^1, v_t^2, \ldots v_t^n)^T\). We now define the \(i\)th syndrome vector \(s_t^{(i)} = (s_t^{(i,0)}, \ldots, s_t^{(i,n)})^T\) of dimension \((\nu_i+1)\) at time \(t\), recursively as follows \((t > 0, 1 \leq i \leq r)\):

\[
s_t^{(i)} = (s_{t-1}^{(i)})^{\perp} + H^{(i)}v_t, \tag{2}
\]

with \(s_0^{(i)}\) equal to a fixed vector, e.g., the all-zero vector. Furthermore, we define the \(i\)th syndrome sequence as \((s_t^{(i,0)}, s_t^{(i,1)}, \ldots)\) where \(s_t^{(i,0)}, t \geq 0,\) is the zeroth element in the \(i\)th syndrome vector \(s_t^{(i)}\). The code consists of all semi-infinite sequences \(v\) such that all the corresponding syndrome sequences are equal to the all-zero sequence.
A compact form of (2) is obtained using the combined parity check matrix. The combined syndrome vector at time $t$, $s_t = ((s_{t,1}^{(1)})^T, \ldots, (s_{t,r}^{(r)})^T)^T$ is given by
\begin{align}
    s_t = (s_{t-1})^{\downarrow} + H v_t,
\end{align}
where $(s_{t-1})^{\downarrow} = ((s_{t-1}^{(1)})^{\downarrow})^T, \ldots, ((s_{t-1}^{(r)})^{\downarrow})^T)^T$, i.e., the shift operator should be applied to each component individually. The combined syndrome vectors in (3) have dimension $\nu + r$. Assuming that the syndrome vectors are computed from codewords, the set of possible combined syndrome vectors $V_t = \{ s_t : (v_0, v_1, \ldots) \in C \}$ is a vector space of dimension $\nu$ (after an initial transient).

Example 1. Consider a $(6,4,4)$ binary convolutional code with free distance 5 defined by the polynomial canonical parity check matrix
\begin{align}
    H(D) = \begin{pmatrix}
        3 & 2 & 5 & 3 & 2 & 3 \\
        0 & 1 & 1 & 5 & 7 & 7
    \end{pmatrix},
\end{align}
where the entries are given in octal notation in the sense that $3 = 011 = 1 + D$.

The corresponding binary combined parity check matrix is
\begin{align}
    \begin{pmatrix}
        H^{(1)} \\
        H^{(2)}
    \end{pmatrix} = \begin{pmatrix}
        1 & 0 & 1 & 1 & 1 & 0 & 1 \\
        1 & 1 & 0 & 1 & 1 & 1 \\
        0 & 0 & 1 & 0 & 0 & 0 \\
        0 & 1 & 1 & 1 & 1 & 1 \\
        0 & 0 & 0 & 0 & 1 & 1 \\
        0 & 0 & 0 & 1 & 1 & 1
    \end{pmatrix},
\end{align}
where the solid line separates the two component matrices $H^{(1)}$ and $H^{(2)}$. Further, let $s_{t-1} = (011,011)^T$, $v_t = (000001)^T$, and $v_{t+1} = (000000)^T$. From (3) we have $s_t = (000,001)^T$ and $s_{t+1} = (000,010)^T$. The binary column vectors $v_t$ and $v_{t+1}$ are contained in a codeword since $s_{t,0}^{(1)} = s_{t,0}^{(2)} = s_{t+1,0}^{(2)} = 0$. Note that when the label is the all-zero label, the combined syndrome vector at the next time instant is obtained by simply shifting each component of the previous combined syndrome vector individually.

A code $C$ may be represented by a state diagram, where each state represents a combined syndrome vector. Obviously, the number of states in the state diagram is equal to $2^\nu$. The set of possible transitions between states is determined by the equation in (3). An important observation is that a transition from state $s$ on an edge with weight zero will lead to the state $s^{\downarrow}$. (The weight of an edge is the Hamming weight of the label on the edge.)

A path of length $p$ in a state diagram consists of $p$ consecutive edges. A cycle is a path returning back to the state where it started, in which the intermediate states are distinct and different from the starting state.

The combinatorial decoding complexity of a convolutional code $C$ under bit-oriented maximum likelihood decoding depends on the trellis state complexity.
profile of \( C \). The minimal trellis of a convolutional code is periodic, since it can be written as an infinite composition of a basic building block called the \textit{trellis module}. Further, the trellis is bit-oriented in the sense that there is only a single bit on each edge in the trellis. As indicated in [16], there are \( r \) levels within the trellis module, in which every state have only a single outgoing edge. By a blocking procedure it is possible to reduce the \textit{length} of the trellis module from \( n \) to \( n - r \) [16]. When we speak of the trellis state complexity profile of a code \( C \) we mean the trellis state complexity profile of this reduced trellis module.

Let \( b = (b_0 \cdots b_n) \) be a row vector with \( b_0 = 0 \) and \( b_j = \text{rank} [H_{n-j+1,n}]_j \), where \( H_{n-j+1,n} \) is the submatrix of \( H^L \) consisting of the last \( j \) columns, and \( H^L \) is the zero-degree indicator matrix of \( H(D) \). Here, \( \text{rank}(\cdot) \) denotes the rank of its matrix argument, where the rank of a matrix is the dimension of its column or row space. The zero-degree indicator matrix of \( H(D) \) is \( H(0) \). Further, let \( f = (f_0 \cdots f_n) \) be a row vector with \( f_0 = 0 \) and \( f_j = \text{rank} [H^H_{1,j}]_j \), where \( H^H_{1,j} \) is the submatrix of \( H^H \) consisting of the first \( j \) columns, and \( H^H \) is the highest-degree indicator matrix of \( H(D) \). The highest-degree indicator matrix of \( H(D) \) is the matrix

\[
\begin{pmatrix}
D^{\nu_1} \\
D^{\nu_2} \\
\vdots \\
D^{\nu_r}
\end{pmatrix} \cdot H(D^{-1})
\]

with \( D = 0 \), where the first matrix in (6) is a diagonal matrix. A sorted integer set \( J = \{j_1, j_2, \ldots, j_{n-r}\} \) is determined by the row vector \( b \). In general, \( J = \{j : j \in \{0, \ldots, n - 1\} \text{ and } b_{n-j} = b_{n-j-1}\} \).

Then, the \( i \)th component of the trellis state complexity profile \( c_i \), \( 1 \leq i \leq n - r \), is

\[
c_i = 2^{\nu_r + f_{j_i} + b_{n-j_i}}.
\]

**Definition 1.** The base-2 logarithm of the maximum number of states in the trellis state complexity profile

\[
c_{\text{max}} = c_{\text{max}}(H) = \log_2 \left[ \max_{1 \leq i \leq n-r} c_i \right]
\]

will be called the bit-oriented trellis state complexity.

**Example 2.** For the code defined by the canonical parity check matrix in (16), the zero-degree indicator matrix and the highest-degree indicator matrix are

\[
H^L = \begin{pmatrix}
1 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 1 & 1 & 1 & 1
\end{pmatrix} \quad \text{and} \quad H^H = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1
\end{pmatrix},
\]

respectively. Here, \( J = \{0, 1, 2, 3\} \), (16, 16, 16, 32) is the trellis state complexity profile, and \( c_{\text{max}} = 5 \).

\[\text{1 The result is a generalization of a similar result for linear block codes [17].}\]
2.1 Bounds on \( w \)

The following theorem, giving an upper bound on \( w \), was proved in [7].

**Theorem 1.** For an \((n, n-r), r \geq 1\), convolutional code \( C \) with code degree \( \nu \) and a canonical generator matrix containing a delay-free \((n-r) \times (n-r)\) minor of degree \( \nu \),

\[
w \leq \frac{r}{n-r} \frac{2^\nu - 1}{2^\nu - 1}.
\]

Let \( d_{\text{max}}(N, K) \) be the largest minimum distance of all \((N, K)\) linear block codes. A new upper bound on \( w \) depending on the free distance on the convolutional code was presented and proved in [5]. For convenience, we will restate the theorem below.

**Theorem 2.** For an \((n, n-r), r \geq 1\), convolutional code \( C \) with free distance \( d_{\text{free}} \),

\[
w \leq \frac{1}{n-r} \min \left\{ \frac{d_{\text{max}}(ln, l(n-r))}{l} \right\},
\]

where the minimum is taken over all integers \( l = 1, 2, \ldots \) such that \( d_{\text{max}}(ln, l(n-r)) < d_{\text{free}} \).

Assume that the rows of a canonical parity check matrix \( H(D) \) are ordered such that the row degrees satisfy \( \nu_1 = \nu_2 = \cdots = \nu_\gamma = 0 \) for some \( \gamma, 0 \leq \gamma < r \). If \( \gamma > 0 \), then the first \( \gamma \) rows of the parity check matrix define an \((n, n-\gamma)\) linear block code \( \tilde{C} \) over \( F \), which is the embedded block code [18]. For \( \gamma = 0 \), we define \( \tilde{C} \) to be the trivial \((n, n)\) block code consisting of all \( n \)-tuples over \( F \). The parity check matrix of \( \tilde{C} \) is denoted by \( H_{\gamma} \), and the minimum distance by \( d_{\tilde{c}} \). For \( \gamma = 0, d_{\tilde{c}} = 1 \). In general, the labels on the edges in a state diagram for \( C \), constructed from \( H \), are codewords in \( \tilde{C} \). The following general lower bound on \( w \) can be found in [2].

**Theorem 3.** For an \((n, n-r), r \geq 1\), convolutional code \( C \) defined by a canonical combined parity check matrix \( H \) with row degrees \( \nu_i, 1 \leq i \leq r \),

\[
w = w(H) \geq \frac{1}{n-r} \frac{d_{\tilde{c}}}{\nu_{\text{max}}},
\]

where \( \nu_{\text{max}} \) is the maximum row degree.

3 Explicit Constructions

We will first consider a construction of codes with \( d_{\text{free}} = 4 \) and \( w_0 = 1 \) presented in [9]. The construction is a special case of a more general construction which appeared in [15]. Secondly, we will present a new construction of \( d_{\text{free}} = 4 \) codes that compares favorably with the first construction.
3.1 Construction from \[9\]

Given a code degree \(\nu \geq 2\), choose \(\gamma = 1\), \(\nu_2 = \cdots = \nu_{r-1} = 1\), and \(\nu_r = 2\), from which it follows that \(r = \nu\). Further, let the construction technique for any \(\nu\) be denoted by \(\mathcal{M}_\nu\), and choose \(n = 2^{2\nu-1}\).

Let \(\mathbf{Q}(D)\) denote a \(1 \times n\) polynomial matrix consisting of every polynomial with a constant term and degree at most \(\nu + r - 1 = 2\nu - 1\). Further, construct the parity check matrix of a convolutional code \(\mathcal{C}\) as follows:

\[
\mathbf{H}_{\text{comp}}(D) = \mathbf{Q}(D).
\] (14)

**Remark 1.** The parity check matrix in (14) is given in compressed form, i.e., a combined parity check matrix is obtained by converting each polynomial to a column vector with the coefficient of the constant term and the coefficient of \(D^{2\nu-1}\) as its topmost and last element, respectively.

Codes from the construction \(\mathcal{M}_\nu\), \(\nu \geq 2\), have \(d_{\text{free}} = 4\) and \(w_0 = 1\) [9], [19]. The codes from \(\mathcal{M}_\nu\) are length optimal [15], meaning that there do not exist codes with code degree \(\nu\), \(d_{\text{free}} = 4\), and strictly larger code length within the class of \((n,n-\nu)\) codes. Thus, not surprisingly it turns out that \(c_{\text{max}} = \nu + r = 2\nu\) for these codes.

3.2 New Construction of Codes with \(d_{\text{free}} = 4\)

In this subsection we consider an explicit construction of codes with code degree \(\nu \geq 2\), \(d_{\text{free}} = 4\), \(r \geq 2\), and \(c_{\text{max}} = \nu + 1\).

Choose \(\gamma = 1\). Let the construction technique for any given \(r \geq 2\) and row degrees \(1 \leq \nu_2 \leq \cdots \leq \nu_r\) satisfying \(\nu = \sum_{i=1}^{r} \nu_i \geq 2\), be denoted by \(\mathcal{M}_r(\nu_2, \ldots, \nu_r)\), and choose \(n = (r-1)(2^{\nu-1} + 2) + 2^\nu\). Define

\[
I_{\text{const}}[i] = \sum_{j=0}^{i-1} \nu_j + i - 1 \quad \text{and} \quad I_{\text{high}}[i] = \sum_{j=1}^{i} \nu_j + i - 1
\] (15)

for all \(i, 1 \leq i \leq r\). In the first definition above, \(\nu_0\) is defined to be zero.

Let \(\mathbf{P}^{(j)}(D)\), \(2 \leq j \leq r\), denote a \(1 \times (2^{\nu-1} + 2)\) polynomial matrix consisting of 1) every polynomial of degree at most \(\nu + r - 1\) with the coefficients of \(D^{I_{\text{const}}[i]}\) and \(D^{I_{\text{const}}[i]}\) equal to one, the coefficients of \(D^{I_{\text{const}}[i]}\), \(2 \leq i \leq j - 1\), all equal to zero, and the coefficients of \(D^{I_{\text{high}}[i]}\), \(j \leq i \leq r\), all equal to zero. Further, 2) \(\mathbf{P}^{(j)}(D)\) should contain 2 polynomials of degree at most \(\nu + r - 1\) with the coefficients of \(D^{I_{\text{const}}[i]}\), \(D^{I_{\text{const}}[i]}\), and \(D^{I_{\text{high}}[i]}\) all equal to one, the coefficients of \(D^{I_{\text{const}}[i]}\), \(2 \leq i \leq j - 1\), all equal to zero, and the coefficients of \(D^{I_{\text{high}}[i]}\), \(j < i \leq r\), all equal to zero. The polynomials in \(\mathbf{P}^{(j)}(D)\) are sorted in increasing order with respect to the coefficient of \(D^{I_{\text{high}}[i]}\). Let \(\mathbf{P}^{(r+1)}(D)\) denote a \(1 \times 2^r\) polynomial matrix consisting of every polynomial with degree at most \(\nu + r - 1\) with the coefficients of \(D^{I_{\text{const}}[i]}\), \(2 \leq i \leq r\), all equal to zero, and the coefficient
of $D^{\text{const}}$ equal to one. We construct the parity check matrix of a convolutional code $C$ as follows:

$$H_{\text{comp}}(D) = \left( P^{(2)}(D) \ P^{(3)}(D) \cdots \ P^{(r+1)}(D) \right).$$ (16)

The parity check matrix in (16) is given in compressed form, see Remark 1 for details.

**Example 3.** Choose $r = 3$, $\nu_2 = 1$, and $\nu_3 = 2$. In this case, $n = 20$ and

$$H(D) = \begin{pmatrix}
1111111111111111111111111111
111133002222020202020202
02132113135700224466
\end{pmatrix},$$ (17)

where the matrix entries are given in octal notation. The rate of the code is $17/20$.

**Example 4.** Choose $r = 4$ and $\nu_2 = \nu_3 = \nu_4 = 1$. In this case, $n = 26$ and

$$H(D) = \begin{pmatrix}
1111111111111111111111111111
111133002222020202020202
00110111113302020200220022
01010101010111113300002222
\end{pmatrix},$$ (18)

where the matrix entries are given in octal notation. The rate of the code is $22/26$.

The first row of the parity check matrix in (16), in binary combined form, consists of only 1’s, and all columns, viewed as binary vectors, are distinct. This, and the fact that $\nu_1 = 0$, guarantee that the free distance is at least 4 \cite{15}.

**Lemma 1.** The matrix in (16) is canonical for any $r \geq 2$ and $1 \leq \nu_2 \leq \cdots \leq \nu_r$, $\nu = \sum_{i=1}^{r} \nu_i \geq 2$.

To prove Lemma 1, we use the fact that an $r \times n$ polynomial parity check matrix is canonical if the greatest common divisor (gcd) of the $r \times r$ minors is equal to 1 and their greatest degree is equal to the code degree $\nu$ \cite{14}. It is sufficient to prove that the matrix in (16) contains one $r \times r$ submatrix with determinant 1 and another submatrix with determinant of degree $\nu$. The details are omitted for brevity. The proof of Lemma 2 below is given in the Appendix.

**Lemma 2.** The bit-oriented trellis state complexity of codes from the construction $\mathcal{M}_r(\nu_2, \ldots, \nu_r)$ is $\nu + 1$ for any $r \geq 2$ and $1 \leq \nu_2 \leq \cdots \leq \nu_r$, $\nu = \sum_{i=1}^{r} \nu_i \geq 2$.

**Theorem 4.** For a code $C$ from the construction $\mathcal{M}_r(\nu_2, \ldots, \nu_r)$, $w_0 = 2/\nu_r$ for any $r \geq 2$ and $1 \leq \nu_2 \leq \cdots \leq \nu_r$, $\nu = \sum_{i=1}^{r} \nu_i \geq 2$. 
Proof. The state diagram of a code \( C \) from the construction \( \mathcal{M}_r(\nu_2, \ldots, \nu_r) \) contains a cycle consisting of an all-zero path of length \( \nu_r - 1 \) and an edge of weight 2. An all-zero path from the state \( s = (0, 0 \cdots 0, 0 \cdots 0, 0 \cdots 01)^T \) to \( s^{k-1} \) exists, from which there is an edge of weight 2 back to \( s \). This is the case since there exist two combined columns \( h \) and \( \tilde{h} \) in any combined parity check matrix from \( \mathcal{M}_r(\nu_2, \ldots, \nu_r) \) such that \( (s^{k-1})^T h + \tilde{h} = s \). Consequently, there exists a cycle of length \( \nu_r \) with Hamming weight of 2, which implies that \( w_0 \leq 2/\nu_r \). Using Theorem 3, \( w_0 \geq 2/\nu_r \), since \( d_\infty = 2 \) and \( \nu_{\text{max}} = \nu_r \).

Remark 2. The choice \( \nu_2 = \cdots = \nu_r = 1 \) will maximize \( w \) when \( \nu \) is given. In this case \( r = \nu + 1 \) and \( w = 2/(\nu(2^{\nu-1} + 1) + 2^\nu - 1) \). The maximum possible rate is obtained for \( r = 2 \).

Theorem 5. The construction \( \mathcal{M}_r(\nu_2, \ldots, \nu_r) \) with \( \nu_2 = \cdots = \nu_r = 1 \) and \( r \geq 3 \) is optimal in the sense of giving codes with maximum possible \( w \) within the classes of \( (\nu(2^{\nu-1} + 2) + 2^\nu, \nu(2^{\nu-1} + 1) + 2^\nu - 1) \), \( \nu \geq 2 \), codes with \( d_{\text{free}} \geq 3 \) and any code degree.

Proof. We use Theorem 2 with \( 3 \leq d_{\text{free}} \leq 4 \), \( r = \nu + 1 \), \( n = \nu(2^{\nu-1} + 2) + 2^\nu \), and \( n-r = \nu(2^{\nu-1} + 1) + 2^\nu - 1 \). The proof is 3-fold. We first prove that \( d_{\text{max}}(n, n-r) = 2 \). Secondly, we prove that \( d_{\text{max}}(2n, 2(n-r)) \geq 4 \). In part III of the proof, we use Theorem 2 to derive an upper bound on \( w \).

Part I: Since \( 2 \leq \nu \Rightarrow 4 \leq \nu + 2 \Rightarrow 2^{\nu+1} \leq \nu 2^{\nu-1} + 2^{\nu} \), it follows that \( 2^{\nu+1} < \nu(2^{\nu-1} + 2) + 2^\nu = n \), from which we can conclude that it is not possible to construct a parity check matrix with \( r = \nu + 1 \) rows and \( n \) distinct columns different from the all-zero column. Thus, \( d_{\text{max}}(n, n-r) = 2 \).

Part II: Any linear block code defined by a parity check matrix with distinct, odd weight columns has minimum distance at least 4. If we can show that \( 2^{\nu-1} = 2^{2\nu+1} + 2^n = 2\nu(2^{\nu-1} + 2) + 2^{\nu+1} \), then it is always possible to construct a \( 2\nu \times 2n \) parity check matrix with \( 2n \) distinct, odd weight columns, and it follows that \( d_{\text{max}}(2n, 2(n-r)) \geq 4 \).

By insertion, for \( \nu = 2 \), it holds that \( 2^{2\nu+1} > 2\nu(2^{\nu-1} + 2) + 2^{\nu+1} \). Thus, in the following we will assume that \( \nu \geq 3 \). Clearly,

\[
\nu < 2^\nu \Rightarrow 2\nu(2^{\nu-1} + 2) + 2^{\nu+1} < 2^{\nu+1}(2^{\nu-1} + 3)
\]

and

\[
2^{\nu-1} + 3 < 2^\nu \Rightarrow 2^{\nu+1}(2^{\nu-1} + 3) < 2^{2\nu+1},
\]

from which it follows that \( 2\nu(2^{\nu-1} + 2) + 2^{\nu+1} < 2^{2\nu+1} \) since both \( \nu < 2^\nu \) and \( 2^{\nu-1} + 3 < 2^\nu \) are true for all \( \nu \geq 3 \). Thus, it holds that \( d_{\text{max}}(2n, 2(n-r)) \geq 4 \) for all \( \nu \geq 2 \).

Part III: Using Theorem 2

\[
w \leq \frac{1}{n-r} d_{\text{max}}(n, n-r) = \frac{2}{n-r}.
\]
The upper bound in (21) applies to free distance \( \geq 3 \) codes with any code degree, and the bound is equal to the \( w \) provided by Theorem 4 with \( \nu_{\text{max}} = 1 \), proving the optimality of the construction \( \mathcal{M}_r(\nu_2, \ldots, \nu_r) \) with \( \nu_2 = \cdots = \nu_r = 1 \) and \( r \geq 3 \).

\[ \tag*{\Box} \]

Note that the optimal codes from the construction \( \mathcal{M}_r(\nu_2, \ldots, \nu_r) \) with \( \nu_2 = \cdots = \nu_r = 1 \) and \( r \geq 3 \) have limited bit-oriented trellis state complexity. In particular, it is not possible to increase \( w \) by relaxing the complexity constraint or the distance constraint from 4 to 3, or by altering the code degree.

### 3.3 Comparisons

In Fig. 1, the negative of the natural logarithm of the code rate \(- \log[(n - r)/n]\), and the minimum average cycle weight per information bit \( w \) from the two constructions \( \mathcal{M}_r \) and \( \mathcal{M}_r(1, \ldots, 1) \), \( r \geq 3 \), are plotted versus bit-oriented trellis state complexity \( c_{\text{max}} \). Observe that our proposed construction outperforms the construction \( \mathcal{M}_r \). This is illustrated in Fig. 1 by the vertical solid line originating at the horizontal axis for \( c_{\text{max}} = 8 \). Follow this line until the intersection with the curve marked with \( \nabla \). The value on the vertical axis gives the obtainable rate from the construction \( \mathcal{M}_r(1, \ldots, 1) \). Further, follow the solid line to the right until the curve marked with \( + \) is reached. The value on the horizontal axis gives the corresponding \( c_{\text{max}} \) from the construction \( \mathcal{M}_r \). Finally, follow the line downward until the curve marked with \( * \) is intersected. The \( w \) from the construction \( \mathcal{M}_r \) is established from the value on the vertical axis, which conveniently can be compared with the \( w \) from the construction \( \mathcal{M}_r(1, \ldots, 1) \).

To summarize, for the same code rate, both a larger \( w \) and a smaller \( c_{\text{max}} \) is obtained from the construction \( \mathcal{M}_r(1, \ldots, 1) \) compared to what is possible with the construction \( \mathcal{M}_r \).

### 4 Exhaustive Computer Search

In this section we will formulate several lemmas and one theorem that are important for the exhaustive search algorithm to be described later in this section.

**Lemma 3.** Let \( H \) denote a combined parity check matrix defining a code \( C \) with free distance \( d_{\text{free}} \). Then the following holds:

1. \( d_{\text{free}} = 1 \) if and only if \( H \) contains the all-zero combined column.
2. If \( H \) contains two equal combined columns, then \( d_{\text{free}} = 2 \).

The proof of Lemma 3 is trivial, and is omitted for brevity. In this work only codes with \( d_{\text{free}} \geq 3 \) are considered. Thus, using Lemma 3 we will assume without loss of generality that every combined parity check matrix have distinct combined columns different from the all-zero combined column.
Definition 2. Let $H$ denote any combined parity check matrix with row degrees $\nu_i$, $1 \leq i \leq r$, such that the sum $\sum_{i=1}^{r} \nu_i = \nu$. Then define a mapping $\phi$ as

$$\phi : F^{\nu+r} \to F^{\infty}$$

$$\left( x_0^{(1)}, \ldots, x_{\nu_1}^{(1)}, \ldots, x_0^{(r)}, \ldots, x_{\nu_r}^{(r)} \right)^T \mapsto \left( x_0^{(1)} \cdot \cdots \cdot x_{\nu_1}^{(1)}, \ldots, x_0^{(r)} \cdot \cdots \cdot x_{\nu_r}^{(r)} \right)^T \cdots.$$  

(22)

Further, let $H_\infty$ denote the semi-infinite matrix

$$H_\infty = (H \phi) (H \phi)^2 (H \phi)^3 \cdots$$

(23)

over the field $F$, where the shift operator should be applied to each matrix column individually. Furthermore, the shift operator should be applied to each component of a combined column vector individually.

Definition 3. Two combined parity check matrices $H$ and $\tilde{H}$ are said to be equivalent if the set of columns from $H_\infty$ is equal to the set of columns from $\tilde{H}_\infty$.

Lemma 4. If $H$ and $\tilde{H}$ are two equivalent combined parity check matrices, then the corresponding codes have the same $d_{\text{free}}$ and $w$.

The proof of Lemma 4 is given in the Appendix. The following lemma is a slight generalization of a result that appeared in [15].
Lemma 5. Every combined parity check matrix $H$, of constraint length $e$, is equivalent to some combined parity check matrix $\tilde{H}$, of constraint length $\leq e$, in which, for every column index $j$, $1 \leq j \leq n$, there is some row index $i$, $1 \leq i \leq r$, such that $\tilde{h}_j^{(i)} = 1$.

Proof. Consider a combined parity check matrix $H$. Suppose that there exists a $j$, $1 \leq j \leq n$, such that $h_j^{(i)} = 0$ for all $i$, $1 \leq i \leq r$. Define $\tilde{H}$ as follows:

$$\tilde{H} = ( (h_j)^T, h_1, \ldots, h_{j-1}, h_{j+1}, \ldots, h_n ).$$

(24)

After an initial transient, $H_\infty$ and $\tilde{H}_\infty$ contain the same set of column vectors, and the lemma follows (repeating the argument if necessary). ☐

Lemmas 3 and 5 imply the following.

Corollary 1. Without loss of generality, only combined parity check matrices $H$ with distinct combined columns containing no combined column $h = (h_0^{(1)} \cdots h_\nu^{(1)}, h_0^{(2)} \cdots h_\nu^{(2)}, \ldots, h_0^{(r)} \cdots h_\nu^{(r)})^T$ of the form

$$h_0^{(1)} = h_0^{(2)} = \cdots = h_0^{(r)} = 0$$

(25)

need to be considered when searching for codes with free distance $d_{\text{free}} \geq 3$, where the $i$th row degree of $H$ is $\nu_i$, $1 \leq i \leq r$.

Let $X$ denote the set of possible combined columns in accordance with Corollary 1.

Lemma 6. Given a combined parity check matrix $H$, let $\tilde{H}$ denote a matrix obtained from $H$ by a single transposition of any two columns from $H$. Then it follows that $H$ and $\tilde{H}$ are equivalent.

Proof. The result follows from the fact that a column transposition in $H$ corresponds to a column permutation in $H_\infty$. ☐

Lemma 7 below, whose proof is omitted, appeared in [15].

Lemma 7. A combined parity check matrix $H$, with row degrees $(\nu_1, \ldots, \nu_r)$, is equivalent to the reverse combined parity check matrix $\tilde{H}$, with row degrees $(\nu_r, \ldots, \nu_1)$, in which each combined column $\tilde{h}_j$ is the reverse of $h_j$.

Lemma 8. A combined parity check matrix $H$ is given. Let $\tilde{H}$ be a combined parity check matrix obtained from $H$ by extending $H$ with any combined column $h \in X$, i.e., $\tilde{H} = [H, h]$. Then it follows that $w_0(H) \geq w_0(\tilde{H})$.

Remark 3. Using Lemma 8 it follows that $w(H) > w(\tilde{H})$, where $\tilde{H}$ is an extended version of $H$ as in Lemma 8. This is true since $n - r$ grows with $n$. 


In the following theorem, the combined columns from $X$ are treated as integers with the topmost element being the least significant bit.

**Theorem 6.** In an exhaustive search only ordered combined parity check matrices with columns from $X$ need to be considered, i.e., combined parity check matrices satisfying $h_j \leq h_{j+1}$ for all $j$, $1 \leq j \leq n - 1$, where $\leq$ denotes comparison of integers.

The proofs of Lemma 8 and Theorem 6 are given in the Appendix.

### 4.1 Algorithm

In the following, an $(n, n-r)$ convolutional code represented by a canonical parity check matrix with row degrees $\nu_i$, $1 \leq i \leq r$, will be called an $(n, n-r, (\nu_1, \ldots, \nu_r))$ convolutional code. A $w$-optimal $(n, n-r, (\nu_1, \ldots, \nu_r))$ code is an $(n, n-r, (\nu_1, \ldots, \nu_r))$ code with the maximum possible $w$. From Theorem 6, only ordered combined parity check matrices need to be considered in an exhaustive search, from which we get the following algorithm.

**Exhaustive Search** $(N, r, (\nu_1, \ldots, \nu_r), d_{\text{free, bound}})$:

1. Find a $w$-optimal $(N_{\text{max}}, N_{\text{max}}-r, (\nu_1, \ldots, \nu_r))$ convolutional code with $d_{\text{free}} \geq d_{\text{free, bound}} \geq 3$, where $N_{\text{max}}$ is the largest code length $\leq N$ such that the code exists. /
2. Start with an empty combined parity check matrix $H$ and let $X_0 = X$, $N_{\text{max}} = 0$, and $w_{\text{best}} = -1$.
3. while $|X_0| > 0$ do:
   1. Set $l = |H|$, and
   2. obtain and remove a random column $h \in X_l$, such that $h \geq$ the last element in $H$.
   3. if $((N_{\text{max}} < N$ or $w(H \cup h) \geq w_{\text{best}}), d_{\text{free}}(H \cup h) \geq d_{\text{free, bound}}$, and $|H| < N)$ then:
      1. Set $H = H \cup h$ and $X_{l+1} = X_l$.
   4. otherwise, if $|H| > N_{\text{max}}$ and $H$ is canonical then:
      1. Make a record.
      2. $N_{\text{max}} = |H|$.
      3. $w_{\text{best}} = w(H)$.
   5. otherwise if $(|H| = N_{\text{max}}$ and $H$ is canonical) then:
      1. Make a record if a better code is found.
      2. Remove the last column from $H$.

return $(w_{\text{best}}, N_{\text{max}})$

In the line marked (***), we have incorporated Lemma 8 into the algorithm to limit the size of the search space. Further, Lemma 7 can be incorporated into the algorithm in the line marked (*) to further limit the size of the search space.

We may also incorporate limits on the bit-oriented trellis state complexity in the line marked (***)[20]. These codes are interesting due to reduced decoding complexity with maximum likelihood decoding [16, 20].
4.2 Determination of Free Distance

An efficient algorithm to compute the free distance of a high rate convolutional code is outlined in [15], [20]. The algorithm, which is uni-directional, can be extended into a bidirectional algorithm. The bidirectional version of the algorithm is similar to the BEAST algorithm in [21]. To keep the description short, we omit the details.

4.3 Cycle Weight Computation

To compute $w_0(H)$ for any given combined parity check matrix $H$, where the columns are taken from the set $X$ constructed from given values of $r$ and $(\nu_1, \ldots, \nu_r)$, we use Karp’s algorithm [22]. As a remark, note that there do exist faster algorithms to compute the minimum average cycle weight per edge in a graph [23]. Karp’s algorithm has good performance on smaller graphs, mostly due to its simplicity. However, as the number of nodes in the graph grows, its performance degrades rapidly compared to other algorithms [23].

The asymptotic complexity of Karp’s algorithm is $\Theta(2^{2^\nu} \cdot \min(2^{n-r}, 2^\nu))$, making it hard to search for codes with large dimension and code degree.

4.4 Speed-up of Processing Using Preprocessing

The exact value of $w(H \cup h)$ in the line marked (***) can be replaced by any upper bound, $w_{\text{bound}}(H \cup h)$ on $w(H \cup h)$. We use the method presented in [10].

Let $H$ denote a canonical combined parity check matrix defining a code $C$. A valid state in the state diagram for $C$ constructed from $H$ is of the form

$$s = (0, \ldots, 0, s_1^{(\gamma+1)} \cdots s_{\nu+1}^{(\gamma+1)}, \ldots, 0 s_{1}^{(r)} \cdots s_{\nu}^{(r)})^T.$$

If $s_1^{(\gamma+1)} = \cdots = s_1^{(r)} = 0$, then there exists an all-zero path of length $p$, from $s$ to $s^p$, where $p$ is a positive integer such that $s_1^{(i)} = \cdots = s_1^{(i)} = 0$ for all $i, \gamma < i \leq r$. If $H$ contains the column $s^{p+1} + s$, then the state diagram contains a length $p + 1$ cycle of weight 1. More generally, if $H$ contains $k$ columns, denoted as $h_j, 1 \leq j \leq k$, such that their sum is equal to $s^{p+1} + s$, then the state diagram contains a length $p + 1$ cycle of weight $k$.

Assume that there exists an $i, \gamma < i \leq r$, such that $s_1^{(i)} = 1$. Further, assume that $H$ contains $k$ columns, denoted as $h_j, 1 \leq j \leq k$, such that their sum is equal to $s^{k} + s$, then the state diagram contains a length 1 cycle of weight $k$. These cycles of length $\geq 1$ are referred to as self-cycles generated by the columns $h_j, 1 \leq j \leq k$. We can preprocess the self-cycles, and more generally cycles containing several all-zero paths connected by edges with nonzero labels.

Example 5. Choose $r = 2$, $\nu_1 = 3$, and $\nu_2 = 3$. Further, assume that a combined parity check matrix $H$ contains the column $h = (0000, 1001)^T$. The state diagram of the code defined by $H$, constructed from $H$, contains a length 3 self-cycle of weight 1 generated by $h (s + s^k = h$ with $s = (0000,0001)^T$), and the minimum
average cycle weight per edge is upper bounded by $1/3$, which is equal to the general lower bound from Theorem 3 with $\tilde{d}_c = 1$. Further, there does not exist a self-cycle generated by the column $(1001, 1101)^T$, illustrating the fact that there can exist columns in $X$ which cannot be decomposed into the sum of a nonzero state and its maximum shift.

5 Codes from Computer Search

The upper bound in Theorem 1 decreases when the code degree grows. This indicates that a $w$-optimal code with a large code degree has lower $w$ than a $w$-optimal code with a smaller code degree. The tables in [4] support this claim as well. Consequently, we propose the following search strategy:

1. Choose a convolutional code class in which the search is to be performed, i.e., specify $r$.
2. Specify the rate and a lower bound on the free distance.
3. Choose the smallest code degree such that there exist codes with the specified parameters.
4. Perform the search.

5.1 $w$-Optimal Codes from Exhaustive Search

In Tables 1 and 2 the notation $(n, n-r, (\nu_1, \ldots, \nu_r), d_{\text{free, bound}})$ refers to an $(n, n-r, (\nu_1, \ldots, \nu_r))$ code with $d_{\text{free}} \geq d_{\text{free, bound}}$. The new codes are defined by a canonical parity check matrix in decimal compressed form. As an example, the 7th entry in Table 2 is a $(6, 4, (2, 2))$ code with free distance 5. The canonical parity check matrix is given in equation (4). From the tables we can observe that better codes are obtained than what was previously known, e.g., the $w$-optimal $(8, 6)$ code with $d_{\text{free, bound}} = 4$ has $w = 1/6$ for $\nu = 2$. Note that an equivalent code (in the sense of a column permutation) is obtained from the construction $M_r(\nu_2, \ldots, \nu_r)$ with $r = 2$ and $\nu_2 = 2$, i.e., the construction is in some sense optimal in this case. The $w$-optimal $(4, 3)$ code with $d_{\text{free, bound}} = 4$ has $w = 2/15$ for $\nu = 3$, which is strictly less than $1/6$. Hence, we get both a larger $w$ and a smaller code degree by looking into the class of $r = 2$ codes.

Within the class of $(n, n-1), n \geq 9$, codes with $d_{\text{free}} \geq 5$, a code degree $\geq 8$ is required for the code to exist [15]. Searching for $w$-optimal codes is quite time consuming in this case due to the exponential complexity of Karp’s algorithm. On the other hand, searching for codes when $d_{\text{free, bound}} = 3$ or 4 is fast. To keep the tables short, these results are omitted.

5.2 Tightness of Upper Bound in Theorem 1

We have looked into the tightness of the upper bound in Theorem 1. Note that the $w$-optimal codes below are not tabulated in the tables, because the codes have larger code degrees than what is necessary to obtain the given rates for the given values on $d_{\text{free, bound}}$. 
Table 1. Canonical parity check matrices in decimal compressed form of \(w\)-optimal \((n, n-1, \nu)\) convolutional codes with free distance \(d_{\text{free}} \geq d_{\text{free, bound}}\), where \(d_{\text{free, bound}}\) is a given lower bound on the free distance. The 4th column contains the minimum average cycle weight per information bit of existing codes. \(^1\) Code found by Hole and Hole \(^2\). \(^2\) Code found by Jordan \textit{et al.} through puncturing of rate \(1/2\) mother codes \(^4\). The 5th column contains upper bounds based on Theorem \(\text{I}\). The codes are found by exhaustive search. The label of the first column, Param. stands for \((n, n - r, \nu, d_{\text{free, bound}})\) (see Section \(\text{V.I}\) for details).

<table>
<thead>
<tr>
<th>Param.</th>
<th>Parity check matrix</th>
<th>(w)</th>
<th>(w_{\text{opt}})</th>
<th>(w_{\text{bound}})</th>
<th>(\frac{w_{\text{bound}} - w}{w_{\text{bound}}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3,2,2,3)</td>
<td>(1,3,7)</td>
<td>1/3</td>
<td>1/4(^2)</td>
<td>1/3</td>
<td>0</td>
</tr>
<tr>
<td>(3,2,3,4)</td>
<td>(7,11,15)</td>
<td>1/4</td>
<td>1/4(^2)</td>
<td>2/7</td>
<td>0.1250</td>
</tr>
<tr>
<td>(3,2,4,5)</td>
<td>(11,15,19)</td>
<td>3/14</td>
<td>4/15</td>
<td>0.1964</td>
<td></td>
</tr>
<tr>
<td>(3,2,5,6)</td>
<td>(11,19,55)</td>
<td>3/16</td>
<td>1/6(^2)</td>
<td>8/31</td>
<td>0.2734</td>
</tr>
<tr>
<td>(3,2,6,7)</td>
<td>(69,101,115)</td>
<td>1/7</td>
<td>16/63</td>
<td>0.4375</td>
<td></td>
</tr>
<tr>
<td>(3,2,7,8)</td>
<td>(69,93,251)</td>
<td>1/7</td>
<td>32/127</td>
<td>0.4330</td>
<td></td>
</tr>
<tr>
<td>(3,2,9,9)</td>
<td>(613,683,989)</td>
<td>1/8</td>
<td>128/511</td>
<td>0.5010</td>
<td></td>
</tr>
<tr>
<td>(3,2,10,10)</td>
<td>(1119,1759,1869)</td>
<td>1/8</td>
<td>256/1023</td>
<td>0.5005</td>
<td></td>
</tr>
<tr>
<td>(4,3,2,3)</td>
<td>(1,3,5,7)</td>
<td>1/6</td>
<td>1/6(^2)</td>
<td>2/9</td>
<td>0.2500</td>
</tr>
<tr>
<td>(4,3,3,4)</td>
<td>(7,11,13,15)</td>
<td>2/15</td>
<td>2/15(^1)</td>
<td>4/21</td>
<td>0.3000</td>
</tr>
<tr>
<td>(4,3,5,5)</td>
<td>(31,37,45,59)</td>
<td>1/9</td>
<td>16/93</td>
<td>0.3542</td>
<td></td>
</tr>
<tr>
<td>(4,3,6,6)</td>
<td>(19,37,91,103)</td>
<td>4/39</td>
<td>2/21(^2)</td>
<td>32/189</td>
<td>0.3942</td>
</tr>
<tr>
<td>(4,3,8,7)</td>
<td>(349,399,471,503)</td>
<td>1/12</td>
<td>128/765</td>
<td>0.5020</td>
<td></td>
</tr>
<tr>
<td>(4,3,9,8)</td>
<td>(331,565,923,1009)</td>
<td>10/123</td>
<td>256/1533</td>
<td>0.5131</td>
<td></td>
</tr>
<tr>
<td>(5,4,3,3)</td>
<td>(3,5,7,11,15)</td>
<td>1/8</td>
<td>1/8(^2)</td>
<td>1/7</td>
<td>0.1250</td>
</tr>
<tr>
<td>(5,4,4,4)</td>
<td>(7,11,13,15,31)</td>
<td>1/10</td>
<td>1/12(^2)</td>
<td>2/15</td>
<td>0.2500</td>
</tr>
<tr>
<td>(5,4,6,5)</td>
<td>(23,45,67,83,123)</td>
<td>3/40</td>
<td>8/63</td>
<td>0.4094</td>
<td></td>
</tr>
<tr>
<td>(5,4,7,6)</td>
<td>(69,103,107,151,251)</td>
<td>1/14</td>
<td>16/127</td>
<td>0.4330</td>
<td></td>
</tr>
<tr>
<td>(6,5,3,3)</td>
<td>(1,3,5,7,11,15)</td>
<td>1/10</td>
<td>1/10(^2)</td>
<td>4/35</td>
<td>0.1250</td>
</tr>
<tr>
<td>(6,5,4,4)</td>
<td>(15,19,21,23,27,29)</td>
<td>1/15</td>
<td>8/75</td>
<td>0.3750</td>
<td></td>
</tr>
<tr>
<td>(6,5,6,5)</td>
<td>(45,67,95,101,105,127)</td>
<td>1/20</td>
<td>32/315</td>
<td>0.5078</td>
<td></td>
</tr>
<tr>
<td>(6,5,7,6)</td>
<td>(35,81,91,205,223,239)</td>
<td>1/20</td>
<td>64/635</td>
<td>0.5039</td>
<td></td>
</tr>
<tr>
<td>(7,6,3,3)</td>
<td>(1,3,5,7,11,13,15)</td>
<td>1/15</td>
<td>1/15(^3)</td>
<td>2/21</td>
<td>0.3000</td>
</tr>
<tr>
<td>(7,6,4,4)</td>
<td>(15,19,21,23,27,29,31)</td>
<td>1/18</td>
<td>4/45</td>
<td>0.3750</td>
<td></td>
</tr>
<tr>
<td>(7,6,7,5)</td>
<td>(83,139,157,213,215,217,255)</td>
<td>1/24</td>
<td>32/381</td>
<td>0.5039</td>
<td></td>
</tr>
<tr>
<td>(7,6,8,6)</td>
<td>(55,247,313,357,425,465,475)</td>
<td>1/25</td>
<td>64/765</td>
<td>0.5219</td>
<td></td>
</tr>
<tr>
<td>(8,7,3,3)</td>
<td>(1,3,5,7,9,11,13,15)</td>
<td>1/21</td>
<td>4/49</td>
<td>0.4167</td>
<td></td>
</tr>
<tr>
<td>(8,7,4,4)</td>
<td>(15,19,21,23,25,27,29,31)</td>
<td>2/49</td>
<td>8/105</td>
<td>0.4643</td>
<td></td>
</tr>
<tr>
<td>(8,7,7,5)</td>
<td>(87,109,143,159,187,201,213,229)</td>
<td>2/63</td>
<td>64/889</td>
<td>0.5590</td>
<td></td>
</tr>
<tr>
<td>(8,7,8,6)</td>
<td>(133,191,289,361,391,403,491,493)</td>
<td>6/217</td>
<td>128/1785</td>
<td>0.6144</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Canonical parity check matrices in decimal compressed form of \(w\)-optimal \((n, n - 2; \nu)\) convolutional codes with free distance \(d_{\text{free}} \geq d_{\text{free, bound}}\), where \(d_{\text{free, bound}}\) is a given lower bound on the free distance. The 4th column contains upper bounds based on Theorem 1. The codes are found by exhaustive search. The label of the first column, Param., stands for \((n, n - r, (\nu_1, \nu_2), d_{\text{free, bound}})\) (see Section 5.1 for details).

<table>
<thead>
<tr>
<th>Param.</th>
<th>Parity check matrix</th>
<th>(w)</th>
<th>(w_{\text{bound}})</th>
<th>(w_{\text{bound}} - w)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5,3,(0,1),3)</td>
<td>((1,2,3,5,7))</td>
<td>1/2</td>
<td>2/3</td>
<td>0.2500</td>
</tr>
<tr>
<td>(5,3,(1,1),4)</td>
<td>((1,6,11,12,15))</td>
<td>1/3</td>
<td>4/9</td>
<td>0.2500</td>
</tr>
<tr>
<td>(5,3,(1,2),5)</td>
<td>((3,6,11,23,30))</td>
<td>1/3</td>
<td>8/21</td>
<td>0.1250</td>
</tr>
<tr>
<td>(5,3,(1,3),6)</td>
<td>((3,7,31,43,46))</td>
<td>4/15</td>
<td>16/45</td>
<td>0.2500</td>
</tr>
<tr>
<td>(6,4,(0,1),3)</td>
<td>((1,2,3,5,6,7))</td>
<td>1/4</td>
<td>1/2</td>
<td>0.5000</td>
</tr>
<tr>
<td>(6,4,(1,1),4)</td>
<td>((3,6,7,9,12,13))</td>
<td>1/4</td>
<td>1/3</td>
<td>0.2500</td>
</tr>
<tr>
<td>(6,4,(2,2),5)</td>
<td>((3,10,13,43,58,62))</td>
<td>3/14</td>
<td>4/15</td>
<td>0.1964</td>
</tr>
<tr>
<td>(6,4,(2,2),6)</td>
<td>((7,13,44,61,62))</td>
<td>1/6</td>
<td>4/15</td>
<td>0.3750</td>
</tr>
<tr>
<td>(7,5,(0,2),3)</td>
<td>((1,3,5,7,9,11,13))</td>
<td>1/5</td>
<td>4/15</td>
<td>0.2500</td>
</tr>
<tr>
<td>(7,5,(0,2),4)</td>
<td>((1,3,5,7,9,11,13))</td>
<td>1/5</td>
<td>4/15</td>
<td>0.2500</td>
</tr>
<tr>
<td>(7,5,(2,2),5)</td>
<td>((12,15,31,35,46,58,59))</td>
<td>3/17</td>
<td>4/15</td>
<td>0.1964</td>
</tr>
<tr>
<td>(7,5,(2,3),6)</td>
<td>((7,13,44,61,62))</td>
<td>1/6</td>
<td>4/15</td>
<td>0.3750</td>
</tr>
<tr>
<td>(8,6,(0,2),3)</td>
<td>((1,3,5,7,9,11,13,15))</td>
<td>1/6</td>
<td>2/9</td>
<td>0.2500</td>
</tr>
<tr>
<td>(8,6,(0,2),4)</td>
<td>((1,3,5,7,9,11,13,15))</td>
<td>1/6</td>
<td>2/9</td>
<td>0.2500</td>
</tr>
<tr>
<td>(8,6,(2,2),5)</td>
<td>((13,15,30,39,46,49,55,59))</td>
<td>1/10</td>
<td>8/45</td>
<td>0.4375</td>
</tr>
<tr>
<td>(8,6,(2,3),6)</td>
<td>((7,13,44,61,62))</td>
<td>1/6</td>
<td>4/15</td>
<td>0.3750</td>
</tr>
<tr>
<td>(9,7,(1,1),3)</td>
<td>((1,3,4,6,7,9,11,12,13,14,15))</td>
<td>1/7</td>
<td>4/21</td>
<td>0.2500</td>
</tr>
<tr>
<td>(9,7,(1,2),4)</td>
<td>((3,6,7,11,14,22,23,30,31))</td>
<td>1/7</td>
<td>8/49</td>
<td>0.1250</td>
</tr>
<tr>
<td>(9,7,(2,3),5)</td>
<td>((7,13,44,61,62))</td>
<td>4/39</td>
<td>16/93</td>
<td>0.4038</td>
</tr>
<tr>
<td>(10,8,(1,1),3)</td>
<td>((1,3,4,6,7,9,11,12,13,14,15))</td>
<td>1/8</td>
<td>1/6</td>
<td>0.2500</td>
</tr>
<tr>
<td>(10,8,(1,2),4)</td>
<td>((3,6,7,11,14,19,22,23,30,31))</td>
<td>1/8</td>
<td>1/7</td>
<td>0.1250</td>
</tr>
<tr>
<td>(10,8,(2,3),5)</td>
<td>((13,15,30,61,67,74,87,99,124,127))</td>
<td>1/14</td>
<td>4/31</td>
<td>0.4464</td>
</tr>
<tr>
<td>(11,9,(1,1),3)</td>
<td>((1,3,4,6,7,9,11,12,13,14,15))</td>
<td>1/9</td>
<td>4/27</td>
<td>0.2500</td>
</tr>
<tr>
<td>(11,9,(1,2),4)</td>
<td>((3,6,7,11,14,15,19,22,23,27,30))</td>
<td>1/9</td>
<td>8/63</td>
<td>0.1250</td>
</tr>
</tbody>
</table>

A \(w\)-optimal \((5, 3, (1, 2))\) code with \(d_{\text{free}} \geq 3\) has \(w = 2/5\). The code, defined by the canonical parity check matrix \((1, 4, 6, 13, 30)\) in decimal compressed form, was found by exhaustive search. The trellis state complexity profile is \((8, 8, 8)\). The upper bound in Theorem 1 is equal to \(8/21\), which is strictly less than \(2/5\). This is not an inconsistency because there does not exist a canonical generator matrix for the code with a delay-free \(3 \times 3\) minor of degree \(\nu = 3\). This is closely related to the fact that any systematic generator matrix for the code is non-recursive.

A \(w\)-optimal \((6, 4, (1, 2))\) code with \(d_{\text{free}} \geq 3\) has \(w = 8/28\). The code, defined by the canonical parity check matrix \((1, 4, 5, 6, 13, 31)\) in decimal compressed form, was found by exhaustive search. The trellis state complexity profile is
(8, 8, 8, 8). The upper bound in Theorem 1 is equal to 8/28, which shows that the bound is tight in this case.

6 Conclusions

We have investigated high rate convolutional codes with optimal minimum average cycle weight per information bit \( w \). Furthermore, we have presented an explicit construction technique of \( d_{\text{free}} = 4 \) codes with high rate, large \( w \), and bit-oriented trellis state complexity equal to \( \nu + 1 \), where \( \nu \) is the code degree. The construction produces optimal codes, in the sense of maximizing \( w \), within the classes of \( (\nu(2^{\nu-1} + 2) + 2^\nu, R(2^{\nu-1} + 1) + 2^\nu - 1) \), \( \nu \geq 2 \), codes with \( d_{\text{free}} \geq 3 \) and any code degree. An efficient exhaustive search algorithm was outlined as well. A computer search was carried out, and codes having larger \( w \) than codes in the literature were found.
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Appendix

Proof (of Lemma 2). From the construction,

\[ b = \begin{pmatrix} 0 & 1 & 1 & \cdots & 1 & 2 & 2 & \cdots & \tilde{2} & \tilde{2} & \cdots & \tilde{2} \end{pmatrix} \begin{pmatrix} \frac{2^n}{2^{\nu-1}+2} & \frac{2^n}{2^{\nu-1}+2} \end{pmatrix} \]  

(26)

and

\[ f = \begin{pmatrix} 0 & 1 & 1 & \cdots & 1 & 2 & 2 & \cdots & \tilde{r} & \tilde{r} & \cdots & \tilde{r} \end{pmatrix} \begin{pmatrix} \frac{2^{\nu-1}}{2} & \frac{2^{\nu-1}}{2} \end{pmatrix} \]  

(27)

where \( r^- \equiv r - 1 \). From (25), the ith component of the trellis state complexity profile \( c_i \), \( 1 \leq i \leq n - r \), is \( c_i = 2^{\nu-\tau+f_i} + b_{n-i} \). In our case, using the definition in (27),

\[ J = \{ 0, 1, \ldots, n - 2 \} / \{ i(2^{\nu-1} + 2) - 1 : i \in \{ 1, \ldots, r^- \} \}, \]  

(28)
and the base-2 logarithm of the trellis state complexity profile is the length 
\((r - 1)(2^{\nu - 1} + 1) + 2^\nu - 1\) row vector

\[
\begin{pmatrix}
\nu \cdot (\nu + 1) \cdot \ldots \cdot (\nu + 1)
\end{pmatrix}
\]

from which it follows that the bit-oriented trellis state complexity is \(\nu + 1\).

**Proof (of Lemma 4).** The set consisting of the columns in \(H_\infty\), and the set consisting of the columns in \(\tilde{H}_\infty\) are equal. The corresponding codes’ weight distributions are equal since the Hamming weight of a codeword is independent of coordinate order, from which it follows that the corresponding codes have the same free distance.

Any \((n, n - r)\) convolutional code \(C\) can be considered as an \((ln, l(n - r))\) convolutional code \(C_l\) for any positive integer \(l\) by consecutive blocking of \(ln\)-tuples in the codewords from \(C\) into \(ln\)-tuples. Clearly, the sets of codewords are equal, and it holds that \(w(C) = w(C_l)\) for any \(l \geq 1\). A minimal state diagram of \(C_l\) contains \(ln\)-bit labels of output bits. Any coordinate order within these \(ln\)-bit labels gives the same \(w_0\) and \(w\), from which it follows as \(l \to \infty\), that \(w(H) = w(\tilde{H})\).

**Proof (of Lemma 8).** Suppose we have a combined parity check matrix \(H\) with \(n\) columns. The cycle in the state diagram constructed from \(H\) minimizing the average cycle weight per information bit is denoted by \(\alpha = (s_0, s_1, \ldots, s_l)\), where \(l\) is the number of edges on the cycle, \(s_i, 0 \leq i \leq l\), are state diagram vertices, \(s_0 = s_l\), and \(s_i \neq s_j\), \(0 \leq i < j \leq l - 1\). The string of \(n\)-tuples representing the output labels along the cycle is denoted by the column vector \([v_1^T, \ldots, v_L^T]^T\). Consider the extended combined parity check matrix \(\tilde{H} = [H, h]\), where \(h\) is any combined column in \(X\). The cycle \(\alpha\) will exist in the state diagram constructed from \(\tilde{H}\) as well. The string of \(n\)-tuples representing the output labels along the cycle is the column vector \([v_1^T 0, \ldots, v_L^T 0]^T\). The Hamming weight of the cycle and the number of edges on the cycle are the same, and the result follows immediately.

**Proof (of Theorem 6).** An unordered combined parity check matrix \(H\) with columns from \(X\) is given. In \(H\) there exists at least one \(j\), \(1 \leq j \leq n - 1\), such that \(h_j > h_{j+1}\). By a single transposition of columns \(j\) and \(j + 1\), the two columns are ordered (since either \(h_j > h_{j+1}\) or \(h_j \leq h_{j+1}\)). From Lemma 8, we know that any column transposition will result in an equivalent combined parity check matrix, and the result follows from Lemma 4 (repeating the argument if necessary).
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Abstract. A multifunctional system comprising a turbo decoder, low complexity turbo equalizer and data-aided frame synchronizer is developed to compensate for frequency-selective channels with fading. The turbo codes are based on Partial Unit Memory Codes, which may be constructed with higher free distance than equivalent recursive systematic convolutional codes and can achieve better performance than the latter. The purely digital multifunctional receiver is targeted for end-applications such as combat-radio and radio-relay, providing robust communication at low signal-to-noise ratio with performance approaching the Shannon limit. This paper will present the operation of a multifunctional turbo-based receiver, whose structure is reminiscent of a data-aided turbo synchronizer, both of which are described in detail.

1 Introduction

The idea of a multifunctional receiver based on a turbo scheme is that all components of the receiver are capable of exchanging soft information, so that extrinsic information from a previous stage may assist in an improved estimate of the output of the current stage/operation. The multifunction turbo receiver comprises a Partial Unit Memory (PUM) turbo decoder [1, 2], a low complexity turbo equalizer [3] and a data-aided turbo synchronizer, which is described in detail in Section 2.

1.1 Turbo Codes Based on PUM Codes

The original turbo codes [5] were designed with a number of parallel concatenated Recursive Systematic Convolutional (RSC) codes. The performance of turbo codes can be improved by increasing the constraint length of the component convolutional code. However, this results in an increase in complexity of trellis-based decoding algorithms owing to a corresponding increase in the number of memory states. In order to reduce the decoding complexity of trellis codes, turbo codes with component PUM codes are proposed as a low-complexity alternative to the classical turbo codes based on RSC codes. PUM codes have fewer number of states than RSC codes in their trellis for the same number of encoder inputs because only a fraction of these inputs are shifted to the memory cells. PUM codes have the additional advantage of their excellent distance properties [4] thus ensuring that the performance
of the PUM turbo codes will be maintained, if not improved, relative to the classical RSC turbo codes.

The construction of PUM codes for turbo coding applications is described in detail in [1, 2], where it is proved, by simulation, that turbo codes based on PUM codes can be constructed to outperform the equivalent conventional RSC turbo codes.

The structure of a PUM turbo code with $r$ component $(n,k)$ PUM encoders, which may or may not be identical, is shown in Fig. 1. $k$ is the number of message bits contributing to the codeword and $n$ is the size of the codeword in bits. All $r$ component encoders use the same inputs, but in a different sequence owing to the permutation of the input bits by the interleaver.

![Fig. 1. Block Diagram of a PUM Turbo Code](image)

The encoding structure of turbo codes imposes a constraint on the component encoders. The overall turbo code has a higher throughput if the component codes are systematic instead of non-systematic because in the former case the $k$ input bits are common to all the $r$ parallel encoders and need to be transmitted only once. Thus, for an input sub-block of $k$ bits in the input sequence, there are $(n-k)$ parity bits, generated by each encoder. The rate $R_s$ of the turbo code with systematic component encoders is given by equation 1.

$$R_s = \frac{k}{k + r(n-k)}$$

It is possible to construct minimal recursive systematic PUM generator encoder structures from equivalent optimal non-systematic generator matrices whilst preserving the maximum free distance of the code [1, 2]. This approach generates codewords whose free distances reach, or are very close to, an upper bound [4] for a given $k$ and $n$.

The multistage decoding of PUM-characteristic trellises obtained from the systematic encoder structures differs from the classical max-log MAP decoding [6] of turbo codes based on RSC codes by taking into account the contribution from more than 1 information bit during the calculation of the branch transition likelihoods, forward and backward recursive node metrics.
1.2 Low Complexity Turbo Equalizer

Once a high-performance and low-complexity error control code was determined for low signal-to-noise ratios, a suitable equalizer was investigated to be used in conjunction with the chosen codec in an iterative scheme to effectively eliminate the effects of Inter Symbol Interference (ISI) due to multipath. Owing to the complexity and delay of turbo decoding, the low complexity Decision Feedback Equalizer (DFE) is considered the best equalizer to incorporate in a turbo equalization scheme. The DFE uses the minimum Mean Squared Error criterion to optimise the feedback filter tap coefficients. It is less computationally complex than the Maximum Likelihood Symbol Detector, because the former considers only one possible path as opposed to all possible paths considered by the latter. On the other hand, the advantage of the DFE over the least complex linear equalizers is that equalization is accomplished through the feedback of sliced, and therefore noiseless, data. Consequently, this process does not amplify noise.

A sub-optimum turbo equalizer based on a DFE which outputs soft information, via a soft slicer, (SDFE) and interference canceller is implemented, as described in [3]. The operation of the turbo equalizer is summarized in Fig. 2, where $R_n$ is the channel symbol stream at time $n$, $c_i$ and $c_k$ are the equalized channel symbols before and after de-interleaving respectively, $L_i(c_k)$ is the log likelihood ratio (LLR) of the symbol $c_k$ for the $i$th iteration, $e_i$ is the equivalent soft symbol estimate corresponding to its LLR and $e_n$ is the interleaved soft symbol estimate.

![Diagram of Turbo Equalizer Operation](image)

**Fig. 2.** Operation of Turbo Equalizer for $I$ iterations

The soft output equalizer block represents a SDFE for the first iteration and an interference canceller [7] for all remaining iterations to remove any remaining ISI.
The flow of information between iterations (serial operation) of the combined equalization and decoding process is shown in Fig. 2. The tap coefficients of the interference canceller filters are updated at each iteration with extrinsic information from the previous decoding operation. Both equalizer and decoder are SISO (Soft Input Soft Output) blocks, that is, they both accept soft information and produce soft information at their output.

1.3 Turbo Synchronization and Multifunctional Receiver

Synchronization is the first process carried out at the receiver so that all later stages such as equalization and coding can distinguish between symbols. Frame synchronization is especially relevant to turbo codes because data bits are encoded in frames whose size is governed by the interleaver size and code rate. Turbo decoding has the added advantage of providing additional information to the frame synchronizer so that it can make a more accurate estimate on the location of frame boundaries in a received symbol stream, assuming that carrier and symbol synchronization have been achieved.

Frame synchronization can be performed with and without the aid of a known set of pilot symbols, that is, synchronization can be data-assisted or intrinsic. The more popular data-assisted methods include the correlation and maximum likelihood approaches. Trellis Extracted Synchronization Techniques (TEST) [8] and decoder-assisted synchronizers [9] are examples of intrinsic synchronization schemes that have been suggested for non-iterative decoding schemes. The advantage of intrinsic methods over data-assisted methods is the absence of the overhead caused by the insertion of pilot symbols into every frame, although pilot symbols provide valuable positioning information especially where the coded symbols can be seriously degraded by the channel.

A data-aided turbo synchronization scheme is developed for time-varying fading channels and is described in detail in Section II. In Section III, the multifunctional system which culminates from a frame synchronizer, low-complexity equalizer and PUM-based decoder is described. The exchange of soft information between these blocks to improve the final decoder performance is also described. Results of the overall receiver are presented in Section IV, using fading frequency-selective mobile channel conditions.

2 Data Assisted Turbo Synchronization

The general operation of the turbo synchronizer in terms of sliding windows and decoder operation, with emphasis on the metric calculation, is described below. The variation of soft information with increasing number of iterations is exploited as a metric. It is proposed that pilot sequences are introduced periodically in the transmitted stream, e.g. after every few frames.

Fig. 3 illustrates the principle of the proposed system in terms of sliding windows. The buffer size $B$ is greater than the transmitted frame size $N$. An ideal value for $B$ is twice the transmitted frame size. Each sliding window of size $N$ symbols is decoded and the turbo decoder returns a metric associated with that frame. There are $N$
windows, which represent N serial or parallel decoding operations. Decoding is performed similarly to standard turbo decoding, except for the additional calculation of the variance of the decoder soft outputs for the first and last decoding stages.

![Buffer filled with B symbols](image)

**Fig. 3. Sliding windows in ML detection**

In [10], the variance of a meta-channel, $\sigma^2$ is suggested as a suitable measure for monitoring the soft output after a number of decoding stages. Here the variance $\sigma^2$, as shown in equation 2, is the total energy of the soft likelihoods of the soft outputs, $L_i(u)$ of a decoder at the $i^{th}$ decoding stage.

$$\sigma_i^2 = \sum_{j=0}^{N-1} L_i^2(u_j)$$ (2)

There are $2I$ decoding stages during I turbo decoding iterations. If a frame is out of sync, $\sigma_i^2$ hardly changes with variations in $i$. However, if frame synchronization is achieved, $\sigma_i^2$ increases with $i$. Hence, a good measure of the reliability of a frame from the synchronizer's point of view is the difference between the last and first decoding stages.

The data-assisted frame synchronizer reduces the complexity of going through N ML decoding operations by allowing $\mu$ to be chosen from a list of M possible frame delays. This list will be provided by the detection of a preamble of size P, which is inserted at varying frame periods into the transmitted stream.

The operation of the data-aided intrinsic synchronizer at the receiver is shown in Fig. 4. The decoder metrics $L_\pi(\mu)$ as a function of the decoder output variance and normalized by the interleaver size $\pi$, is given by equation 3. Soft information from the
pilot detector, $L_s(\mu)$ as given in equation 4, uses an ML-based correlation method and is included in the final synchronizer metric, $L_S(\mu)$. This method estimates $M$ possible $\mu$'s. It provides a low complexity ML estimate of $\mu$ by determining the minimum error probability of a received frame for a given $\mu$.

![Flowchart](image)

**Fig. 4.** Operation of data-aided ML synchronizer
3 Multifunctional Receiver

The operation of the multifunctional system including frame synchronizer, equalizer and decoder is illustrated in Fig. 5.

\[
L_T(\mu) = \frac{1}{\pi} \left( \sigma_2^2 - \sigma_1^2 \right)
\]

(3)

\[
L_P(\mu) = \sum_{i=0}^{P-1} \sigma_{\mu+i}s_i - \sum_{i=0}^{P-1} |R_{\mu+i}|
\]

(4)

\[
L_S(\mu) = L_T(\mu) + L_P(\mu)
\]

(5)

Fig. 5. Operation of multifunctional receiver
The pilot detector first equalizes the received values, which include the pilot symbols. The location \( \mu \) of \( M \) (equal to the number of multifunctional system iterations) pilot symbols are then determined, using a ML-based correlation method, in descending order of the detector metric, \( L_\mu(\mu) \).

The frame synchronizer first strips out the pilot symbols from the original received values (prior to equalization) before calling the turbo equalizer for as many times as there are possible delays \( \mu \) as determined by the pilot detector. The number of iterations of the multifunctional system is equivalent to the number of potential delays, \( M \), estimated by the pilot detector prior to confirmation by the frame synchronizer.

The turbo equalizer, in turn, calls the SDFE (1st equalizer iteration) or interference canceller (2nd equalizer iteration, etc.) and the turbo decoder. The turbo decoder returns the decoder metric (normalized energy of the soft decoded information) and the soft decoded values to the turbo equalizer, which in turn passes them to the frame synchronizer after the pre-set equalizer iterations. The number of decoder operations is also pre-set.

The frame synchronizer of the multifunctional system operates in a similar way as the data-aided ML frame synchronizer, except that the turbo decoder block is replaced by the SDFE turbo equalizer block.

### 4 Simulation Results of Multifunctional System

The multifunctional system is simulated with the COST 207 RA channel impulse response and for the case of frequency-selective channels with fading a Doppler frequency of 22 Hz. All simulations assume perfect channel estimation. An interleaver of size 1000 is used.

Figs. 6 and 7 illustrate the Bit Error Rate (BER) and Frame Location Error Rate (FLER) performance, respectively, of the multifunctional system in a frequency selective channel with fading for varying \( M \). The equalizer and decoder iterations are fixed to 2 and 1, respectively. The preamble period is 5 frames. The performance of the turbo receiver is, as expected, proportional to the number of estimates for the sync point, \( M \). Hence, there is a trade-off to make between added complexity and memory requirements compared to a fast, not so accurate, determination of possible sync points.

Figs. 8 and 9 illustrate the performance of the multifunctional turbo receiver for varying preamble periods ranging from 2 frames to 50 frames in frequency selective channels with negligible fading. It is interesting to note that the performance is not significantly degraded by increasing the preamble period. Except for higher signal-to-noise ratios where there is a slight gain in performance by the use of smaller preamble insertion periods, it can be safely be concluded that for periods up to 50 frames there is no reason to use smaller periods that will reduce system throughput.
Fig. 6. BER with varying M

Fig. 7. FLER with varying M
5 Conclusion

A robust data-aided turbo synchronizer is presented where pilot sequences are included periodically (period > n*frame_size) in the symbol stream. The high SNR method or other correlation methods are used to provide a list of potential delays, one of which (the largest defined metric) is then confirmed by the decoder-based synchronizer as the frame timing offset. This data-aided ML synchronizer is cost-
efficient because even for fast fading channels the preamble insertion period is large enough to result in minimal increase in throughput.

A practical configuration for a turbo-based multifunctional system comprising a turbo decoder for PUM turbo codes, a low complexity turbo equalizer and the data-aided turbo frame synchronizer has been presented that can operate in frequency-selective channels with fading.
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Abstract. In extension of the bit commitment task and following work initiated by Crépeau, we introduce and solve the problem of characterising the optimal rate at which a discrete memoryless channel can be used to for bit commitment. It turns out that the answer is very intuitive: it is the maximum equivocation of the channel (after removing trivial redundancy), even when unlimited noiseless bidirectional side communication is allowed. By a well–known reduction, this result provides a lower bound on the channel’s capacity for implementing coin tossing. The method of proving this relates the problem to Wyner’s wire–tap channel in an amusing way. There is also an extension to quantum channels.

1 Introduction

Noise is a powerful resource for the implementation of cryptographic primitives: it allows for the construction of information theoretically secure cryptographic protocols — a task typically impossible without the noise, and in practice done by relaxing to computational security, assuming conjectures from complexity theory.

In his famous paper [26], Wyner was the first to exploit noise in order to establish a secure channel in the presence of an eavesdropper. These results were extended in studies of secret key distillation by Maurer [19], Ahlswede and Csiszár [1] and followers. The noise in these studies is assumed to affect the eavesdropper: thus, to work in practice, it has to be guaranteed or certified somehow. This might be due to some — trusted — third party who controls the channel (and thus prevents the cryptographic parties from cheating), or due to physical limitations, as in quantum key distribution [4,5]. Crépeau and Kilian [15] showed how information theoretically secure bit commitment can be implemented using a binary symmetric channel, their results being improved in [12] and [13].

The object of the present study is to optimise the use of the noisy channel, much as in Shannon’s theory of channel capacities: while the previous studies
have concentrated on the possibility of bit commitment using noisy channels, here we look at committing to one out of a larger message set, e.g. a bit string. We are able, for a general discrete memoryless channel, to characterise the commitment capacity by a simple (single–letter) formula (theorem 2), stated in section 2 and proved in two parts in sections 3 and 4. A few specific examples are discussed in section 5 to illustrate the main result. In section 6 we close with a discussion. An appendix collects some facts abut typical sequences used in the main proof.

2 Definitions and Main Result

In the commitment of a message there are two parties, called Alice and Bob, the first one given the message $a$ from a certain set $A$. The whole procedure consists of two stages: first the commit phase, in which Alice (based on $a$) and Bob exchange messages, according to a protocol. This will leave Bob with a record (usually called view), to be used in the second stage, the reveal phase. This consists of Alice disclosing $a$ and other relevant information to Bob. Bob performs a test on all his recorded data which accepts if Alice followed the rules and disclosed the correct information in the second stage, and rejects if a violation of the rules is discovered.

To be useful, such a scheme has to fulfill two requirements: it must be “concealing” as well as “sound” and “binding”: the first property means that after the commit phase Bob has no or almost no information about $a$ (i.e., even though Alice has “committed” herself to something by the communications to Bob, this commitment remains secret), and this has to hold even if Bob does not follow the protocol, while Alice does. Soundness means that if both parties behave according to the protocol, Bob’s test will accept (with high probability) after the reveal phase. The protocol to be binding means that Bob’s test is such that whatever Alice did in the commit phase (with Bob following the rules) there is only at most one $a$ she can “reveal” which passes Bob’s test.

In our present consideration there is an unlimited bidirectional noiseless channel available between Alice and Bob, and in addition a discrete memoryless noisy channel $W : X \rightarrow Z$ from Alice to Bob, which may be used $n$ times: on input $x^n = x_1 \ldots x_n$, the output distribution on $Z^n$ is $W^n_{x^n} = W_{x_1} \otimes \cdots \otimes W_{x_n}$.

**Definition 1** The channel $W$ is called non–redundant, if none of its output distributions is a convex combination of its other output distributions:

$$\forall y \forall P \text{ s.t. } P(y) = 0 \quad W_y \neq \sum_x P(x)W_x.$$  

In geometric terms this means that all distributions $W_x$ are distinct extremal points of the polytope $W = \text{conv} \{ W_x : x \in A \}$, the convex hull of the output distributions within the probability simplex over $Z$. Clearly, we can make $W$ into a non–redundant channel $\tilde{W}$ by removing all input symbols $x$ whose output distribution $W_x$ is not extremal. The old channel can be simulated by the new
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one, because by feeding it distributions over input symbols one can generate the output distributions of the removed symbols.

The channel $W$ is called trivial, if after making it non-redundant its output distributions have mutually disjoint support. This means that from the output one can infer the input with certainty.

With this we can pass to a formal definition of a protocol: this, consisting of the named two stages, involves creation on Alice’s side of either messages intended for the noiseless channel, or inputs to the noisy channel, based on previous messages receive from Bob via the noiseless channel, which themselves are based on data received before, etc. Both agents may employ probabilistic choices, which we model by Alice and Bob each using a random variable, $M$ and $N$, respectively. This allows them to use deterministic functions in the protocol. Note that this makes all messages sent and received into well-defined random variables, dependent on $a$.

Commit Phase: The protocol goes for $r$ rounds of Alice–to–Bob and Bob–to–Alice noiseless communications $U_j$ and $V_j$. After round $r_i$ ($r_1 \leq \ldots \leq r_n \leq r$) Alice will also send a symbol $X_i$ down the noisy channel $W$, which Bob receives as $Z_i$. Setting $r_0 = 0$ and $r_{n+1} = r$:

- Round $r_i + k$ ($1 \leq k \leq r_{i+1} - r_i$): Alice sends $U_{r_i+k} = f_{r_i+k}(a, M, V_{r_i+k-1})$ noiselessly. Bob answers $V_{r_i+k} = g_{r_i+k}(Z_i, N, U_{r_i+k})$, also noiselessly. After round $r_i$ and before round $r_i + 1$ ($1 \leq i \leq n$), Alice sends $X_i = F_i(a, M, V_{r_i})$, which Bob receives as $Z_i = W(X_i)$.

Reveal Phase: A similar procedure as the Commit Phase, but without the noisy channel uses, including Alice’s sending $a$ to Bob. At the end of the exchange Bob performs a test as to whether to accept Alice’s behaviour or not. It is easily seen that this procedure can be simulated by Alice simply telling Bob $a$ and $M$, after which Bob performs his test $\beta(Z_n, N, U^r; a, M) \in \{\text{ACC}, \text{REJ}\}$. I.e., requiring Alice to reveal $M$ and $a$ makes cheating for her only more difficult.

We shall, for technical reasons, impose the condition that the range of the variable $U^r$ is bounded:

$$|U^r| \leq \exp(Bn),$$

with a constant $B$. Note that exp and log in this paper are always to basis 2, unless otherwise stated.

Now, the mathematical form of the conditions for concealing as well as for soundness and binding is this: we call the above protocol $\epsilon$–concealing if for any two messages $a, a' \in A$ and any behaviour of Bob during the commit phase,

$$\frac{1}{2}\|\text{Distr}_a(Z^nNU^r) - \text{Distr}_{a'}(Z^nNU^r)\|_1 \leq \epsilon,$$

where $\text{Distr}_a(Z^nNU^r)$ is the distribution of the random variables $Z^nNU^r$ after completion of the commit phase which Alice entered with the message $a$ and the randomness $M$, and with the $\ell_1$–norm $\| \cdot \|_1$; the above expression is identical to
the total variational distance of the distributions. This is certainly the strongest requirement one could wish for: it says that no statistical test of Bob immediately after the commit phase can distinguish between $a$ and $a'$ with probability larger than $\epsilon$. Note that $V^r$ is a function of $Z^nU^r$, and hence could be left out in eq. (A). Assuming any probability distribution on the messages, $a$ is the value of a random variable $A$, and it is jointly distributed with all other variables of the protocol. Then, whatever Bob’s strategy,

$$I(A \land Z^nU^r) \leq c' = H(2\epsilon, 1 - 2\epsilon) + 2n\epsilon(\log B + \log |Z|),$$

(A')

where

$$I(X \land Y) = H(X) + H(Y) - H(XY)$$

is the (Shannon) mutual information between $X$ and $Y$, and

$$H(X) = -\sum_x \Pr\{X = x\} \log \Pr\{X = x\}$$

is the (Shannon) entropy of $X$. 

We call the protocol $\delta$–sound and $\delta$–binding ($\delta$–binding for short), if for Alice and Bob following the protocol, for all $a \in \mathcal{A}$,

$$\Pr\{\beta(Z^nU^r; aM) = \text{ACC}\} \geq 1 - \delta,$$

(B1)

and, whatever Alice does during the commit phase, governed by a random variable $S$ with values $\sigma$ (which determines the distribution of $Z^nU^r$), for all $A = a(S, V^r)$, $A' = a'(S, V^r)$, $M = \mu(S, V^r)$ and $M' = \mu'(S, V^r)$ such that $A \neq A'$ with probability 1,

$$\Pr\{\beta(Z^nU^r; \hat{A}M) = \text{ACC} & \beta(Z^nU^r; A'\hat{M}') = \text{ACC}\} \leq \delta.$$  

(B2)

Note that by convexity the cheating attempt of Alice is w.l.o.g. deterministic, which is to say that $S$ takes on only one value $\sigma$ with non-zero probability, hence

$$\Pr\{S = \sigma\} = 1.$$

We call $\frac{1}{n} \log |\mathcal{A}|$ the (commitment) rate of the protocol. A rate $R$ is said to be achievable if there exist commitment protocols for every $n$ with rates converging to $R$, which are $\epsilon$–concealing and $\delta$–binding with $\epsilon, \delta \to 0$ as $n \to \infty$. The commitment capacity $C_{\text{com}}(W)$ of $W$ is the supremum of all achievable rates.

The main result of this paper is the following theorem:

**Theorem 2** The commitment capacity of the discrete channel $W$ (assumed to be non-redundant) is

$$C_{\text{com}}(W) = \max \{H(X|Z) : X, Z \text{ RVs, Distr}(Z|X) = W\},$$

i.e., the maximal equivocation of the channel over all possible input distributions.

**Corollary 3** Every non–trivial discrete memoryless channel can be used to perform bit commitment. \qed
By invoking the well–known reduction of coin tossing to bit commitment [7] we obtain:

**Corollary 4** The channel $W$ can be used for secure two–party coin tossing at rate at least $C_{\text{com}}(W)$. I.e., for the naturally defined coin tossing capacity $C_{\text{c.t.}}(W)$, one has $C_{\text{c.t.}}(W) \geq C_{\text{com}}(W)$. □

This theorem will be proved in the following two sections (propositions 7 and 8): first we construct a protocol achieving the equivocation bound, showing that exponential decrease of $\epsilon$ and $\delta$ is possible, and without using the noiseless side channels at all during the commit phase. Then we show the optimality of the bound.

To justify our allowing small errors both in the concealing and the binding property of a protocol, we close this section by showing that demanding too much trivialises the problem:

**Theorem 5** There is no bit–commitment via $W$ which is $\epsilon$–concealing and 0–binding with $\epsilon < 1$. I.e., not even two distinct messages can be committed: $|\mathcal{A}| = 1$.

**Proof.** If the protocol is 0–sound, this means that for every value $\mu$ attained by $M$ with positive probability, Bob will accept the reveal phase if Alice behaved according to the protocol. On the other hand, that the protocol is 0–binding means that for $a \neq a'$ and arbitrary $\mu'$, Bob will never accept if Alice behaves according to the protocol in the commit phase, with values $a \mu$ but tries to “reveal” $a' \mu'$. This opens the possibility of a decoding method for $a$ based on $Z^n U'^r$: Bob simply tries out all possible $a \mu$ with his test $\beta$ — the single $a$ which is accepted must be the one used by Alice. Hence the scheme cannot be $\epsilon$–concealing with $\epsilon < 1$. □

3 A Scheme Meeting the Equivocation Bound

Here we describe and prove security bounds of a scheme which is very simple compared to the generality we allowed in section 4: in the commit phase it consists only of a single block use of the noisy channel $W^n$, with no public discussion at all, where the input $X^n$ is a random one–to–many function of $a$ (in particular, $a$ is a function of the $x^n$ chosen). In the reveal phase Alice simply announces $X^n$ to Bob.

**Proposition 6** Given $\sigma, \tau > 0$, and a distribution $P$ of $X \in \mathcal{X}$, with the output $Z = W(X)$, $Q = \text{Distr}(Z)$. Then there exists a collection of codewords

$$\{\xi_{a\mu} \in \mathcal{X}^n : a = 1, \ldots, K, \mu = 1, \ldots, L\}$$

with the following properties:

1. For all $(a, \mu) \neq (a', \mu')$, $d_H(\xi_{a\mu}, \xi_{a'\mu'}) \geq 2\sigma n$. 
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2. For every $a$:

$$\frac{1}{2} \left\| \frac{1}{L} \sum_{\mu=1}^{L} W_{\xi_{\mu}}^{n} - Q^{\otimes n} \right\|_1 \leq 25|X||Z|\exp(-n\tau).$$

3. There are constants $G, G'$ and a continuous function $G''$ vanishing at 0 such that

$$K \geq \frac{1}{2n}(3 + \log |X| + \log |Z|)^{-1} \exp(nH(X|Z) - n\sqrt{2\tau G'} - nG''(\sigma)),$$

$$L \leq n(3 + \log |X| + \log |Z|) \exp(nI(X \wedge Z) + n\sqrt{2\tau G'}).$$

Proof. To get the idea, imagine a wiretap channel [26] with $W$ as the stochastic matrix of the eavesdropper and a symmetric channel $S_\sigma: X \rightarrow Y = \{x\}$ for the legal user:

$$(\frac{1}{2}) \begin{cases} 1 - \sigma & \text{if } x = y, \\ \frac{1}{|X|}\sigma & \text{if } x \neq y. \end{cases}$$

The random coding strategy for such a channel, according to Wyner's solution [26] (but see also [14] and [10]) will produce a code with the properties 2 and 3. Because the code for the legal user must fight the noise of the symmetric channel $S_\sigma$, we can expect its codewords to be of large mutual Hamming distance, i.e., we should get property 1.

In detail: pick the $\xi_{\mu}$ i.i.d. according to the distribution $\tilde{P}^n$, which is 0 outside $T^n_Q$, $\sqrt{2\tau}$, using eq. (17) of the appendix. Also introduce the subnormalised measures $\tilde{W}^n_{\xi_{\mu}}$; this is identical to $W^n_{\xi_{\mu}}$ within $T^n_{W,\sqrt{2\tau}}$ and 0 outside. We will show that with high probability we can select codewords with properties 2 and 3, and only a small proportion of which violate property 1; then by an expurgation argument will we obtain the desired code.

By eqs. (5) and (15) in the appendix we have

$$\frac{1}{2} \left\| \mathbb{E}\tilde{W}^n_{\xi_{\mu}} - Q^{\otimes n} \right\| \leq 3|X||Z|\exp(-n\tau),$$

with the expectation referring to the distribution $\tilde{P}^n$ of the $\xi_{\mu}$. Observe that the support of all $\tilde{W}^n_{\xi_{\mu}}$ is contained in $T^n_{Q,2|X|\sqrt{\tau}}$, using eq. (17) of the appendix. Now, $S$ is defined as the set of those $z^n$ for which

$$\mathbb{E}\tilde{W}^n_{\xi_{\mu}}(z^n) \geq T := \exp(-n\tau) \exp(-nH(Q) - n\sqrt{2\tau|X|F}),$$

with $F = \sum_{z:Q(z)\neq 0} -\log Q(z)$, and define $\tilde{W}^n_{\xi_{\mu}}(z^n) = \tilde{W}^n_{\xi_{\mu}}(z^n)$ if $z^n \in S$ and 0 otherwise. With the cardinality estimate eq. (10) of the appendix and eq. (2) we obtain

$$\frac{1}{2} \left\| \mathbb{E}\tilde{W}^n_{\xi_{\mu}} - Q^{\otimes n} \right\| \leq 4|X||Z|\exp(-n\tau).$$
The Chernoff bound allows us now to efficiently sample the expectation $\tilde{Q}^n := E W_{\xi_{a\mu}}$: observe that all the values of $\tilde{W}_{\xi_{a\mu}}$ are upper bounded by
\[
t := \exp\left(-nH(W|P) + n\sqrt{2\tau}|X|\log |Z| + n\sqrt{2\tau} E\right),
\]
using eq. (14). Thus, rescaling the variables, by lemma 1 and with the union bound, we get
\[
\Pr \left\{ \forall a \forall z^n \in S : \frac{1}{L'} \sum_{\mu=1}^{L'} \tilde{W}_{\xi_{a\mu}}(z^n) \in \left[ (1 \pm \exp(-n\tau))\tilde{Q}^n(z^n) \right] \right\}
\leq 2K|S| \exp\left(-L' \frac{\exp(-2n\tau)}{2\ln 2}\right),
\]
which is smaller than $1/2$ if
\[
L' > 2 + n(\log |X| + \log |Z|) \exp(nI(X \land Z) + n\sqrt{2\tau} G),
\]
with $G = 3 + |X|F + |X|\log |Z| + E$. Note that in this case, there exist values for the $\xi_{a\mu}$ such that the averages $\frac{1}{L'} \sum_{\mu=1}^{L'} W_{\xi_{a\mu}}$ are close to $Q^\otimes n$.

Now we have to enforce property 1: in a random batch of $\xi_{a\mu}$ we call $a\mu$ bad if $\xi_{a\mu}$ has Hamming distance less than $2\sigma n$ from another $\xi_{a'\mu'}$. The probability that $a\mu$ is bad is easily bounded:
\[
\Pr\{a\mu \text{ bad}\} \leq 2|X| \exp(-n\tau) + P^{\otimes n} \left( \bigcup_{a'\mu' \neq a\mu} B_{2\sigma n}(\xi_{a'\mu'}) \right)
\leq 2|X| \exp(-n\tau) + \max \left\{ P^{\otimes n}(A) : |A| \leq K' L' \left( \frac{n}{2\sigma n} \right)^{|X|2\sigma n} \right\}
\leq 5|X| \exp(-n\tau),
\]
by eq. (12) in the appendix, because we choose
\[
K' \leq \frac{1}{n} (3 + \log |X| + \log |Z|)^{-1} \exp\left(nH(X|Z) - n\sqrt{2\tau} G - 2n\sqrt{2\tau} D - nH(2\sigma, 1 - 2\sigma) - 2n\sigma \log |X|\right),
\]
hence
\[
K' L' \left( \frac{n}{2\sigma n} \right)^{|X|2\sigma n} < \exp\left(nH(P) - 2n\sqrt{2\tau} D\right).
\]
Thus, with probability at least $1/2$, only a fraction of $10|X| \exp(-n\tau)$ of the $a\mu$ are bad. Putting this together with eq. (4), we obtain a selection of $\xi_{a\mu}$ such that
\[
\forall a \frac{1}{2} \left\| \frac{1}{L'} \sum_{\mu=1}^{L'} W_{\xi_{a\mu}} - Q^{\otimes n} \right\|_1 \leq 5|X||Z| \exp(-n\tau)
\]
(5)
and only a fraction of $10|\mathcal{X}| \exp(-n\tau)$ of the $a\mu$ are bad.

This means that for at least half of the $a$, w.l.o.g. $a = 1, \ldots, K = K'/2$, only a fraction $20|\mathcal{X}| \exp(-n\tau)$ of the $a\mu$ form bad pairs $a\mu$, w.l.o.g. for $\mu = L + 1, \ldots, L'$, with $L = (1 - 20|\mathcal{X}| \exp(-n\tau))L'$. Throwing out the remaining $a$ and the bad $\mu$, we are left with a code as desired. \hfill \square

Observe that a receiver of $Z^n$ can efficiently check claims about the input $\xi_{a\mu}$ because of property 1, that distinct codewords have “large” Hamming distance. The non-redundancy of $W$ shuns one-sided errors in this checking, as we shall see. The test $\beta$ is straightforward: it accepts iff $Z^n \in T^n_{W, \sqrt{2\tau}}(\xi_{a\mu})$, the set of conditional typical sequences, see appendix A. This ensures soundness; for the bindingness we refer to the following proof.

We are now in a position to describe a protocol, having chosen codewords according to proposition 6:

Commit phase: To commit to a message $a$, Alice picks $\mu \in \{1, \ldots, L\}$ uniformly at random and sends $\xi_{a\mu}$ through the channel. Bob obtains a channel output $z^n$.

Reveal phase: Alice announces $a$ and $\mu$. Bob performs the test $\beta$: he accepts if $z^n \in B_{a\mu} := T^n_{W, \sqrt{2\tau}}(\xi_{a\mu})$ and rejects otherwise.

**Proposition 7** Assume that for all $x \in \mathcal{X}$ and distributions $P$ with $P(x) = 0$,

$$\left\| W_x - \sum_y P(y)W_y \right\|_1 \geq \eta.$$ 

Let $\tau = \frac{\sigma^2}{8|\mathcal{X}||\mathcal{Z}|^2}$: then the above protocol implements an $\epsilon$-concealing and $\delta$-binding commitment with rate

$$\frac{1}{n} \log K \geq H(X|Z) - \sqrt{2\tau}G' - H(2\sigma, 1 - 2\sigma) - 2\sigma \log |\mathcal{X}| - \log n - O \left( \frac{1}{n} \right)$$

and exponentially bounded security parameters:

$$\epsilon = 50|\mathcal{X}||\mathcal{Z}| \exp(-n\tau),$$

$$\delta = 2|\mathcal{X}||\mathcal{Z}| \exp(-2n\tau^2).$$

**Proof.** That the protocol is $\epsilon$-concealing is obvious from property 2 of the code in proposition 6. Bob’s distribution of $Z^n$ is always $\epsilon/2$-close to $Q^{\otimes n}$, whatever $a$ is.

To show $\delta$-bindingness observe first that if Alice is honest, sending $\xi_{a\mu}$ in the commit phase and later revealing $a\mu$, the test $\beta$ will accept with high probability:

$$\Pr\{ Z^n \in B_{a\mu} \} = W^n_{\xi_{a\mu}}(T^n_{W, \sqrt{2\tau}}(\xi_{a\mu}))$$

$$\geq 1 - 2|\mathcal{X}||\mathcal{Z}| \exp(-n\tau) \geq 1 - \delta,$$
commit capacity of discrete memoryless channels by eq. (13) in the appendix.

On the other hand, if Alice cheats, we may — in accordance with our definition — assume her using a deterministic strategy: i.e., she "commits" sending some $x^n$ and later attempts to "reveal" either $a\mu$ or $a'\mu'$, with $a \neq a'$. Because of property 1 of the code in proposition 6, at least one of the codewords $\xi_{a\mu}$, $\xi_{a'\mu'}$ is at Hamming distance at least $\sigma n$ from $x^n$: w.l.o.g., the former of the two. But then the test $\beta$ accepts "revelation" of $a\mu$ with small probability:

$$\Pr\{Z^n \in B_{a\mu}\} = W^n_{x^n}(T^n_{W, \sqrt{2}\tau}(\xi_{a\mu})) \leq 2 \exp(-2n\tau^2) \leq \delta,$$

by lemma 2 in the appendix.

4 Upper Bounding the Achievable Rate

We assume that $W$ is non–redundant. We shall prove the following assertion, assuming a uniformly distributed variable $A \in \mathcal{A}$ of messages.

**Proposition 8** Consider an $\epsilon$–concealing and $\delta$–binding commitment protocol with $n$ uses of $W$. Then

$$\log |\mathcal{A}| \leq n \max\{H(X|Z) : \text{Distr}(Z|X) = W\} + n(\epsilon(\log B + \log |Z|) + 5\sqrt{3}\log |\mathcal{A}|) + 2. \quad (6)$$

The key, as it turns out, of its proof, is the insight that in the above protocol, should it be concealing and binding, $x^n$ together with Bob’s view of the commit phase (essentially) determine $a$. In the more general formulation we permitted in section 2 we prove :

$$H(A|Z^nNU';X^n) \leq \delta' = H\left(5\sqrt{3}, 1 - 5\sqrt{3}\right) + 5\sqrt{3}\log |\mathcal{A}|. \quad (B')$$

Intuitively, this means that with the items Alice entered into the commit phase of the protocol and those which are accessible to Bob, not too many values of $A$ should be consistent — otherwise Alice had a way to cheat.

**Proof of eq. (B').** For each $a\mu$ the commit protocol (both players being honest) creates a distribution $\Delta_{a\mu}$ over conversations $(x^n\nu'; z^n\nu')$. We leave out Bob’s random variable $N$ here, noting that he can create its correct conditional distribution from $z^n\nu'; \nu'$, which is his view of the conversation. The only other place where he needs it is to perform the test $\beta$. We shall in the following assume that it includes this creation of $N$, which makes $\beta$ into a probabilistic test, depending on $(a\mu\nu'; z^n\nu')$.

The pair $a\mu$ has a probability $\alpha_{a\mu}$ that its conversation with subsequent revelation of $a\mu$ is accepted. By soundness, we have

$$\sum_{\mu} \Pr\{M = \mu\} \alpha_{a\mu} \geq 1 - \delta,$$
for every \( a \). Hence, by Markov inequality, there exists (for every \( a \)) a set of \( \mu \) of total probability \( \geq 1 - \sqrt{3} \delta \) for which \( a_{\mu} \geq 1 - \sqrt{3} \delta \). We call such \( \mu \) good for \( a \).

From this we get a set \( C_{a\mu} \) of “partial” conversations \( (x^n; u^r) \), with probability \( \Delta_{a\mu} (C_{a\mu}) \geq 1 - \sqrt{3} \delta \), which are accepted with probability at least \( 1 - \sqrt{3} \delta \). (In the test also \( Z^n \) enters, which is distributed according to \( W^n_{a\mu} \).)

Let us now define the set

\[ C_a := \bigcup_{\mu \text{ good for } a} C_{a\mu}, \]

which is a set of “partial conversations” which are accepted with probability at least \( 1 - \sqrt{3} \delta \) and

\[ \Delta_a (C_a) \geq 1 - 2\sqrt{3} \delta, \]

with the distribution

\[ \Delta_a := \sum_{\mu} \Pr \{ M = \mu \} \Delta_{a\mu} \]

over “partial conversations”: it is the distribution created by the commit phase give the message \( a \).

We claim that

\[ \Delta_a \left( X^n; U^r \in \bigcup_{a' \neq a} C_{a'} \right) \leq 3\sqrt{3} \delta. \]  

(7)

Indeed, if this were not the case, Alice had the following cheating strategy: in the commit phase she follows the protocol for input message \( a \). In the reveal phase she looks at the “partial conversation” \( x^n; u^r \) and tries to “reveal” some \( a' \mu' \) for which the partial conversation is in \( C_{a'\mu'} \) (if these do not exist, \( a' \mu' \) is arbitrary). This defines random variables \( A' \) and \( M' \) for which it is easily checked that

\[ \Pr \{ \beta(Z^n; aM) = \text{ACC} \land \beta(Z^n; A'M') = \text{ACC} \} > \delta, \]

contradicting the \( \delta \)-bindingness condition.

Using eq. (7) we can build a decoder for \( A \) from \( X^n; U^r \): choose \( \hat{A} = a \) such that \( X^n; U^r \in C_a \) — if there exists none or more than one, let \( \hat{A} \) be arbitrary. Clearly,

\[ \Pr \{ A \neq \hat{A} \} \leq 5\sqrt{3} \delta, \]

and invoking Fano’s inequality we are done. \( \square \)
Armed with this, we can now proceed to the Proof of proposition 8. We can successively estimate,

\[ H(X^n|Z^n) \geq H(AX^n|Z^nNU^r) - H(AX^n|Z^nNU^r; X^n) \]

\[ \geq H(A|Z^nNU^r) - H(A|Z^nNU^r; X^n) \]

\[ \geq H(A|Z^nNU^r) - \delta' \]

\[ = H(A) - I(A \land Z^nNU^r) - \delta' \]

\[ \geq H(A) - \epsilon' - \delta', \]

using eq. (B') in the fourth, eq. (A') in the sixth line. On the other hand, subadditivity and the conditioning inequality imply

\[ H(X^n|Z^n) \leq \sum_{k=1}^{n} H(X_k|Z_k), \]

yielding the claim, because \( H(A) = \log |A|. \)

The application to the proof of the converse of theorem 2 is by observing that \( \epsilon', \delta' = o(n) \).

Note that for the proof of the proposition we considered only a very weak attempt of Alice to cheat: she behaves according to the protocol during the commit phase, and only at the reveal stage she tries to be inconsistent. Similarly, our concealingness condition considered only passive attempts to cheat by Bob, i.e., he follows exactly the protocol, and tries to extract information about \( A \) only by looking at his view of the exchange.

Thus, even in the model of passive cheating, which is less restrictive than our definition in section 2, we obtain the upper bound of proposition 8.

5 Examples

In this section we discuss some particular channels, which we present as stochastic matrices with the rows containing the output distributions.

1. Binary symmetric channel \( B_p \): Let \( 0 \leq p \leq 1 \). Define

\[
B_p := \begin{bmatrix}
0 & 1 \\
0 & 1 - p \\
p & 1 - p
\end{bmatrix}
\]

The transmission capacity if this channel is easily computed from Shannon’s formula 25: \( C(B_p) = 1 - H(p, 1 - p) \), which is non-zero iff \( p \neq 1/2 \). The optimal input distribution is the uniform distribution \( (1/2, 1/2) \) on \( \{0, 1\} \). Note that this channel is trivial if \( p \in \{0, 1/2, 1\} \), hence \( C_{\text{com}}(B_p) = 0 \) for these values of \( p \). We may thus, w.l.o.g., assume that \( 0 < p < 1/2 \), for which \( B_p \) is non-redundant. It is
not hard to compute the optimal input distribution as the uniform distribution, establishing $C_{\text{com}}(B_p) = H(p, 1 - p)$.

The result is in accordance with our intuition: the noisier the channel is, the worse it is for transmission, but the better for commitment.

2. A trivial channel: Consider the channel

\[
T := \begin{array}{ccc}
0 & 1 \\
\frac{1}{2} & \frac{1}{2} & 0 \\
1 & 0 & 1
\end{array}
\]

Clearly, $T$ is trivial, hence $C_{\text{com}}(T) = 0$. Still it is an interesting example in the light of our proof of proposition [7] for assume a wiretap channel for which $T$ is the stochastic matrix of the eavesdropper, while the legal user obtains a noiseless copy of the input. Then clearly the wiretap capacity of this system is 1, with optimal input distribution $(1/2, 1/4, 1/4)$.

3. Transmission and commitment need not be opposites: We show here an example of a channel where the optimising input distributions for transmission and for commitment are very different:

\[
V := \begin{array}{ccc}
0 & 1 \\
1/2 & 1/2 & 0 \\
1 & 0
\end{array}
\]

It can be easily checked that the maximum of the mutual information, i.e. the transmission capacity, is attained for the input distribution

\[ P(0) = \frac{2}{5} = 0.4, \quad P(1) = \frac{3}{5} = 0.6, \]

from which we obtain $C(V) \approx 0.3219$. On the other hand, the equivocation is maximised for the input distribution

\[ P'(0) = 1 - \sqrt{\frac{1}{5}} \approx 0.5528, \quad P'(1) = \sqrt{\frac{1}{5}} \approx 0.4472, \]

from which we get that $C_{\text{com}}(V) \approx 0.6942$. The maximising distributions are so different that the sum $C(V) + C_{\text{com}}(V) > 1$, i.e. it exceeds the maximum input and output entropies of the channel.

6 Discussion

We have considered bit–string commitment by using a noisy channel and have characterised the exact capacity for this task by a single–letter formula. This implies a lower bound on the coin tossing capacity of that channel by the same formula.
Satisfactory as this result is, it has to be noted that we are not able in general to provide an explicit protocol: our proof is based on the random coding technique and shows only existence. What is more, even if one finds a good code it will most likely be inefficient: the codebook is just the list of $\xi_{a^\mu}$. In this connection we conjecture that the commitment capacity can be achieved by random linear codes (compare the situation for channel coding!). It is in any case an open problem to find efficient good codes, even for the binary symmetric channel. Note that we only demand efficient encoding — there is no decoding of errors in our scheme, only an easily performed test.

Our scheme is a block–coding method: Alice has to know the whole of her message, say a bit string, before she can encode. One might want to use our result as a building block in other protocols which involve committing to bits at various stages — then the natural question arises whether there is an “online” version which would allow Alice to encode and send bits as she goes along.

In the same direction of better applicability it would be desirable to extend our results to a more robust notion of channel: compare the work of [15] where a cheater is granted partial control over the channel characteristics. Still, the fixed channel is not beyond application: note that it can be simulated by pre–distributed data from a trusted party via a “noisy one–time pad” (compare [3] and [24]).

Another open question of interest is to determine the reliability function, i.e., the optimal asymptotic rate of the error $\epsilon + \delta$ (note that implicit in our proposition 7 is a lower bound): it is especially interesting at $R = 0$, because there the rate tells exactly how secure single–bit commitment can be made.

In the journal version of this paper, we outline that a class of quantum channels also allows bit commitment: they even have a commitment capacity of the same form as the classical result. This opens up the possibility of unconditionally secure bit commitment for other noisy quantum channels.

We hope that our work will stimulate the search for optimal rates of other cryptographic primitives, some of which are possible based on noise, e.g. oblivious transfer.
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A Typical Sequences

This appendix collects some facts about typical sequences used in the main body of the text. We follow largely the book of Csiszár and Körner [14].

The fundamental fact we shall use is the following large deviation version of the law of large numbers:

\textbf{Lemma 1 (Chernoff [11]).} For i.i.d. random variables $X_1, \ldots, X_N$, with $0 \leq X_n \leq 1$ and with expectation $E X_n = p$:

\[ \Pr \left\{ \frac{1}{N} \sum_{n=1}^{N} X_n \geq (1 + \eta)p \right\} \leq \exp \left( -N \frac{p\eta^2}{2 \ln 2} \right), \]
\[ \Pr \left\{ \frac{1}{N} \sum_{n=1}^{N} X_n \leq (1 - \eta)p \right\} \leq \exp \left( -N \frac{p\eta^2}{2 \ln 2} \right). \]

\[ \square \]

For a probability distribution $P$ on $\mathcal{X}$ and $\epsilon > 0$ define the set of $\epsilon$–typical sequences:

\[ T_{P, \epsilon}^n = \{ x^n : \forall x |N(x|x^n) - P(x)n| \leq \epsilon n & P(x) = 0 \Rightarrow N(x|x^n) = 0 \}, \]

with the number $N(x|x^n)$ denoting the number of letters $x$ in the word $x^n$. The probability distribution $P_{x^n}(x) = \frac{1}{n} N(x|x^n)$ is called the type of $x^n$. Note that $x^n \in T_{P, \epsilon}^n$ is equivalent to $|P_{x^n}(x) - P(x)| \leq \epsilon$ for all $x$.

These are the properties of typical sequences we shall need:

\[ P^{\otimes n}(T_{P, \epsilon}^n) \geq 1 - 2|\mathcal{X}| \exp(-n \epsilon^2/2). \]  

(8)

This is an easy consequence of the Chernoff bound, lemma 11, applied to the indicator variables $X_k$ of the letter $x$ in position $k$ in $X^n$, with $\eta = \epsilon P(x)^{-1}$.

\[ \forall x^n \in T_{P, \epsilon}^n \begin{cases} P^{\otimes n}(x^n) \leq \exp(-nH(P) + n \epsilon D), \\ P^{\otimes n}(x^n) \geq \exp(-nH(P) - n \epsilon D), \end{cases} \]

(9)

with the constant $D = \sum_{x : P(x) \neq 0} \log P(x)$. See [14].

\[ |T_{P, \epsilon}^n| \leq \exp(nH(P) + n \epsilon D), \]  

(10)

\[ |T_{P, \epsilon}^n| \geq \left( 1 - 2|\mathcal{X}| \exp(-n \epsilon^2/2) \right) \exp(nH(P) - n \epsilon D). \]  

(11)

This follows from eq. (9). These estimates also allow to lower bound the size of sets with large probability: assume $P^{\otimes n}(\mathcal{C}) \geq \eta$, then

\[ |\mathcal{C}| \geq \left( \eta - 2|\mathcal{X}| \exp(-n \epsilon^2/2) \right) \exp(nH(P) - n \epsilon D). \]  

(12)
We also use these notions in the “non–stationary” case: consider a channel $W : X \to Z$, and an input string $x^n \in X^n$. Then define, with $\epsilon > 0$, the set of conditional $\epsilon$–typical sequences:

$$\mathcal{T}_{W,\epsilon}^n(x^n) = \left\{ z^n : \forall x, z \, |N(x|z^n) - nW(z|x)P_{x^n}(x)| \leq \epsilon n \right\}$$

$$\text{with } \epsilon > 0, \text{ the set of conditional } \epsilon\text{–typical sequences:}$$

$$\mathcal{T}_{W,\epsilon}^n(x^n) = \prod_x \mathcal{T}_{W,x,P_{x^n}(x)^{-1}},$$

with the sets $\mathcal{I}_x$ of positions in the word $x^n$ where $x_k = x$. The latter product representation allows to easily transport all of the above relations for typical sequences to conditional typical sequences:

$$W^n_{x^n}(\mathcal{T}_{W,\epsilon}^n(x^n)) \leq \exp(-nH(W|P_{x^n}) - n\epsilon E).$$

(13)

$$W^n_{y^n}(\mathcal{T}_{W,\epsilon}^n(x^n)) \leq \exp(-nH(W|P_{x^n}) + n\epsilon E).$$

(14)

with $E = \max_x \sum_z:W_z(x)\neq 0 - \log W_z(z)$ and the conditional entropy $H(W|P) = \sum_x P(x)H(W)$.

$$|\mathcal{T}_{W,\epsilon}^n(x^n)| \leq \exp(nH(W|P_{x^n}) + n\epsilon E),$$

(15)

$$|\mathcal{T}_{W,\epsilon}^n(x^n)| \geq \left(1 - 2|X||Z|\exp(-n\epsilon^2/2)\right) \exp(nH(W|P_{x^n}) - n\epsilon E).$$

(16)

A last elementary property: for $x^n$ of type $P$ and output distribution $Q$, with $Q(z) = \sum_y P(y)W_z(z)$,

$$\mathcal{T}_{W,\epsilon}^n(x^n) \subset \mathcal{T}_{Q,\epsilon|X|}^n.$$  

(17)

As an application, let us prove the following lemma:

**Lemma 2.** For words $x^n$ and $y^n$ with $d_H(x^n, y^n) \geq \sigma n$, and a channel $W$ such that

$$\forall x \in X, P \text{ p.d. with } P(x) = 0 \quad \left\| W_x - \sum_y P(y)W_y \right\|_1 \geq \eta,$$

one has, with $\epsilon = \frac{\sigma^2 \eta}{2|X||Z|}$:

$$W^n_{y^n}(\mathcal{T}_{W,\epsilon}^n(x^n)) \leq \exp(-n\epsilon^2/2)$$

Proof. There exists an $x$ such that the word $x^n$ (composed of letters $x$ only) has distance at least $\frac{\sigma n}{|X|}$ from $y^n$. In particular, $N_x := N(x|x^n) = |I_x| \geq \frac{1}{|X|} \sigma n$. 

\[
\frac{\sigma n}{|X|} \geq \frac{1}{|X|} \sigma n.
\]
This implies also, by assumption on the channel,
\[ \left\| \frac{1}{N_x} \sum_{k \in \mathcal{I}_x} W_{y_k} - W_x \right\|_1 \geq \frac{1}{|\mathcal{X}|} \sigma \eta. \]

Hence there must be a \( z \in \mathcal{Z} \) with
\[ \left\| \frac{1}{N_x} \sum_{k \in \mathcal{I}_x} W_{y_k}(z) - W_x(z) \right\| \geq \frac{1}{|\mathcal{X}| |\mathcal{Z}|} \sigma \eta. \]

By definition, this in turn implies that for all \( z^n \in \mathcal{T}_{W,\epsilon}^n(x^n) \),
\[ \left| N(z|z^{\mathcal{I}_x}) - \sum_{k \in \mathcal{I}_x} W_{y_k}(z) \right| \geq \frac{1}{2|\mathcal{X}| |\mathcal{Z}|} \sigma \eta N_x. \]

Introducing the sets \( \mathcal{J}_{xy} = \{ k \in \mathcal{I}_x : y_k = y \} \), with cardinalities \( N_{xy} = |\mathcal{I}_{yx}| \), there is a \( y \) such that (still for all \( z^n \in \mathcal{T}_{W,\epsilon}^n(x^n) \)),
\[ \left| N(z|z^{\mathcal{J}_{xy}}) - N_{xy}W_y(z) \right| \geq \frac{1}{2|\mathcal{X}|^2 |\mathcal{Z}|} \sigma \eta N_x \]
\[ \geq \frac{1}{2|\mathcal{X}|^2 |\mathcal{Z}|} \sigma \eta N_{xy}. \]

This implies
\[ N_{xy} \geq \frac{1}{4|\mathcal{X}|^2 |\mathcal{Z}|} \sigma \eta N_x \geq \frac{1}{4|\mathcal{X}|^3 |\mathcal{Z}|} \sigma^2 \eta n, \]
and with lemma 1 we obtain the claim. \( \square \)
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1 Introduction

Copyright violations are of increasing concern to artists and distributors, as production of copies get simpler and cheaper for common people. Digital fingerprinting and traitor tracing is a technique to trace guilty users or pirates when illegal copies are found.

A digital fingerprinting scheme [4] marks every copy sold with an individual mark, such that if one pirate reproduces his copy, the illegal copies may be traced back to him. In traitor tracing schemes [6,7], a similar technique is applied to the decryption keys of a broadcast encryption system. The fingerprint must be hidden such that a user cannot change it by inspecting only his own copy.

If several pirates collude, they can compare their copies, and identify portions where they differ, which must then be part of the fingerprint. Thus having identified parts of the fingerprint, they can also change it, producing a hybrid copy which cannot trivially be traced. It is generally assumed that in each mark or symbol of the fingerprint, the pirate coalition can choose the symbol from either of their copies, but nothing else. Collusion secure fingerprinting schemes are designed to trace at least one pirate when a coalition is guilty.

We view the fingerprints as codewords over some alphabet $Q$. The fingerprints the pirates are able to forge form the so-called feasible set, defined as
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Separating and Intersecting Properties of BCH and Kasami Codes

\[ F(T) := \{ (v_1, \ldots, v_n) \in Q^n \mid \forall i, 1 \leq i \leq n, \exists (a_1, \ldots, a_n) \in T, a_i = v_i \} , \]

where \( T \) is the set of fingerprints held by the pirates, \( Q \) is the alphabet, and \( n \) is the length of a fingerprint. If the code of valid fingerprints still makes it possible to trace at least one guilty pirate out of a coalition of size \( t \) or less, we say that the code has the \( t \)-identifiable parent property (t-IPP). If the pirates are able to forge the fingerprint of an innocent user, we say that this user is framed. Codes which prevent framing by \( t \) pirates are called \( t \)-frameproof or \((t,1)\)-separating codes. A code is \((t,t)\)-separating, or \( t \)-secure frameproof, if no two disjoint coalitions of size \( t \) or less can produce the same fingerprint.

Unfortunately (combinatorial) \( t \)-IPP codes are possible only for huge alphabets. Therefore it is interesting to study probabilistic \( t \)-IPP, where we permit a small non-zero probability \( \epsilon \) of incorrect tracing. Recently, \((t,t)\)-separating codes were used to construct probabilistic \( t \)-IPP codes [3,2]. In [22] it was proved that the best known asymptotic \((2,2)\)-separating codes is also probabilistic 2-IPP.

The case of \((2,2)\)-separation was introduced by Sagalovich in the context of automata: two such systems transiting simultaneously from state \( a \) to \( a' \) and from \( b \) to \( b' \) respectively should be forbidden to pass through a common intermediate state. A state of the system in this case is an \( n \)-bit binary string, and the moving from one state to another is obtained by flipping bits one by one. Only shortest paths from the old to the new state are allowed, so moving from \( a \) to \( a' \) will only involve flipping bits where \( a \) and \( a' \) differ. The set of valid states \( \Gamma \) forms a \((2,2)\)-separating system, if for any four distinct states, \( a, a', b, \) and \( b' \) from \( \Gamma \), the transitions \( a \to a' \) and \( b \to b' \) cannot pass through any common state. Sagalovich’s contribution on this topic is substantial and has been surveyed in [21].

The design of self-checking asynchronous networks has been a challenging problem. Friedmann et al. [15] have shown that the unicode single-transition-time asynchronous state assignment corresponds to \((2,2)\)- and \((2,1)\)-separating systems. The coding problem for automata states also motivated research on \((3,3)\)-SS [27]. In [22] it was proved that the best known asymptotic \((2,2)\)-separating codes is also 2-IPP.

Separating codes have also been studied in a set-theoretic framework, e.g. [18], and Körner [19] gives a series of problems equivalent to \((2,1)\)-separation.

In this paper we present new binary, asymptotic constructions of \((t,u)\)-separating codes. We compute the rates for \((t,u)\)-SS when \( 2 \leq t, u \leq 5 \) find that our constructions improve on previous ones. The constructions work for arbitrary \( t \) and \( u \), but for \((t,1)\)-SS previous constructions based on designs [9] are still the best.

2 Preliminary Definitions and Bounds

Let \( Q \) be an additive group (often a field) called the alphabet, and denote by \( q \) its order. Let \( \mathbb{V} \) be the set of \( n \)-tuples over \( Q \). An \((n,M)\) code \( \Gamma \) is an \( M \)-subset \( \Gamma \subseteq \mathbb{V} \). If \( Q \) is a field of \( q \) elements and \( C \) is a \( k \)-dimensional subspace \( C \subseteq \mathbb{V} \),
then we say that $C$ is a $[n,k]_q$ (linear) code. We will refer to the elements of $V$ as words. Let $d_1$ and $m_1$ denote respectively the minimum and maximum (Hamming) distance of the code.

**Definition 1.** A pair $(T, U)$ of disjoint sets of words is called a $(t, u)$-configuration if $\#T = t$ and $\#U = u$. The separating weight $\theta(T, U)$ is the number of positions $i$, where every word of $T$ is different from any word of $U$ on position $i$.

The $(t, u)$-separating weight $\theta_{t,u}(C)$ of a code $C$, is the least separating weight of any $(t, u)$-configuration of the code. If $\theta_{t,u}(C) > 0$, then we say that $C$ is a $(t, u)$-separating code or a $(t, u)$-SS (separating system).

In earlier works on watermarking and fingerprinting, $(t, t)$-separating codes have been called $t$-SFP (secure frameproof) [24,25,23]. The current terminology appears to be older though [21]. It is well known that codes with sufficiently large minimum distance are separating [21].

**Lemma 1.** If $\Gamma$ is a code with minimum distance $d_1$ and maximum distance $m_1$, then $2\theta_{2,1} \geq 2d_1 - m_1$.

**Proof.** Let $(c; a, b)$ be a $(2,1)$-configuration. Letting the three words be rows of a matrix, we have essentially four types of columns: Type 0 where all the elements are equal, Type I where $a$ or $b$ differs from the two others, Type A where $c$ differs from the two others, and Type B with three different elements. Let $v_i$ denote the number of elements of Type $i$.

Consider the sum

$$\Sigma := w(c - a) + w(c - b) \geq 2d_1.$$  

Observe that $\Sigma = 2(v_A + v_B) + v_I$. Clearly we have $\theta(c; a, b) = v_A + v_B$, and $w(a - b) = v_B + v_I$, so $v_I \leq m_1$, and the theorem follows.

**Remark 1.** In the binary case, there are no columns of Type B, and therefore

$$2\theta(c; a, b) = w(c - a) + w(c - b) - w(a - b),$$

and consequently we get equality $\theta_{2,1} = d_1 - m_1/2$ if and only if there are three codewords $a, b, c$ such that $w(c - a) = w(c - b) = d_1$ and $w(b - a) = m_1$.

A similar argument also gives the following result [21].

**Theorem 1.** Let $\Gamma$ be a code with minimum distance $d_1$ and maximum distance $m_1$. Then $4\theta_{2,2} \geq 4d_1 - 2m_1 - n$. If $\Gamma$ is linear, then $4\theta_{2,2} \geq 4d_1 - 3m_1$.

**Proposition 1.** Any $(n, M, d_1)_q$ code $\Gamma$ has $\theta_{t,u} \geq n - tu(n - d_1)$.

**Corollary 1.** An $(n, M, d_1)_q$ code $\Gamma$ is $(t, u)$-separating if $d_1/n > 1 - 1/(tu)$. 

Separating and Intersecting Properties of BCH and Kasami Codes

Proof. Consider any \((t, u)\)-configuration \((T, U)\) from \(\Gamma\), and define the sum

\[
\Sigma := \sum_{(x, y) \in T \times U} d(x, y).
\]

This is the sum of \((T, U)\) distances in the code, so \(\Sigma \geq tu d_1\). Each coordinate can contribute at most \(tu\) to the sum \(\Sigma\), but if any coordinate does contribute that much, then the configuration is separated on this coordinate. Hence we get that \(\Sigma \leq n(tu - 1) + \theta_{t,u}\). The proposition follows by combining the upper and lower bounds and simplifying.

It must be noted that, to get infinite families of separating codes with good rate, the alphabet size \(q\) grows extremely rapidly in the \(t\) and \(u\), due to the Plotkin bound. On the other hand, for sufficiently large alphabets, we can use the following lemma by Tsfasman [26].

**Theorem 2 (The Tsfasman Codes).** For any \(\alpha > 0\) there are constructible, infinite families of codes \(A(N)\) with parameters \([N, NR, N\delta]_q\) for \(N \geq N_0(\alpha)\) and

\[
R + \delta \geq 1 - (\sqrt{q} - 1)^{-1} - \alpha.
\]

Infinite families of separating codes over small alphabets can be built by concatenation [1]. The outer codes for concatenation will very often be Tsfasman codes.

**Definition 2 (Concatenation).** Let \(C_1\) be a \((n_1, Q)\) code and let \(C_2\) be an \((n_2, M)\) code. Then the concatenated code \(C_1 \circ C_2\) is the \((n_1 n_2, M)\) code obtained by taking the words of \(C_2\) and mapping every symbol on a word from \(C_1\).

**Proposition 2.** Let \(\Gamma_1\) be a \((n_1, M)\) code with minimum \((t, u)\)-separating weight \(\theta_{t,u}^{(1)}\), and let \(\Gamma_2\) be a \((n_2, M')\) code with separating weight \(\theta_{t,u}^{(2)}\). Then the concatenated code \(\Gamma := \Gamma_2 \circ \Gamma_1\) has minimum separating weight \(\theta_{t,u} = \theta_{t,u}^{(1)} \cdot \theta_{t,u}^{(2)}\).

Note that \(\Gamma\) will usually not satisfy the requirements of Proposition [1].

### 3 Intersection Gives Separation

The first relationship between intersecting codes and separating codes appeared in [5], and further links have been explored in [11,10] (see also [13]).

**Definition 3.** A linear code \(C\) of dimension \(k \geq t\) is said to be \(t\)-wise intersecting if any \(t\) linearly independent codewords have intersecting supports. If \(t > k\), we say that \(C\) is \(t\)-wise intersecting if and only if it is \(k\)-wise intersecting.

It is easy to verify that any \(t\)-wise intersecting code is also \((t - 1)\)-wise intersecting. The following relation between intersection and separation is well known [5,11].
Proposition 3. For a linear, binary code, is
1. 2-wise intersecting if and only if it is (2,1)-separating, and
2. 3-wise intersecting if and only if it is (2,2)-separating.

Due to this proposition, we can use many bounds on separating codes as bounds on intersecting codes. For instance, by Theorem 1, every code with $4d > 3m$ is 3-wise intersecting.

It was shown in [13], that if $C$ is a $(t, u)$-SS, then any $\bar{\iota}(t, u)$ codewords must be linearly independent, where

$$\bar{\iota}(t, u) := \begin{cases} \ t + u, & \text{when } t \equiv u \equiv 1 \pmod{2}, \\
 t + u - 1, & \text{when } t \not\equiv u \pmod{2}, \\
 t + u - 2, & \text{when } t \equiv u \equiv 0 \pmod{2}. \end{cases}$$

If the codewords are taken as a non-linear subcode of a $(t + u - 1)$-wise intersecting code, this condition is also sufficient. The following theorem is from [10], but we include a proof for completeness.

Theorem 3. Let $i, j \geq 1$ be integers such that $t := i + j - 1 \geq 2$. Consider a $t$-wise intersecting, binary, linear code $C$, and a non-linear subcode $\Gamma \subseteq C$. The code $\Gamma$ is $(i, j)$-separating if any $\bar{\iota}(i, j)$ non-zero codewords are linearly independent.

Proof. We start by proving that any $t + 1$ codewords being linearly independent is sufficient for $\Gamma$ to be $(i, j)$-separating. This holds as the theorem states irre- spectively of the parities of $i$ and $j$. Afterward we will strengthen the result in the cases where $i$ and $j$ are not both odd.

Choose any (two-part) sequence $Y'$ of $t + 1$ codewords from $\Gamma'$,

$$Y' := (a'_1, \ldots, a'_j; c'_1, \ldots, c'_{t+1-j}).$$

We have that $Y'$ is $(j, t + 1 - j)$-separated if and only if $Y := Y' - c'_{t+1-j}$ is. Hence it suffices to show that

$$Y = (a_1, \ldots, a_j; c_1, \ldots, c_{t-j}, 0)$$

is $(j, t + 1 - j)$-separated.

Since the $t + 1$ codewords of $Y'$ are linearly independent, so are the $t$ first codewords of $Y$. Now, consider

$$X := \{a_1 + c_1, \ldots, a_1 + c_{t-j}; a_1, \ldots, a_j\},$$

which is a set of linearly independent codewords from $C$, and hence all non-zero on some coordinate $i$. Since $a_1 + c_l$ is non-zero on coordinate $i$, $c_l$ must be zero for all $l$. Hence $Y'$, and consequently $Y'$, is separated on coordinate $i$.

This completes the first step. In the case where $i \not\equiv j \pmod{2}$, we get that $t$ is even, and consequently the $t$ first codewords of $Y$ are linearly independent.
whenever any $t$ words of $Y'$ are. Therefore it is sufficient that any $t$ codewords of $Y$ be linearly independent.

Finally, we consider the case where $i$ and $j$ are both even. We shall again show that $Y'$ is separated. If all the $t+1$ words of $Y'$ are linearly independent, then we are done by the first part of the proof. By assumption, we know that any $t-1$ words are linearly independent. This gives two cases to consider:

1. $c'_{i+1-j}$ is the sum of the $t$ first words, which are linearly independent.
2. $c'_{i-j}$ is the sum of the $t-1$ first words and $c'_{i+1-j}$ is independent of the others.

Let $Y'$, $Y$, and $X$ be defined as before. Consider the first case first. Any $t-1$ non-zero words of $X$ are linearly independent, while all the $t$ non-zero words sum to 0. Hence, the only linear independence found between the elements of $X$ is that

$$0 = b_1 + \ldots + b_{t-j} + a_2 + \ldots + a_j,$$

(1)

where $b_i = c_i + a_i$. It follows that the $t-1$ first words of $X$ intersect, since $C$ is $t$-wise intersecting. Thus there is a position $l$, where $a_k$ is 1 for $i = 1, \ldots, j-1$ and $c_i$ is zero for $i' = 1, \ldots, t-j$. Furthermore, $a_j$ is one in position $l$ by (1). Hence $Y$ is separated.

In the second case, we get that the $t$ non-zero words of $Y$ are linearly independent. Thus the result follows like the first part of the proof.

It is perhaps not obvious how these propositions may be used to construct non-linear separating codes with a reasonable rate. The following lemma [11] does the trick.

**Lemma 2.** Given an $[n, rm]$ linear, binary code $C$, we can extract a non-linear subcode $\Gamma$ of size $2^r$ such that any $2m$ non-zero codewords are linearly independent.

**Proof.** Let $C'$ be the $[2^r-1, 2^r-1 - rm, 2m+1]$ BCH code. The columns of the parity check matrix of $C'$ make a set $\Gamma'$ of $2^r-1$ vectors from $\text{GF}(2)^{rm}$, such that any $2m$ of them are linearly independent. Now there is an isomorphism $\phi : \text{GF}(2)^{rm} \to C$, so let $\Gamma = \phi(\Gamma') \cup \{0\}$.

There is a sufficient condition for intersecting codes, resembling the results we have for separating codes in Proposition 1 and Theorems 1 and 2 [8].

**Proposition 4.** Let $C$ be a binary linear code. Any $t$ independent codewords intersect in at least $d_1 - m_1(1 - 2^{1-t})$ coordinate positions.

**Remark 2.** The code $C$ has $t$-wise intersection weight exactly $d_1 - m_1(1 - 2^{1-t})$ if and only if there are subcodes $D_0 \subseteq D_1 \subseteq C$ such that $D_0$ has dimension $t-1$ and contains $2^{r-1} - 1$ words of maximum weight, and $D_1$ has dimension $t$ containing $2^{r-1}$ words of minimum weight.
4 Kasami Codes

Let $T_m$ denote the Frobenius trace from $\mathbb{GF}(q^m)$ to $\mathbb{GF}(q)$, defined as

$$T_m(x) = \sum_{i=0}^{m-1} x^{q^i}.$$ 

It is well-known that

$$T_m(x + y) = T_m(x) + T_m(y),$$

$$T_m(x) = T_m(x^{q^i}),$$

and if $x$ runs through $\mathbb{GF}(q^m)$, then $T_m(x)$ takes each value in $\mathbb{GF}(q)$ exactly $q^{m-1}$ times. The original Kasami code is a binary code, so let $q = 2$ and write $Q = 2^m$.

**Definition 4 (The Kasami Codes).** The $[2^{2m-1} - 1, 3m, 2^{2m-1} - 2^m - 1]$ Kasami code is the set

$$K_m = \{ c(a, b) : a \in \mathbb{GF}(Q^2), b \in \mathbb{GF}(Q) \},$$

where

$$c(a, b) = (T_{2m}(ax) + T_m(bx^{Q+1}) : x \in \mathbb{GF}(Q^2)^*).$$

The Kasami codes have three different non-zero weights, given by the following lemma [16].

**Lemma 3.** The weight of a codeword $c(a, b) \in K_m$ is given by

$$w(c(a, b)) = \begin{cases} 
2^{2m-1} - 2^m - 1, & \text{if } b \neq 0 \text{ and } T_m(a^{Q+1}/b) = 1, \\
2^{2m-1} + 2^m - 1, & \text{if } b \neq 0 \text{ and } T_m(a^{Q+1}/b) = 0, \\
2^{2m-1}, & \text{if } b = 0 \text{ and } a \neq 0, \\
0, & \text{if } b = 0 \text{ and } a = 0.
\end{cases}$$ (2)

Using Proposition 4 we get the following result.

**Proposition 5.** The Kasami code $K_m$ is $m$-wise intersecting, and its $t$-wise intersection weight is at least

$$\ell_t(K_m) \geq 2^m(2^m - t - 1) + 2^{m-t}.$$ 

This implies that the $K_m$ is a $(2, 1)$-SS for $m \geq 2$ and a $(2, 2)$-SS for $m \geq 3$. For $t = 2$, the above bound is tight as the following proposition shows. It can be shown by exhaustive search that the bound is tight for $t = m = 3$ as well, but it is an interesting open problem whether the bound is tight in general.
Proposition 6. The Kasami code $K_m$ has $(2, 1)$-separating weight

$$\theta_{2,1} = \max \{0, (2^n - 3)2^{m-2}\}.$$ 

Proof. Recall that $\theta_{2,1} \geq d_1 - m_1/2 = (2^n - 3)2^{m-2}$. This is negative if and only if $m = 1$. Observe that $K_1$ contains all words of length 3, and thus has $\theta_{2,1} = 0$, as required.

If $m \geq 2$, we get that $\theta_{2,1} > 0$, and by Remark 1 it remains to prove that there are two codewords $a$ and $b$ of minimum weight such that $a + b$ has maximum weight. This is fulfilled for $a = c(\gamma b, b^2)$ and $b = c(\gamma b^2 b^2)$ if $T_m(\gamma^{Q+1}) = T_m(\gamma^{Q+1}/f^2) = 1$. Such an $f$ exists as long as $m \geq 2$.

5 BCH Codes

Several good $(t, u)$-separating codes may be constructed from intersecting codes and columns from the parity check matrices of BCH codes. In the tables at the end of this section, we use non-linear subcodes of dual BCH codes as inner codes.

5.1 Finite Constructions of Intersecting Codes

The intersecting properties of the duals of 2-error-correcting BCH codes were first pointed out in [8]. In the sequel, we describe the intersecting properties of arbitrary dual BCH codes.

In MacWilliams and Sloane [20], we find the following lemma.

Lemma 4. Let $C$ be a BCH code of length $2^m - 1$ and designed distance $d' = 2e + 1$, where $2e - 1 < 2^m/2 + 1$. For any non-zero words in $C^\perp$, the weight $w$ lies in the range

$$2^{m-1} - (e - 1)2^{m/2} \leq w \leq 2^{m-1} + (e - 1)2^{m/2}.$$ 

By using Proposition 4, we get the following result.

Proposition 7. The dual of a $[2^m - 1, me]$ BCH code with designed distance $d' = 2e + 1$ has $t$-wise intersection weight

$$\ell_t \geq 2^m - t + (e - 1)2^{m/2+1-t} - (e - 1)2^{m/2+1}$$

$$= 2^{m/2+1}(2^{m/2-t-1} - (e - 1)(1 - 2^{-t})).$$

Corollary 2. The dual of the $e$-error-correcting BCH code with parameters $[2^m - 1, me]$, is $t$-wise intersecting if

$$m > 2(1 + \log(e - 1) + \log(2^t - 1)).$$

The bounds in Lemma 4 are not necessarily tight, and for $e = 2, 3$, the exact maximum and minimum weights are known [17].
Lemma 5. Let $C$ be a 2-error-correcting BCH code of length $2^m - 1$. Then
\[ d_1 = 2^{m-1} - 2^{\lceil m/2 \rceil}, \]
\[ m_1 = 2^{m-1} + 2^{\lceil m/2 \rceil}. \]

Proposition 8. The dual of the 2-error-correcting BCH code with parameters $[2^{2t+1} - 1, 4t + 2, 2^{2t} - 2^t]$, is $t$-wise intersecting, with intersecting weight $\ell_t \geq 2$.

This proposition is a direct consequence of the preceding lemma [8].

Lemma 6. Let $C$ be a 3-error-correcting BCH code of length $2^m - 1$ for $m \geq 4$. Then
\[ d_1 = 2^{m-1} - 2^{\lceil m/2 \rceil}, \]
\[ m_1 = 2^{m-1} + 2^{\lceil m/2 \rceil}. \]

Proposition 9. The punctured dual of the 3-error-correcting BCH code with parameters $[2^{2t+2} - 1, 6t + 6]$, is $t$-wise intersecting, with intersecting weight $\ell_t \geq 4$.

5.2 Infinite Families of Intersecting Codes

The following lemma was found in [8].

Lemma 7. Let $C_1$ be an $[n_1, k_1, d_1]_q$ code with $q = 2^{k_2}$ and minimum distance $d_1 > n_1(1 - 2^{1-t})$. Let $C_2$ be an $[n_2, k_2, d_2]$ binary $t$-wise intersecting code. Then the concatenation $C_1 \circ C_2$ is a binary $t$-wise intersecting $[n_1n_2, k_1k_2, d_1d_2]$ code.

Lemma 8. There are constructive infinite sequences of $t$-wise intersecting binary codes with rates arbitrarily close to
\[ R_t^{(2)} = \left(2^{1-t} - \frac{1}{2^{2t+1} - 1}\right) \frac{2t + 1}{2^{2t} - 1} = 2^{2-3t}(t + o(t)), \]
\[ R_t^{(3)} = \left(2^{1-t} - \frac{1}{2^{2t+3} - 1}\right) \frac{3t + 3}{2^{2t+1} - 2} = 2^{-3t}(3t + o(t)). \]

Proof. By concatenating geometric $[N, K, D]_q$ codes from Theorem 2 satisfying $D > N(1 - 2^{1-t})$ with $q = 2^{4t+2}$, and with a rate arbitrarily close to $2^{1-t} - 1/(\sqrt{q} - 1)$, with the $[2^{2t+1} - 2, 4t + 2, 2^{2t} - 2^t - 1]$ code of Proposition 8, we obtain the result.
5.3 Constructions of Separating Codes

There are two basic techniques for constructing asymptotic separating codes from intersecting codes.

**Technique I** uses a finite intersecting \([n, k]\) code \(C'\) as a seed. Then a non-linear subcode is extracted from \(C'\) to form an separating inner code \(C_I\). Finally, \(C_I\) is concatenated with a separating Tsfasman code \(C_O\). The rate is given by

\[
R_I = \frac{\log Q}{n} \left( \frac{1}{uv} - \frac{1}{\sqrt{Q} - 1} \right),
\]

where \(Q = q^2 \leq 2^{2k/i(u,v)}\) is as large as possible with \(q\) a prime power.

**Technique II** uses a finite intersecting code \(C_I\) as a seed, which is concatenated with a Tsfasman code with minimum distance at least \((1 - 2^{1-t})\) in concordance with Lemma 7, to form an asymptotic intersecting code \(C'\). The asymptotic separating code is a non-linear subcode of \(C'\). The resulting rate is

\[
R_{II} = \frac{k}{n} \left( 2^{2-u-v} - \frac{1}{2^{k/2} - 1} \right) \frac{2}{i(u,v)},
\]

provided \(k\) is even. Otherwise \(2^k\) is replaced by \(Q = q^2 \leq 2^k\) where \(q\) is the largest possible prime power.

Comparing (3) and (4), we see that the difference is in the parenthesised expression. Except when \(t \leq 3\), we have \(2^{2-u-v} > 1/uv\) which tend to give Technique I a better rate. However Technique II uses a larger alphabet for the outer code, which tends to decrease the penalty factor and hence improve the rate of the outer code.

The following proposition gives the rates obtained when Technique II is applied on the duals of BCH(2) and BCH(3). It is easy to check that \(R_{II}^2 > R_{II}^3\) (except for the degenerate case \(u = v = 1\)).

**Proposition 10.** There are constructive infinite sequences of binary \((u, v)\)-separating codes of rate

\[
R_{II}^2(u, v) = \frac{4(u + v) - 2}{i(u, v)\left(2^{2(u+v+1)} - 1\right)} \left( 2^{2-u-v} - \frac{1}{2^{2(u+v)-1} - 1} \right) \geq 2^{-3(u+v-2)}(1 + o(1)),
\]

\[
R_{II}^3(u, v) = \frac{3(u + v)}{i(u, v)\left(2^{2(u+v+1)} - 1\right)} \left( 2^{2-u-v} - \frac{1}{2^{3(u+v)} - 1} \right).
\]

For Technique I, we do not obtain such nice closed form formulae, because we do not have a nice expression for the alphabet size \(Q\) of the outer code.

In Table 1 and 2 we present some good separating codes from duals of BCH(2) and BCH(3) with Technique I. The constructions with BCH(2) are known from [12,13], while the BCH(3)-constructions are new. The symbol \(K\) denotes the log-cardinality of the inner code. For big \(u\) and \(v\), the inner code resulting from BCH(2) are so small that we do not get a positive rate for the
However, it is interesting to note that Technique II gives a non-zero rates for $e_m$.

<table>
<thead>
<tr>
<th>$(u,v)$</th>
<th>$m$</th>
<th>$n,k$</th>
<th>$K$</th>
<th>inner rate</th>
<th>outer rate</th>
<th>total rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2,2)</td>
<td>7</td>
<td>[126,14]</td>
<td>14</td>
<td>$1.111 \cdot 10^{-2}$</td>
<td>$2.421 \cdot 10^{-3}$</td>
<td>$2.690 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>(2,3)</td>
<td>9</td>
<td>[510,18]</td>
<td>9</td>
<td>$1.666 \cdot 10^{-2}$</td>
<td>$1.111 \cdot 10^{-3}$</td>
<td>$1.851 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>(2,4)</td>
<td>11</td>
<td>[2046,22]</td>
<td>11</td>
<td>$5.304 \cdot 10^{-3}$</td>
<td>$1.012 \cdot 10^{-3}$</td>
<td>$1.536 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>(2,5)</td>
<td>13</td>
<td>[8190,26]</td>
<td>8</td>
<td>$9.768 \cdot 10^{-4}$</td>
<td>$3.333 \cdot 10^{-2}$</td>
<td>$3.256 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>(3,3)</td>
<td>11</td>
<td>[2046,22]</td>
<td>7</td>
<td>$3.882 \cdot 10^{-3}$</td>
<td>$1.111 \cdot 10^{-3}$</td>
<td>$3.757 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>(3,4)</td>
<td>13</td>
<td>[8190,26]</td>
<td>8</td>
<td>$9.768 \cdot 10^{-4}$</td>
<td>$1.667 \cdot 10^{-2}$</td>
<td>$1.628 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>(4,4)</td>
<td>15</td>
<td>[32766,30]</td>
<td>10</td>
<td>$3.052 \cdot 10^{-4}$</td>
<td>$3.024 \cdot 10^{-2}$</td>
<td>$9.230 \cdot 10^{-6}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$(u,v)$</th>
<th>$m$</th>
<th>$n,k$</th>
<th>$K$</th>
<th>inner rate</th>
<th>outer rate</th>
<th>total rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2,2)</td>
<td>8</td>
<td>[252,24]</td>
<td>24</td>
<td>$9.524 \cdot 10^{-2}$</td>
<td>$2.498 \cdot 10^{-2}$</td>
<td>$2.379 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>(2,3)</td>
<td>10</td>
<td>[1020,30]</td>
<td>15</td>
<td>$1.471 \cdot 10^{-2}$</td>
<td>$1.611 \cdot 10^{-3}$</td>
<td>$2.369 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>(2,4)</td>
<td>12</td>
<td>[4092,36]</td>
<td>18</td>
<td>$4.399 \cdot 10^{-3}$</td>
<td>$1.230 \cdot 10^{-2}$</td>
<td>$5.412 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>(2,5)</td>
<td>14</td>
<td>[16380,42]</td>
<td>14</td>
<td>$8.547 \cdot 10^{-4}$</td>
<td>$9.213 \cdot 10^{-4}$</td>
<td>$7.874 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>(3,3)</td>
<td>12</td>
<td>[4092,36]</td>
<td>12</td>
<td>$2.933 \cdot 10^{-3}$</td>
<td>$9.524 \cdot 10^{-2}$</td>
<td>$2.793 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>(3,4)</td>
<td>14</td>
<td>[16380,42]</td>
<td>14</td>
<td>$8.547 \cdot 10^{-4}$</td>
<td>$7.546 \cdot 10^{-2}$</td>
<td>$6.450 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>(3,5)</td>
<td>16</td>
<td>[65532,48]</td>
<td>12</td>
<td>$1.831 \cdot 10^{-4}$</td>
<td>$5.079 \cdot 10^{-2}$</td>
<td>$9.301 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>(4,4)</td>
<td>16</td>
<td>[65532,48]</td>
<td>16</td>
<td>$2.442 \cdot 10^{-4}$</td>
<td>$5.858 \cdot 10^{-2}$</td>
<td>$1.430 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>(4,5)</td>
<td>18</td>
<td>[262140,54]</td>
<td>13</td>
<td>$4.941 \cdot 10^{-5}$</td>
<td>$3.864 \cdot 10^{-2}$</td>
<td>$1.909 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>(5,5)</td>
<td>20</td>
<td>[1048572,60]</td>
<td>12</td>
<td>$1.144 \cdot 10^{-5}$</td>
<td>$2.413 \cdot 10^{-2}$</td>
<td>$2.761 \cdot 10^{-7}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$(u,v)$</th>
<th>$m$</th>
<th>$n,k$</th>
<th>$K$</th>
<th>inner rate</th>
<th>outer rate</th>
<th>total rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2,2)</td>
<td>2</td>
<td>[126,14]</td>
<td>14</td>
<td>$2.379 \cdot 10^{-2}$</td>
<td>$2.690 \cdot 10^{-2}$</td>
<td>$2.379 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>(2,3)</td>
<td>3</td>
<td>[510,18]</td>
<td>9</td>
<td>$1.838 \cdot 10^{-3}$</td>
<td>$1.851 \cdot 10^{-3}$</td>
<td>$2.369 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>(2,4)</td>
<td>4</td>
<td>[2046,22]</td>
<td>11</td>
<td>$2.749 \cdot 10^{-4}$</td>
<td>$5.367 \cdot 10^{-4}$</td>
<td>$4.045 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>(2,5)</td>
<td>5</td>
<td>[8190,26]</td>
<td>8</td>
<td>$2.671 \cdot 10^{-5}$</td>
<td>$3.256 \cdot 10^{-5}$</td>
<td>$6.324 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>(3,3)</td>
<td>3</td>
<td>[16380,42]</td>
<td>14</td>
<td>$1.833 \cdot 10^{-4}$</td>
<td>$3.757 \cdot 10^{-5}$</td>
<td>$2.396 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>(3,4)</td>
<td>4</td>
<td>[65532,48]</td>
<td>12</td>
<td>$2.671 \cdot 10^{-5}$</td>
<td>$1.628 \cdot 10^{-5}$</td>
<td>$6.450 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>(3,5)</td>
<td>5</td>
<td>[65532,48]</td>
<td>16</td>
<td>$2.861 \cdot 10^{-6}$</td>
<td>$9.301 \cdot 10^{-7}$</td>
<td>$8.269 \cdot 10^{-7}$</td>
</tr>
<tr>
<td>(4,4)</td>
<td>4</td>
<td>[262140,54]</td>
<td>13</td>
<td>$3.815 \cdot 10^{-6}$</td>
<td>$9.230 \cdot 10^{-6}$</td>
<td>$1.430 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>(4,5)</td>
<td>5</td>
<td>[1048572,60]</td>
<td>12</td>
<td>$4.023 \cdot 10^{-7}$</td>
<td>$1.909 \cdot 10^{-7}$</td>
<td>$1.669 \cdot 10^{-7}$</td>
</tr>
<tr>
<td>(5,5)</td>
<td>6</td>
<td>[1048572,60]</td>
<td>10</td>
<td>$4.470 \cdot 10^{-8}$</td>
<td>$2.761 \cdot 10^{-7}$</td>
<td>$2.969 \cdot 10^{-8}$</td>
</tr>
</tbody>
</table>
We have not presented any results using BCH(4). It is easy to check that when $t \geq 5$, the minimum required value of $m$, according to Corollary 2, is the same for $e = 4$ and $e = 5$. Consequently, there is no reason for using duals of BCH(4) when $t \geq 5$; using BCH(5) instead can only improve the rate. It can also be checked that BCH(4) is inferior to BCH(5) in the other cases.

The minimum value of $m$ is $2t + 1$ for BCH(2). It increases only by 1 to $2t + 2$ for BCH(3). Moving to BCH(4), $m$ must make a jump by 3 or more, depending on the value of $t$. This is of course because the bounds on $d_1$ and $m_1$ are much worse for BCH($e$) when $e > 3$. It explains why the rates for the inner codes as well as for the outer codes in Tables 1 and 2 are so close together. The big increase needed in $m$ from BCH(3) to BCH(4) is only worthwhile when the rate of the outer code is only small fraction of the ideal rate $1/uv$. For $t, u \leq 5$, BCH(3) performs very well, and BCH(5) cannot improve the overall rate. However, for (7, 9)-SS we would not get a positive rate using BCH(3), but BCH(5) does the trick.

6 Conclusion

We have shown that Kasami codes and BCH codes have certain separating properties, and that they can be used to construct record breaking families of separating codes. We only have lower bounds on the $t$-wise intersection weights for $t > 2$. It would be interesting to find the exact intersection weights, and if the bounds are not tight, the constructed rates may be slightly improved.

The fingerprinting schemes of [2] uses $(t, t)$-SS as components. The present constructions with improved rates for $(t, t)$-SS, will thus make it possible to build fingerprinting schemes with better rates as well.

Acknowledgement. The authors wish to thank prof. Gérard Cohen for many a useful conversation on fingerprinting and separation.
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Abstract. When designing symmetric ciphers, security and performance are of utmost importance. When selecting a symmetric encryption algorithm, the first choice is whether to choose a block cipher or a stream cipher. Most modern block ciphers offer a sufficient security and a reasonably good performance. But a block cipher must usually be used in a “stream cipher” mode of operation, which suggests that using a pure stream cipher primitive might be beneficial.

Modern stream ciphers will indeed offer an improved performance compared with block ciphers (typically at least a factor 4-5 if measured in speed). However, the security of modern stream ciphers is not as well understood as for block ciphers. Most stream ciphers that have been widely spread, like RC4, A5/1, have security weaknesses.

It is clear that modern stream cipher designs, represented by proposals like Panama, Mugi, Sober, Snow, Seal, Scream, Turing, Rabbit, Helix, and many more, are very far from classical designs like nonlinear filter generators, nonlinear combination generators, etc. One major difference is that classical designs are bit-oriented, whereas modern designs tend to operate on (e.g. 32 bit) words to provide efficient software implementations. This leads to usage of different operations. Modern stream ciphers use building blocks very similar to those used in block ciphers. Essentially all modern stream cipher designs use S-boxes in one way or the other and combine this with various linear operations, essentially following the old confuse and diffuse paradigm from Shannon.

In this invited talk, we will overview various methods for cryptanalysis of modern stream ciphers. This will include time-memory tradeoff attacks, correlation attacks, distinguishing attacks of different kinds, guess-and-determine type of attacks, and the recent and very interesting algebraic attacks. This will give us lots of useful feedback when considering the design of secure and fast stream ciphers.
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Abstract. In this paper we present a new and improved correlation attack based on maximum likelihood (ML) decoding. Previously the code rate used for decoding has typically been around \( r = \frac{1}{2^{14}} \). Our algorithm has low computational complexity and is able to use code rates around \( r = \frac{1}{2^{33}} \). This way we get much more information about the key bits. Furthermore, the run time for a successful attack is reduced significantly and we need fewer key stream bits.

1 Introduction

Linear feedback shift registers, LFSRs, are popular building blocks for stream ciphers, since they are easy to implement, easy to analyze, and they have nice cryptographic properties. But a linear shift register is not a cryptographic secure function in itself. Assuming we know the connection points in the LFSRs, we just need to know a few bits of the key stream to find the key bits, by using the linear properties in the streams to set up an equation set that is easily solved.

To make such a cipher system more secure, it is possible to combine \( n \) LFSRs with a nonlinear function \( f \) in such a way that linear complexity becomes very high. Fig. 1 describes an example for this model. The key stream \( z = (z_0, z_1, ..., z_t, ..., z_{N-1}) \) is generated by \( z_t = f(u_1^t, u_2^t, ..., u_n^t) \) and the linearity in the bit streams \( u^i = (u_{i0}, u_{i1}, ..., u_{it}, ..., u_{iN-1}) \) from the \( n \) LFSRs is destroyed. The plain text \( m \) of length \( N \) is then encrypted to cipher text \( c \) by \( c_t = z_t \oplus m_t, \quad 0 \leq t < N \).

There exist different types of attacks on systems based on this scheme. The type of attack we describe in this paper is the correlation attack. The attack uses the fact that there often exist some correlations between the bits in some of the shift register streams and the key stream \( z \). This can be formulated as the crossover probability \( p = P(u_t \neq z_t) \), where \( u_t \) is the bit stream from a LFSR that has a correlation with \( z \). When \( p \neq 0.5 \), it is possible to do a correlation attack. If \( p = 0.5 \) there would be no correlation, and a correlation attack could not be done. But it is a well known fact that there always exists a correlation between sums of \( u \) and \( z \) in the model described in Fig. 1. That is

* This work was supported by the Norwegian Research Council under Grant 146874/420.
$P(u_{t+j_1} + u_{t+j_2} + \ldots + u_{t+j_M} \neq z_t) \neq 0.5$ for given $M$ and $(j_1, j_2, \ldots, j_M)$. When we add a LFSR bit stream with a shift of itself, we always get a new LFSR bit stream. Thus, the model is to decode a LFSR stream that has been sent through a binary symmetric channel (BSC) with crossover probability $p$.

The simplest correlation attack\cite{6} chooses the shift register LFSR$_i$ that has a correlation to the key stream bit $z$. Then the initialization bits $\hat{u}^i$ for the LFSR are guessed and the bit stream $\hat{u} = (\hat{u}_0, \hat{u}_1, \ldots, \hat{u}_{N-1})$ is generated. If for a chosen threshold $p_{tr}$ there exists a correlation between the guessed bit stream $\hat{u}$ and $z$ such that $P(u_t \neq z_t) < p_{tr} < 0.5$ for $0 \leq t < N$, it is assumed that the correct initialization bits are found. This attack has a complexity of $O(2^{l_i} \cdot N)$ which is much better than $O(2^{l_1 + l_2 + \ldots + l_n})$, the complexity for guessing the initialization bits for all the LFSRs.

Fig. 1. An example of a stream cipher we are are able to attack using fast correlation attacks. The linear feedback shift registers LFSR$_i$ of length $l_i$, for $1 \leq i \leq N$, are sent through a nonlinear function $f$ to generate the key stream $z$.

The complexity for guessing all the bits in a given LFSR$_i$ can be too high. To get around this, the fast correlation attack was developed\cite{7,8} by Meier and Staffelbach. This attack uses parity check equations and reconstructs $u$ from $z$ using an iterative decoding algorithm. The attack works well when the polynomial that defines the LFSR$_i$ has few taps, but fails when the polynomial has many taps.

In\cite{4} Johansson and Jönsson presented a better attack that works for LFSRs with many taps. Using a clever search algorithm, they find parity equations that are suitable for convolutional codes. The decoding is done using the Viterbi algorithm, which is maximum likelihood. This attack is briefly explained in Sect. 2.

In\cite{1} David Wagner found a new algorithm to solve the generalized birthday problem. In this paper we present an algorithm based on the same idea that finds many equations suitable for correlation attacks. The problem with this algorithm is that it finds many but weak equations, and previous attacks would not be very effective since the code rate will be very low.
In this paper we present an improvement on the attacks based on ML decoding. While Johansson and Jönsson use few but strong equations, we go in the opposite direction and use many and weak equations. We present a new algorithm that is capable of performing an efficient ML decoding even when the code rate is very low. This gives us much more information about the secret initialization bits, and the run time complexity goes down considerably. For a crossover probability \( p = 0.47 \), polynomial of degree \( l = 60 \) and the number of known key stream bits \( N = 100 \cdot 10^6 \), our attack has complexity of order \( 2^{39} \), while the previous convolutional code attack\[4,5\] has complexity of order \( 2^{48} \).

See Table 2 in Sect. 5 for more simulation results compared to previous attacks.

The paper will be organized as follows. First we will give a brief description of the systems we try to attack. In Sect. 2 we will describe the basic mathematics and some important previous attacks. In Sect. 3 we describe an efficient method for finding parity check equations, using the generalized birthday problem. In Sect. 4 we present a new algorithm that is capable of using the huge number of equations found by the method in Sect. 3.

## 2 Definitions and Previous Attacks

First we will define the basic mathematics for the correlation attacks in this paper.

### 2.1 The Generator Matrix

Let \( g(x) = 1 + g_{l-1}x + g_{l-2}x^2 + ... + g_1x^{l-1} + x^l \) be the primitive feedback polynomial over \( \mathbb{F}_2 \) of degree \( l \) for a linear feedback register, LFSR, that generates the sequence \( u = (u_0, u_1, ..., u_{N-1}) \). The corresponding recurrence is \( u_t = g_1u_{t-1} + g_2u_{t-2} + u_{t-l} \). Let \( \alpha \) be defined by \( g(\alpha) = 0 \). From this we get the reduction rule \( \alpha^i = g_1\alpha^{i-l} + g_2\alpha^{i-l-2} + ... + g_{l-1}\alpha + 1 \). Then we can define the generator matrix for sequence \( u \), \( 0 < t < N \) by the \( l \times N \) matrix

\[
G = [\alpha^0 \alpha^1 \alpha^2 \ldots \alpha^{N-1}].
\]

For each \( i > l \), using the reduction rule, \( \alpha^i \) can be written as \( \alpha^i = h_{i-l-1}\alpha^{i-l-1} + ... + h_{i-3}\alpha^2 + h_{i-2}\alpha + h_{i-1} \). We see that every column \( i \geq l \) is a combination of the first \( l \) columns. Any column \( i \) in \( G \) can be represented by

\[
g_i = [h_{0i}^i, h_{1i}^i, ..., h_{l-1i}^i]^T.
\]

Thus the sequence \( u \) with length \( N \) and initialization bits \( u^I = (u_0, u_1, ..., u_{l-1}) \), can be generated by

\[
u = u^T G.
\]

The shift register is now turned into a \((N, l)\) block code.
Example 1. Let \( g(x) = x^4 + x^3 + 1 \). Using the reduction rule we get \( \alpha^4 = \alpha^3 + 1, \alpha^5 = \alpha(\alpha^3 + 1) = \alpha^4 + \alpha = \alpha^3 + \alpha + 1 \) and so on. We choose \( N = 10 \), and set \( G = [\alpha^0 \alpha^4 ... \alpha^9] \). The sequence \( u \) is generated by the \( 4 \times 10 \) matrix \( G \) like this,

\[
\begin{bmatrix}
1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1
0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0
0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0
0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 0
\end{bmatrix}
\]

(3)

The reason that we use a generator matrix, is that we easily can see from \( G \) which initialization bits \((u_0, u_1, ..., u_{l-1})\) sum to zero in the last \( i \). For example the bit \( u_9 \) (last column) in the example above is calculated by \( u_9 = u_0 + u_2 \), and it is independent of the initialization bits \( u_1 \) and \( u_3 \).

2.2 Equations

In [4] Johansson and Jönsson presented the following method for finding equations that are usable for decoding.

Let \( u \) be a sequence generated by the generator polynomial \( g(x) \) with degree \( l \). If we can find \( w \) columns in the generator matrix \( G \) that summarize to zero in the \( l - B \) last bits,

\[
(g_{i_1} + g_{i_2} + ... + g_{i_w})^T = (c_0, c_1, ..., c_{B-1}, 0, 0, ..., 0),
\]

(4)

for a given \( B, 0 < B \leq l \), and \( l \leq i_1, i_2, ..., i_w < N \), we get an equation of the form

\[
c_0u_0 + c_1u_1 + ... + c_{B-1}u_{B-1} = u_{i_1} + u_{i_2} + ... + u_{i_w}.
\]

(5)

This can be seen by noting that column \( i \) in \( G \) shows which of the initialization bits \( u^T = (u_0, u_1, ..., u_{l-1}) \) that summarize to the bit \( u_i \) in the sequence \( u \). When two columns \( i \) and \( j \) in \( G \) sum to zero in the last \( l - B \) entries \((u_B, u_{B+1}, ..., u_{l-1})\), the sum \( u_i + u_j \) is independent of those bits. Then we can concentrate on finding just the \( B \) first bit of \( u^T \). The equation (5) is cyclic and can therefore be written as

\[
c_0u_t + c_1u_{t+1} + ... + c_{B-1}u_{t+B-1} = u_{t+i_1} + u_{t+i_2} + ... + u_{t+i_w},
\]

(6)

for \( 0 \leq t < N - i_w \).

Example 2. Let \( w = 2 \), and \( B = 1 \). If we examine the matrix \( G \) in equation (3), we see that \((g_6 + g_8)^T = (1, 1, 1, 1) + (0, 1, 1, 1) = (1, 0, 0, 0)\). From this we get \( c_0 = 1 \), \( i_1 = 6 \) and \( i_2 = 8 \) and the equation is \( u_0 = u_6 + u_8 \). Because of the cyclic structure we finally get \( u_t = u_{t+6} + u_{t+8} \). This equation will hold for every sequence that is generated with \( g(x) = x^4 + x^3 + 1 \) as feedback polynomial.

In section [5] we will go further into how the actual search for columns that sum to zero in the last \( l - B \) bits can be done efficiently.
2.3 Principle for Decoding

In [2] Chepyzhov, Johansson and Smeets presented a simple maximum likelihood algorithm that uses equations found in Sect. 2.2 for decoding. We will now briefly describe this algorithm. First we take equation (5) and make the right side of the equation point to the corresponding key stream bits \( z \) instead of \( u \). From this we get the following equation,

\[
c_{0}u_{0} + c_{1}u_{1} + \ldots + c_{B-1}u_{B-1} \approx z_{i_{1}} + z_{i_{2}} + \ldots + z_{i_{w}}.
\tag{7}
\]

Let \( m \) be the number of equations found by the method in Sect. 2.2. Then we get the equation set

\[
c_{0,0}u_{0} + c_{0,1}u_{1} + \ldots + c_{0,B-1}u_{B-1} \approx z_{i_{1,1}} + z_{i_{1,2}} + \ldots + z_{i_{1,w}}
\]

\[
c_{1,0}u_{0} + c_{1,1}u_{1} + \ldots + c_{1,B-1}u_{B-1} \approx z_{i_{2,1}} + z_{i_{2,2}} + \ldots + z_{i_{2,w}}.
\tag{8}
\]

\[
\vdots
\]

\[
c_{m,0}u_{0} + c_{m,1}u_{1} + \ldots + c_{m,B-1}u_{B-1} \approx z_{i_{m,1}} + z_{i_{m,2}} + \ldots + z_{i_{m,w}}
\]

We use ‘\( \approx \)’ to notify that the equations only hold with a certain probability.

Here \((u_{0}, u_{1}, \ldots, u_{B-1})\) are the unknown secret bits we want to find and \( z \) is the key stream. Remember that \( u_{t} \) and \( z_{t} \) are equal with a probability \( 1 - p \) where \( p = P(u_{t} \neq z_{t}) \). Thus, each equation in (5) will hold with a probability

\[
P_{w} = \frac{1}{2} + 2^{w-1}(\frac{1}{2} - p)^{w},
\tag{9}
\]

using the Piling up lemma[9]. Replace the bits \((u_{0}, u_{1}, \ldots, u_{B-1})\) in the set (5) with a guess \( \hat{U} = (\hat{u}_{0}, \hat{u}_{1}, \ldots, \hat{u}_{B-1}) \). If \((u_{0}, u_{1}, \ldots, u_{B-1}) \neq (\hat{u}_{0}, \hat{u}_{1}, \ldots, \hat{u}_{B-1})\), (that is, if one or more of the guessed bits are wrong) each equation will hold with a probability \( P = 0.5 \). If the guess is right, each equation will hold with a probability \( P_{w} > 0.5 \). We see that the \((N, l)\) block-code is reduced to a \((m, B)\) block-code, and the decoding problem is to decode message blocks of length \( B \) that are sent as codewords of length \( m \) through a channel with crossover probability \( 1 - P_{w} \).

The decoding can be done the following way. For all the \( 2^{B} \) possible guesses for \( \hat{U} = (\hat{u}_{0}, \hat{u}_{1}, \ldots, \hat{u}_{B-1}) \), test \( \hat{U} \) with all the equations in the set (5), and give the guess one point for every equation in the set that holds. Afterward, assume that \((u_{0}, u_{1}, \ldots, u_{B}) = \hat{U}\) for the guess of \( \hat{U} \) that has the highest score. In this way we get the first \( B \) bits of the secret initialization bits \((u_{0}, u_{1}, \ldots, u_{B})\). The procedure can be repeated to find the rest of the bits \((u_{B}, u_{B+1}, \ldots, u_{l-1})\).

The complexity for this algorithm is

\[
O(2^{B} \cdot m)
\tag{10}
\]

since we have to test \( m \) equations on the \( 2^{B} \) different guesses of \( \hat{U} \).
2.4 Fast Correlation via Convolutional Codes

In [4] Johansson and Jönsson showed how the equation set (8) can be used to decode the key stream $z$ via convolutional codes. The problem is formulated as decoding of a $(m, 1, B)$ convolutional code, and the decoding is done using the Viterbi algorithm. This algorithm is optimal, but has relatively high usage of memory. In convolutional codes the coding is done over $T$ bits. Using the fact that the equations are cyclic, the algorithm in Sect. 2.3 is used for calculating the metrics for each state $\hat{U}$ at time $t$, $0 \leq t < T$. The algorithm in Sect. 2.3 is actually a special case of the fast correlation attack via convolutional code with $T = 1$. When the metrics are calculated, we try to find the longest possible path through the states $0 \leq t < T$. We see that the problem is transformed into finding the longest path through a $2^B \times T$ trellis. The Viterbi algorithm is optimal for solving this problem. We refer [4] for details about the convolutional attacks.

2.5 Theoretical Analysis and Complexity


For a given bit stream of length $N$ generated by a shift register with feedback polynomial $g(x)$, the expected number of equations of type (5) is

$$E(m) = \frac{\binom{N-T}{w}}{2^{l-2^B}} \approx \frac{\binom{N}{w}}{2^{l-B}}$$

(11)

Let $p_e < l \cdot 2^{-B}$ and $p = P(z_t \neq u_t)$. Then the convolutional attack described in Sect. 2.4 has a success with probability $1 - p_e$ if

$$p \leq \frac{1}{2} - \frac{1}{2} \left( \frac{8lm2}{m} \right)^{\frac{1}{l-1}}.$$  

(12)

The probability $p$ is set by the stream cipher. The closer $p$ is to 0.5, the more equations are needed to fulfill (12). One way to find more equations is to increment $w$, the number of bits on the right hand side of the equations. If we do this, each equation we find gets weaker, see equation (9). But although each equation is weaker, we find so many of them that they together give more information about the unknown key bits $u'$. The problem with this is, as shown below, that the complexity of the attack also increases when we use many more equations. In Sect. 4 we will describe a new method to solve this problem.

The complexity of the convolutional attack in [3] is $O(2^B \cdot m \cdot T)$, since we decode over $T$ bits. This can be rewritten using equation (11) and noting that $m = 2^B \binom{1}{2^B}$. Let $o = \frac{\binom{N}{w}}{2^{l-2^B}}$. In this way we see that the complexity can be formulated as

$$O(2^2B \cdot o \cdot T),$$

(13)

The complexity for the simple attack in [2] is $O(2^{2B} \cdot o)$. Using this formulation, we see that if we use all the equations for given $w$, $N$, $B$ and $l$, the run time complexity increases with a factor 4, when we increment $B$ by one.
3 Methods for Finding Equations

In this section we will describe a fast method for finding many equations. The method is in some ways similar to the solution of the generalized birthday problem that Wagner presented in [1].

We have an equation of the form (5) if we find \( w \) columns in the generator matrix \( G \) of length \( N \) that sum to zero in the last \( l - B \) positions. For \( w = 2 \) we sort the \( N \) columns from the generator matrix. Equal columns will then be located next to each other. The complexity of this method is \( O(N \log N) \).

3.1 A Basic Method for Finding Equations with \( w > 2 \)

We will now describe a simple and well known algorithm for finding equations when \( w > 2 \).

First we sort the columns in the \( l \times N \) generator matrix \( G \) according to the values in last \( l - B \) bits. Then we run through all possible sums of \( w - 1 \) columns, and search for columns in \( G \) that are equal to the sums in the last \( l - B \) bits. The sum of these \( w \) columns is then zero in the \( l - B \) last bits. The complexity of this algorithm will be \( O(N^{w-1} \log N) \).

This method is straightforward and seems good since we find all the equations. The problem is when \( l - B \) becomes big, since it is less likely that the sum of the combination of \( w - 1 \) columns matches a single column. The number of possible different values in the \( l - B \) last bits are \( 2^{l-B} \). If we pick a random combination of \( w - 1 \) columns we will have a probability less than \( P_m = N/2^{l-B} \) of getting a match from the sorted generator matrix. If \( N = 2^{20} \), \( B = 15 \) and \( l = 40 \) then \( P_m = 2^{-5} \), so on average each 32\(^{th}\) sum combination will give an equation. If we increase the degree of the feedback polynomial to \( l = 60 \), the probability of finding an equation for given \( w - 1 \) columns will be reduced to \( P_m = 2^{-25} \). Since an equation with \( w = 4 \) is a very weak equation, we need millions of equations in most cases.

**Table 1.** The table shows the percentage of the total number of equations we need for a successful convolutional attack when \( N = 2^{21} \), \( l = 60 \), \( w = 4 \) and \( B = 20 \).

<table>
<thead>
<tr>
<th>( p )</th>
<th>( v )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.41</td>
<td>0.00068%</td>
</tr>
<tr>
<td>0.43</td>
<td>0.0051%</td>
</tr>
<tr>
<td>0.45</td>
<td>0.075%</td>
</tr>
<tr>
<td>0.47</td>
<td>4.5%</td>
</tr>
</tbody>
</table>

The method above finds all the equations, but in fact we do not need all the equations for the attack to succeed. From (12) we get the equation

\[
m_s = \frac{8 \ln 2}{(1 - 2p)^{2w}},
\]
where \( m_s \) is the number of equations needed for success for a given crossover probability \( p \). Then \( v = \frac{m_s}{m} \) will give us the rate of the total number of equations \( m \) needed for a successful attack. Table 1 shows different rates needed for different attacks. The fact that we do not need all the equations indicates that we may use a fast method to find a subset of them.

3.2 A Method for Finding All the Equations with \( w = 4 \)

The method described here works in certain situations where the parameters are small. The algorithm works as follows. In the first step we go through all the possible sums of pairs of columns in \( G \). These sums are stored in a matrix \( G_2 \) and the indexes of the two columns in \( G \) are also stored. In the second step we sort the matrix \( G_2 \) according to the last \( l - B \) bits. Then we search for the columns in \( G_2 \) that are equal in the last \( l - B \) bits. In this way we get weight 4 equations of the form:

\[
(f_{j_1} + f_{j_2})^T = (g_{i_1} + g_{i_2} + g_{i_3} + g_{i_4})^T = (c_0, c_1, \ldots, c_{B-1}, 0, \ldots, 0)_{l-B} \tag{14}
\]

where the \( f_j \)'s are columns in \( G_2 \) and the \( g_i \)'s are columns in \( G \).

By this method we will find all the equations 3 times. The reason for this is illustrated by the equation \( g_{i_1} + g_{i_2} + g_{i_3} + g_{i_4} = 0 \iff g_{i_1} + g_{i_2} = g_{i_3} + g_{i_4} \). Two other pairs giving the same equation is \( g_{i_1} + g_{i_4} = g_{i_2} + g_{i_3} \) and \( g_{i_1} + g_{i_3} = g_{i_2} + g_{i_4} \). This collisions are avoided if the pairing in the second step has a restriction. All the indexes on the left side of the equation must all be less or greater than the indexes on the right side. In this way \( \frac{3}{2} \) of the equations will be thrown away, but the remaining \( \frac{1}{2} \) will represent all the equations. This method will be impractical if \( N \) is big, since \( G_2 \) will have a length of \( N_2 = \binom{N}{2} \).

3.3 A Fast Method for Finding a Subset of the Equations with \( w = 4 \)

Here we will solve the problem concerning memory requirement in the algorithm presented above. Using this algorithm we are able to find all the equations, but the number of possible sums in step one is far too many. If we can reduce the size of \( G_2 \), without reducing the number of equations significantly, we have succeeded.

The algorithm is divided into two steps. In step one we find a subset of all the sums, where the pairing in step 2 only involves elements in that subset. The sum of two columns that are unequal in the last bits will never be zero. Therefore we may look for sums of pairs in step 1 where we require a certain value in the last \( l - B_2 \) positions. Without loss of generality we require zeroes in the last \( l - B_2 \) positions in \( G_2 \).

Let \( B_4 < B_2 < l \). First we sort the columns in \( G \) according to the last \( l - B_2 \) positions. Then we go through the matrix and find the columns that sum to zero in the last \( l - B_2 \) positions and store them in matrix \( G_2 \). The original positions
Algorithm 1 Algorithm for finding a subset of all the equations with \( w = 4 \)

**Input:** \( G, N, B_2, B_4 < B_2, l \)

**Step 1:**

sort the \( l \times N \) matrix \( G \) according to the last \( l - B_2 \) bits.

For \( 0 \leq i_1, i_1 < N \) find all pairs of columns \( g_{i_1} \) and \( g_{i_2} \) that sums to

\[
f_{j}^T = (g_{i_1} + g_{i_2})^T = (d_0, d_1, \ldots, d_{B_2-1}, 0, \ldots, 0)_{l-B_2}
\]

Add \( f_{j} \) and indexes \( i_1 + i_2 \) to matrix \( G_2 \).

**Step 2:**

sort \( l \times N_2 \) matrix \( G_2 \) according to the last \( l - B_4 \) bits.

For \( 0 \leq j_2, j_4 < N_2 \) find all pairs of columns \( g_{j_1} \) and \( g_{j_2} \) that sums to

\[
(f_{j_1} + f_{j_2})^T = (g_{j_1} + g_{j_2} + g_{j_3} + g_{j_4})^T = (c_0, c_1, \ldots, c_{B_4-1}, 0, \ldots, 0)_{l-B_4}
\]

Add \( c_0, c_1, \ldots, c_{B_4-1} \) and the indexes \( i_1, i_2, i_3, i_4 \) to \( F \)

**Return:** \( F \)

of the columns in the sum are also stored. The size of \( G_2 \) is thereby reduced by a factor of \( 2^{l-B_2} \). In the second step we repeat the algorithm using \( B_4 \) on \( G_2 \).

We sort the matrix \( G_2 \) according to the last \( l - B_4 \) bits, in order to find pairs of columns from \( G_2 \), where the sum is zero in the last \( l - B_4 \) bits. In this way we get weight 4 equations of the form (5). The pseudo code for this is shown in Algorithm 1.

Algorithm 1 is a method which may keep the memory requirements sufficiently low. From (11) we get the size \( N_2 \) of \( G_2 \),

\[
N_2 = \left( \binom{N}{2} \right)^{2l-B} \approx N^2 \frac{2^{l-B_2+1}}{2^{l-B_2}}.
\]

It is possible to run this algorithm several times to find even more equations. Instead of keeping the last \( l - B_2 \) bits zero in the first step, we may repeat this algorithm requiring these bits having the fixed values \( (d_{B_2}, d_{B_2+1}, \ldots, d_l) \neq 0 \).

We may choose to only vary the first two bits, and run the algorithm \( 2^2 \) times. Thus we get four times as many equations compared to running it only once. The cost is that we have to sort the matrices \( G \) and \( G_2 \).

Using Algorithm 1 some of the equations we get will be equal, called collisions. If we use algorithm 1 repeatedly changing \( r \) bits (that is: we repeat \( 2^r \) times) this bound is

\[
p(\text{collision}) < 2^{(B_2+r)-l} + 2^{2(B_2+r-l)} < 2 \cdot 2^{(B_2+r-l)} = 2^{(B_2+r+1-l)}
\]

since \( B_2 + r - l < 0 \). If we do not use repetitions we set \( r = 0 \). In practical attacks, this probability will be very low, and the simulations show that this has little impact on the decoding.
4 Fast Decoding Using Quick Metric

In Sect. 3 we presented a fast method for finding a huge number of equations. These equations can give us a lot of information about the initialization bits. But since there are so many of them, we get two new problems. It will take too much memory to store all the equations, and the complexity will be too high when we use them to calculate the metrics during decoding. Thus, we need an efficient method for storing the equations, and an efficient method for using them.

The complexity for calculating the metrics by the method in Sect. 2.3 is $O(2^B \cdot m)$, where $m$ is the number of equations and $B$ is the message block size of the code. If $m$ is very high, the decoding problem can be to complex. We reduce the decoding complexity to $O(2^2B + m)$ by the following two methods referred to as Quick Metric.

4.1 A New and Efficient Method for Storing the Equations

Let $m \gg 2^B$ be the number of equations found using the method described in Sect. 3 with $B = B_4$. We get an equation set like (8). The main observation here is that although there are $m$ different equations, there exist only $2^B$ different versions of the left side of the equations. This means that many equations will share the same left sides defined by $(c_0, c_1, \ldots, c_{B-1})$ when $m \gg 2^B$. We can now use counting sort to store the equations. Let $E$ be an integer array of size $2^B$.

When an equation of the form (5) is found, we set $e = c_0 + 2c_1 + 2^2c_2 + \ldots + 2^{B-1}c_{B-1}$. (15)

Then we count the equation by setting $E(e) \leftarrow E(e) + 1$.

At this point we have stored the left side of the equation. To store the right side, we use another integer array, $sum()$, of size $2^B$. Then we calculate the binary sum $s = (z_{i_1} + z_{i_2} + \ldots + z_{i_w}) \mod 2$ for the given $(i_1, i_2, \ldots, i_w)$. Finally we set $Sum(e) \leftarrow Sum(e) + s$.

When the search for equations is finished, $E(e)$ is the number of the equations of type $e$ that was found, and $Sum(e)$ is the number of equations of type $e$ that sum to 1 on the right hand side for a given key stream $z$.

Algorithm 2 shows a pseudo code for this idea. Here the idea is expanded so that it works with decoding via convolutional codes as presented in [4,5]. We assume that the search methods in Algorithm 1 are used to find the $w$ columns that sum to zero in the last $B$ bits. When decoding is done via convolutional codes, the equations are cycled $T$ times when we decode over $T$ bits. This means that we have to calculate $Sum(e)$ for every $0 \leq t < T$, since the right side of (7) is not cyclic itself. From this we get the 2-dimensional array $Sum(e, t)$. One little detail to make this work with convolutional codes, is that the bit $c_B$ in the sum of the columns has to be 1. But this has no impact on the complexity for the algorithm.
Algorithm 2 Algorithm for storing equations (first step)

Input: $G, N, T, B, w$ and $z$.

For every $i_1, i_2, ..., i_w, T \leq i_1, i_2, ..., i_w < N - T$,

If the columns $g_{i_1}, g_{i_2}, ..., g_{i_w}$ in $G$ summarize to

$$(g_{i_1} + g_{i_2} + ... + g_{i_w})^T = (c_0, c_1, ..., c_{B-1}, 1, 0, ..., 0) \pmod{T - B}$$

Let $e$ be the integer value of the bits $(c_0, c_1, ..., c_{B-1})$.

$E(e) \leftarrow E(e) + 1$

For every $t, 1 \leq t \leq T$,

$Sum(e, t) \leftarrow Sum(e, t) + (z_{i+t} + z_{i+t+j} + z_{i+t+k} \pmod{2})$

Return: The integer arrays $Sum$ and $E$

4.2 A New and Efficient Method for Calculating the Metrics

Assume we have done the search for equations according to Sect. 3.3 and Algorithm 2. After this preprocessing step, we have the two arrays $E$ and $sum$. Let $m_e = E(e)$ be the number of equations found of type $e$. Now we can test $m_e$ equations on a guess $\hat{U}$ in just one step instead of $m_e$.

Make a guess $\hat{U}$ for $u^I$. For every equation type $e$, do as follows: If the sum $c_0\hat{u}_0 + c_1\hat{u}_1 + ... + c_{B-1}\hat{u}_{B-1}$ corresponding to the equation type $e$ (see equation 15) is 1, the number of the $m_e = E(e)$ equations that hold is $sum(e)$. The metric for the guess $\hat{U}$ is incremented with $sum(e)$. If $c_0\hat{u}_0 + c_1\hat{u}_1 + ... + c_{B-1}\hat{u}_{B-1} = 0$, the number of the $m_e$ equations that hold is $m_e - sum(e)$, and the metric is incremented with $m_e - sum(e)$. Algorithm 3 shows the pseudo code for this idea.

Now we have calculated the metric for one guess in just $2^B$ steps instead of $m > 2^B$ steps. The complexity for this part of the attack is actually independent of the amount of equations that are used, and the complexity for calculating the metrics for all the $2^B$ guesses is $O(2^{2B})$. The reason that the overall complexity is $O(2^{2B} + m)$, is that we have to go through all $m$ equations once in the preprocessing, each time we want to analyze a new key stream $z$. Using the search algorithm in Sect. 3 we can do some processing independently from $z$. But in the end we have to go through $m$ equations and save the $z_{i_1} + z_{i_2} + ... + z_{i_w}$ in array $sum$ for each equation. This part of the search algorithm is almost linear in $m$.

4.3 Complexity and Properties

When we use Quick Metric, the decoding is done in two steps. The first step is the building of the equation count matrix $E$. The second step is decoding using the Viterbi algorithm with complexity $O(T \cdot 2^{2B})$, because of Quick Metric. The building of matrix $E$ can be divided into 3 parts. First the sorting of $G$ of length $N$, then the sorting of $G_2$ of length $N_2$. Finally we have to go through the sorted $G_2$ and save all the equations in $E$. Thus, the total complexity for the first step
Algorithm 3 Quick Metric algorithm (second step)

Input: state \( \hat{U} \), time \( t \), and the tables \( \text{Sum} \) and \( E \).

\[
\text{metric}_Q \leftarrow 0
\]

For every \( e, 0 \leq e < 2^B \)

If equation \( e \) over state \( \hat{U} \) sums to 1,

\[
\text{metric}_Q \leftarrow \text{metric}_Q + \text{Sum}(e, t)
\]

Else

\[
\text{metric}_Q \leftarrow \text{metric}_Q + (E(e) - \text{Sum}(e, t))
\]

Return: \( \text{metric}_Q \)

is \( O(N \cdot \log N + N_2 \cdot \log N_2 + T \cdot m) \). Since \( m \) has to be very high for our attack, the complexity is most often dominated by \( T \cdot m \), and the overall complexity for the first step is \( O(T \cdot m) \).

It will vary which of the two steps that will dominate the complexity. Thus, the total run time complexity for both step is given by

\[
O(T \cdot m + T \cdot 2^B).
\]

To guarantee success (99.9%), the number of equations \( m \) and the convolutional memory \( B \) should satisfy equation (12) where \( p \) and \( l \) is are set by the cipher system. \( T \) must be high enough so that the algorithm converge to the right path in the trellis. \( T \approx l \) is enough for most cases. The complexity for the attack in [4,5] is \( O(2^B \cdot o \cdot T) \), where \( o = \frac{n}{p} \).

The first observation is that when we use Quick Metric, the computational complexity for the Viterbi algorithm is independent from the number of equations \( m \) that is used for decoding. The main difference from the attacks in [4,5] is that we just have to go through all \( m \) equations once in the first step. In [4,5] they have to go through all the \( m \) equations for every time they test one of the \( 2^B \) states. Thus, our algorithm has a big advantage when we choose to use more than \( 2^B \) equations.

A drawback for our algorithm is that we have to do the first step every time we want to decode a new stream generated by the same system. In [4,5], they just have to do the preprocessing once for each cipher system. Therefor we have to keep the complexity in the first step as low as possible. There is actual a trade off between the two steps. When the first step takes long time, the second step takes less time, and the other way around. This means that we have to choose the parameters \( N, B \) and \( m \) carefully to get the best possible attack.

The next observation is that our algorithm is stronger for last \( B \), since we can use many more equations. That means that we can attack a system using a last \( B \) than is possible with the attacks in [4,5]. Thus, the run time for given \( B \), \( w \) and \( m \) goes down considerably since \( B \) has a huge impact on the complexity.
Table 2. Our attack compared to previous attacks. The generator polynomial degree \( l \) for the LFSR is 60 for all the simulations. We set \( T = 60 \). The * is a theoretical estimate using the success rate equation (12).

<table>
<thead>
<tr>
<th>Improved convolutional attack</th>
<th></th>
<th></th>
<th></th>
<th>Total decoding complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B ) ( p ) ( N ) ( w )</td>
<td>14 0.43  15 ( \cdot ) 10^6 4</td>
<td>2^{47}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B ) ( p ) ( N ) ( w )</td>
<td>10 0.43  100 ( \cdot ) 10^7 4</td>
<td>2^{41}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B ) ( p ) ( N ) ( w )</td>
<td>16 0.47  100 ( \cdot ) 10^7 4</td>
<td>2^{39}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B ) ( p ) ( N ) ( w )</td>
<td>11 0.43  40 ( \cdot ) 10^7 4</td>
<td>2^{30}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Previous convolutional attack[5]</th>
<th></th>
<th></th>
<th></th>
<th>Decoding complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B ) ( p ) ( N ) ( w )</td>
<td>20 0.43  100 ( \cdot ) 10^7 2</td>
<td>2^{38}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B ) ( p ) ( N ) ( w )</td>
<td>18 0.37  600 ( \cdot ) 10^3 3</td>
<td>2^{37}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B ) ( p ) ( N ) ( w )</td>
<td>25 0.47  100 ( \cdot ) 10^7 2</td>
<td>2^{48}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Previous attack through reconstruction</th>
<th></th>
<th></th>
<th></th>
<th>Decoding complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B ) ( p ) ( N ) ( w ) ( n )</td>
<td>25 0.43  40 ( \cdot ) 10^7 2 4</td>
<td>2^{47}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5 Simulations

The evaluation of the attacks need some explanation. The interesting parameters of the cipher systems we attack, are the polynomial degree \( l \) and the crossover probability \( p \). Finally we are given a key stream of length \( N \). We want for a given high \( l \) to be able to decode a key stream \( z \) where the crossover probability \( p = (u_i \neq z_i) \) is as near 0.5 as possible. Of course we want to use few key stream bits and low run time complexity.

To be able to compare the different attacks, we compute the complexity for decoding as the total number of times we have to test an equation on a guessed state. The complexity for the pre-computation is computed as the number of table lookups that have to be done during the search for equations. When we use Quick Metric we have 2 steps, so the overall complexity is given by the sum of the two steps.

See Table 2 for the simulation results. It is important to notice that we have programmed and tested all the attacks in the table, and the results for \( p \) come from these tests, not the theoretical estimate [12]. For this purpose we used a 2.26 GHz Pentium IV with 1 gigabyte memory running on Linux. The algorithm is fast in practice and even the biggest attack \((p = 0.47)\) was done in just a few hours including the search for equations.
From the table we see that our attack is best when \( p \) is close to 0.5. For \( p = 0.47 \) the run time complexity of our attack is dominated by the pre-computation step which is \( m \cdot T \approx 2^{39} \). The parameters for this attack is \( B_2 = 34, B = B_4 = 16 \) and \( m = 2^{33} \) which gives the code rate \( r = 2^{-33} \). If we use the method in \([4,5]\), the estimated run time complexity is \( 2^{48} \).

Another attack from Johansson and Jönsson is the the fast correlation attack through reconstruction of linear polynomials\([3]\). This attack has lower complexity than fast correlation via convolutional codes and it uses less memory. We can apply Quick Metric on the reconstruction algorithm, but unfortunately this will not give a better result than using it on the convolutional code attack. The reason for this is that in each round in the algorithm we would have to repeat the search for equations. To keep \( B \) sufficient low, we would have to use many rounds. Thus, the computational complexity for this would become too high.

But when we use Quick Metric on the convolutional attack, the attack achieves in most cases a much lower run time complexity than the attack in \([3]\). This is shown by the two attacks in Table 2 using \( N = 40 \cdot 10^6 \).

6 Conclusion

We have presented a new method for calculating the metrics in fast correlation attacks. This method enable us to handle the huge number of parity check equations we get when we use \( w = 4 \) and the method in Sect. 3. Earlier it has only been possible to handle convolutional code rates down to around \( r = 1/2^{14} \). Using our method we have decoded convolutional codes with rates down to \( 1/2^{32} \) in just a few hours. Because of this we have done attacks on cipher systems with higher crossover probability \( p \) than before.

An open problem is the search for equations with \( w = 3 \). We use \( w = 4 \) since there exists a fast method for finding those equations. But the equations with \( w = 4 \) are weak, and this gives the first step high complexity. A good solution would be to use \( w = 3 \), with a fast search algorithm.
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Abstract. Let \(\mathcal{R}_{t,n}\) denote the set of \(t\)-resilient Boolean functions of \(n\) variables. First, we prove that the covering radius of the binary Reed-Muller code \(RM(2,6)\) in the sets \(\mathcal{R}_{t,6}\), \(t = 0, 1, 2\) is 16. Second, we show that the covering radius of the binary Reed-Muller code \(RM(2,7)\) in the set \(\mathcal{R}_{3,7}\) is 32. We derive a new lower bound for the covering radius of the Reed-Muller code \(RM(2,n)\) in the set \(\mathcal{R}_{n-4,n}\). Finally, we present new lower bounds in the sets \(\mathcal{R}_{t,7}\), \(t = 0, 1, 2\).

1 Introduction

In an important class of stream ciphers, called combination generators, the key stream is produced by combining the outputs of several independent Linear Feedback Shift Register (LFSR) sequences with a nonlinear Boolean function. Siegenthaler [15] was the first to point out that the combining function should possess certain properties in order to resist divide-and-conquer attacks. A Boolean function to be used in stream ciphers should satisfy several properties. Balancedness — the Boolean function has to output zeros and ones with equal probabilities. High nonlinearity — the Boolean function has to be at sufficiently high distance from any affine function. Correlation-immunity (of order \(t\)) — the output of the function should be statistically independent of the combination of any \(t\) of its inputs. A balanced correlation-immune function is called resilient. Other important factors are high algebraic degree and simple implementation in hardware. It is known that there are certain trade-offs involved among these parameters. In order to achieve the desired trade-offs designers typically fix one or two parameters and try to optimize the others.

Recently, also algebraic attacks [3,4] have been applied successfully to stream ciphers. The central idea in the algebraic attacks is to use a lower degree approximation of the combining Boolean function and then to solve an over-defined system of nonlinear multivariate equations of low degree by efficient methods such
as XL or simple linearization [6]. In order to resist these attacks, the Boolean function should also have a high distance to lower order degree functions.

Kurosawa et al. [8] have introduced a new covering radius, which measures the maximum distance between $t$-resilient functions and $r$-th degree functions or the $r$-th order Reed-Muller code $RM(r, n)$. That is $\hat{\rho}(t, r, n) = \max d(f(\pi), RM(r, n))$, where the maximum is taken over the set $\mathcal{R}_{t,n}$ of $t$-resilient Boolean functions of $n$ variables. They also provide a table with certain lower and upper bounds for $\hat{\rho}(t, r, n)$.

In this paper we prove exact values of the covering radius $\hat{\rho}(t, 2, 6)$, for $t = 0, 1, 2$ and $\hat{\rho}(3, 2, 7)$. We also generalize our method and find a new lower bound for the covering radius of the Reed-Muller code $RM(2, n)$ in the set $\mathcal{R}_{n-4,n}$.

The rest of the paper is organized as follows. In Sect. 2 we give some definitions and known results that will be used later in our investigations. Our main results are described in Sect. 3 and 4. In Sect. 3 we prove that the covering radius of the binary Reed-Muller code $RM(2, 6)$ in the sets $\mathcal{R}_{t,6}$, $t = 0, 1, 2$ is 16 and in Sect. 4 we present a proof that the covering radius of the binary Reed-Muller code $RM(2, 7)$ in the set $\mathcal{R}_{3,7}$ is 32. In this section we also derive a new lower bound for the covering radius of the Reed-Muller code $RM(2, n)$ in the set $\mathcal{R}_{n-4,n}$. Finally, the lower bounds of [8] in the sets $\mathcal{R}_{t,7}$, $t = 0, 1, 2$ are improved.

Conclusions and open problems are presented in Sect. 5.

2 Background and Related Work

Let $f(\pi)$ be a Boolean function on $\mathbb{F}_2^n$. Any Boolean function can be uniquely expressed in the algebraic normal form (ANF):

$$f(\pi) = \sum_{(a_1, \ldots, a_n) \in \mathbb{F}_2^n} h(a_1, \ldots, a_n) x_1^{a_1} \cdots x_n^{a_n},$$

with $h$ a function on $\mathbb{F}_2^n$, defined by $h(\pi) = \sum_{\pi \in \mathbb{F}_2^n} f(\pi)$ for any $\pi \in \mathbb{F}_2^n$, where $\pi \leq \pi'$ means that $x_i \leq a_i$ for all $i \in \{1, \ldots, n\}$. The algebraic degree of $f$, denoted by $\text{deg}(f)$, is defined as the number of variables in the highest term $x_1^{a_1} \cdots x_n^{a_n}$ in the ANF of $f$, for which $h(a_1, \ldots, a_n) \neq 0$. If the highest term of $f$ that contains $x_i$ has degree at most one, $x_i$ is called a linear variable. If $\text{deg}(f) \leq 1$ then $f$ is called an affine function. The minimum Hamming distance between $f$ and the set of all affine functions is called the nonlinearity of $f$ and is denoted by $N_f$.

Let $\pi = (x_1, x_2, \ldots, x_n)$, $\omega = (\omega_1, \omega_2 \cdots \omega_n)$ be vectors in $\mathbb{F}_2^n = GF(2)^n$, and $\pi \cdot \omega = x_1 \omega_1 + x_2 \omega_2 + \cdots + x_n \omega_n$ be their dot product. The Walsh transform of $f(\pi)$ is a real-valued function over $\mathbb{F}_2^n$ that is defined as

$$W_f(\omega) = \sum_{\pi \in \mathbb{F}_2^n} (-1)^{f(\pi) + \pi \cdot \omega}.$$
A very important equation related to the values in the Walsh spectrum of a Boolean function $f(x)$ is the Parseval equation:

$$\sum_{\omega \in \mathbb{F}_2^n} |W_f(\omega)|^2 = 2^n.$$ 

A Boolean function $f(x)$ on $\mathbb{F}_2^n$ is said to be a plateaued function [2,18] if its Walsh transform $W_f$ takes only three values 0 and $\pm \lambda$, where $\lambda$ is a positive integer, called amplitude of the plateaued function. Because of the Parseval’s relation, $\lambda$ cannot be zero and must be a power $2^r$, where $\frac{n}{2} \leq r \leq n$.

Correlation-immune Boolean functions can be defined in various ways, but for our purposes it is convenient to use as a definition the following spectral characterization given by Xiao and Massey [17].

**Definition 1.** A function $f(x)$ is $t$-th order correlation-immune if and only if its Walsh transform $W_f$ satisfies $W_f(\omega) = 0$, for $1 \leq wt(\omega) \leq t$, where $wt$ denotes the Hamming weight of the vector $x$, i.e., the number of nonzero components of the vector $x$. Balanced $t$-th order correlation-immune functions are called $t$-resilient functions, i.e. $W_f(\omega) = 0$, for $0 \leq wt(\omega) \leq t$.

Siegenthaler’s Inequality [14] states that if the function $f$ is a correlation-immune function of order $t$ then $\deg(f) \leq n - t$. Moreover, if $f$ is $t$-resilient then $\deg(f) \leq n - t - 1$, $t < n - 1$.

If a variable $x_i$ is linear for a function $f$ we can present $f$ in the form

$$f(x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_n) = g(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n) + x_i.$$ 

**Lemma 1.** [16] Let $x_{n+1}$ be a linear variable, i.e., $f(x_1, \ldots, x_n, x_{n+1}) = g(x_1, \ldots, x_n) + cx_{n+1}$, where $c \in \{0, 1\}$ and $g(x_1, \ldots, x_n)$ is $t$-resilient. Then $f(x_1, \ldots, x_n, x_{n+1})$ is $t + 1$-resilient and $N_f = 2N_g$.

In 2000 Sarkar and Maitra [12], Tarannikov [16], and Zhang and Zheng [19] have proved independently that when $t > \frac{n-1}{2}$, the nonlinearity $N_f$ of a $t$-resilient function satisfies the condition $N_f \leq 2^{n-1} - 2^{t+1}$.

Let $f$ be a Boolean function on $\mathbb{F}_2^n$ and $\overline{\omega}$ be a vector in $\mathbb{F}_2^n$, such that $wt(\overline{\omega}) = r$. By $f^{\overline{\omega}}$ we denote the Boolean function on $\mathbb{F}_2^{n-r}$, defined as follows. Let $i_1, \ldots, i_r$ be such that $\omega_{i_1} = \cdots = \omega_{i_r} = 1$ and $\omega_j = 0$ for $j \notin \{i_1, \ldots, i_r\}$. Then $f^{\overline{\omega}}$ is formed from $f$ by setting the variable $x_j$ to 0 if and only if $j \in \{i_1, \ldots, i_r\}$.

**Theorem 1.** [17] Let $f(x_1, \ldots, x_n)$ be a Boolean function and $\overline{\omega} \in \mathbb{F}_2^n$. Then

$$\sum_{\overline{\theta} \leq \overline{\omega}} W_{f^{\overline{\theta}}}(\overline{\theta}) = 2^n - 2^{wt(\overline{\omega}+1)}wt(f^{\overline{\omega}}).$$
It is well known that the codewords of the $r$-th order Reed-Muller code of length $2^n$ (denoted by $RM(r, n)$) may be presented by the set of Boolean functions of degree $\leq r$ in $n$ variables. The covering radius of $RM(r, n)$ is defined as

$$\rho(r, n) = \max d(f(\pi), RM(r, n)),$$

where the maximum is taken over all Boolean functions $f(\pi)$, and $d(\ldots)$ denotes the Hamming distance between two vectors, i.e., the number of position in which they differ.

A new covering radius of $RM(r, n)$ from a cryptographic point of view was introduced in [8]. It is defined as the maximum distance between $t$-resilient functions $R_{t,n}$ and the $r$-th order Reed-Muller code $RM(r, n)$. That is,

$$\hat{\rho}(t, r, n) = \max_{f(\pi) \in R_{t,n}} d(f(\pi), RM(r, n)).$$

It is clear that $0 \leq \hat{\rho}(t, r, n) \leq \rho(r, n)$. Siegentaler’s inequality gives that $\hat{\rho}(t, r, n) \neq 0$, when $n > t + r + 1$. Note that $N_f = d(f, RM(1, n))$. In fact, in this terminology an upper bound on $\hat{\rho}(t, 1, n)$ has been derived in [12,16,19].

For the new covering radius $\hat{\rho}(t, r, n)$ the authors in [8] derived some lower and upper bounds which are presented in Table 1. The entry $a - b$ means that $a \leq \hat{\rho}(t, r, n) \leq b$

**Table 1.** Numerical data of the bounds on $\hat{\rho}(t, r, n)$

<table>
<thead>
<tr>
<th></th>
<th>n 1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = 0$</td>
<td>$r = 1$</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>12</td>
<td>26</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>$r = 2$</td>
<td>0</td>
<td>2</td>
<td>6</td>
<td>12-18</td>
<td>36-44</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r = 3$</td>
<td>0</td>
<td>2</td>
<td>6-8</td>
<td>18-22</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r = 4$</td>
<td>0</td>
<td>2</td>
<td>6-8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r = 5$</td>
<td>0</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r = 6$</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>n 1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = 1$</td>
<td>$r = 1$</td>
<td>0</td>
<td>4</td>
<td>12</td>
<td>24</td>
<td>56</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r = 2$</td>
<td>0</td>
<td>6</td>
<td>12-18</td>
<td>28-44</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r = 3$</td>
<td>0</td>
<td>4-8</td>
<td>8-22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r = 4$</td>
<td>0</td>
<td>4-8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r = 5$</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>n 1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = 2$</td>
<td>$r = 1$</td>
<td>0</td>
<td>8</td>
<td>24</td>
<td>48-56</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r = 2$</td>
<td>0</td>
<td>12-16</td>
<td>24-44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r = 3$</td>
<td>0</td>
<td>8-22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r = 4$</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3 The Covering Radius of $RM(2, 6)$ in the Set $R_{t, 6}$ for $t = 0, 1, 2$

We begin with the following lemma.

**Lemma 2.** If a Boolean function $f(\vec{x})$ on $F_2^5$ is at distance 18 from $RM(2, 6)$, then its degree is 3.

**Proof.** Suppose $f$ is a Boolean function on $F_2^5$ which is at distance 18 from $RM(2, 6)$. Let $\vec{F} = (\vec{a}, \vec{b})$ be the truth table of $f(\vec{x})$, where $\vec{a}$ and $\vec{b}$ are two binary vectors of length 32. This means that we can represent $f(\vec{x})$ as follows:

$$f(\vec{x}) = a(\vec{x})(x_6 + 1) + b(\vec{x})x_6,$$

(1)

First we will prove that:

(i) $\vec{a}$ belongs to a coset of $RM(2, 5)$ of minimal weight 6.

(ii) There exists a $\vec{u} \in RM(2, 5)$, such that $\vec{b} + \vec{u}$ belongs to a coset of $RM(1, 5)$ of minimal weight 12.

Consider the coset $C_{\vec{a}}$ of $RM(2, 5)$, which contains the vector $\vec{a}$. Suppose that the minimal weight of $C_{\vec{a}}$ is less than 6 and let $\vec{v} \in RM(2, 5)$, such that $d(\vec{a}, \vec{v}) = \min_{w \in RM(2, 5)} d(\vec{a}, \vec{w}) < 6$. Let us also consider the coset $C_{\vec{a} + \vec{w}}$ of $RM(1, 5)$, which contains the vector $\vec{b} + \vec{u}$. Since the covering radius of $RM(1, 5)$ is 12 (see [11]), there exists a vector $\vec{v} \in RM(1, 5)$, such that $d(\vec{b} + \vec{u}, \vec{v}) \leq 12$. Since $d(\vec{a}, \vec{v}) = d(\vec{a}, \vec{w}) + d(\vec{b} + \vec{u}, \vec{v})$, the vector $(\vec{a}, \vec{v} + \vec{v}) \in RM(2, 6)$ (see [10]) is at distance less than 18 from $\vec{F} = (\vec{a}, \vec{b})$.

But this contradicts our assumption that $\vec{F}$ is at distance 18 from $RM(2, 6)$. Hence $C_{\vec{a}}$ is with maximal possible minimal weight 6 (see [11]), i.e., $\min_{w \in RM(2, 5)} d(\vec{a}, \vec{w}) = d(\vec{a}, \vec{v}) = 6$. Similarly, we can prove that $C_{\vec{a} + \vec{u}}$ has minimal weight 12. Note that (ii) holds for $\vec{a}$ as well, since $(\vec{b}, \vec{a})$ is at distance 18 from $RM(2, 6)$.

Table II from [11] shows that by an appropriate affine transformation of the variables, any Boolean function of 5 variables can be reduced to one of the functions with 8 possible parts consisting of terms of degree greater than 2. It is easy to see that only in the following two cases the minimal weight of the corresponding coset of $RM(2, 5)$ is 6:

1. $x_2x_3x_4x_5 + x_1x_2x_3 + x_1x_4x_5$;

2. $x_1x_2x_3 + x_1x_4x_5$.

Consulting Table I from [11], we can conclude that the first case is not possible for cosets of $RM(1, 5)$ with minimal weight 12. Therefore in the representation (1) of $f$ both $a(\vec{x})$ and $b(\vec{x})$ have degree 3.

Similar representation (with subfunctions having degree 3) holds for any other variable $x_j, j = 1, \ldots, 5$. Therefore all functions $f(\vec{x}, x_j = \text{const}), j = 1, \ldots, 6$ are of degree 3 and hence $f$ is of degree equal to 3.  \[\square\]
Remark 1. J. Schatz proves in [13] that the covering radius of $RM(2, 6)$ is 18 by constructing a coset which has a minimal weight 18. This coset can be written as $f + RM(2, 6)$, where $f(\pi) = (x_1 x_2 x_3 + x_1 x_4 x_5 + x_2 x_3 + x_2 x_4 + x_3 x_5) x_6 + (x_1 x_2 x_3 + x_1 x_4 x_5) (x_6 + 1)$.

Lemma 3. The Boolean function $g_1(\pi) = x_1 x_2 x_3 + x_2 x_4 x_5 + x_3 x_4 x_6 + x_4 x_5 + x_1 x_3 + x_2 x_5 + x_2 + x_3 + x_4 + x_5 + x_6$ is 2-resilient and it is at distance 16 from $RM(2, 6)$.

Proof. By computing the Walsh transform and checking the spectrum, we see that $g_1(\pi)$ is 2-resilient. The cubic part of $g_1(\pi)$ coincides with the Boolean function $f_5(\pi) = x_1 x_2 x_3 + x_2 x_4 x_5 + x_3 x_4 x_6$ from [7], where Hou shows that the coset $f_5 + RM(2, 6)$ has minimal weight 16. Therefore the function $g_1(\pi)$ is at distance 16 from $RM(2, 6)$. □

From $g_1(\pi)$, by using the translation $\pi \rightarrow \pi + \alpha$, $\alpha \in F_6^2$ and complementing the values, we can obtain 128 functions, which possess the same properties as $g_1(\pi)$. The function $g_1(\pi)$ from Lemma 3 achieves maximal possible nonlinearity 24 among the 1-resilient functions of 6 variables, i.e., it is at distance 24 from $RM(1, 6)$. This holds since the $g_1(\pi)$ is a plateaued function with amplitude 16.

Theorem 2. The covering radius of $RM(2, 6)$ in the sets $R_{t, 6}$, $t = 0, 1, 2$ is 16, i.e.,

$$\hat{\rho}(t, 2, 6) = 16, \quad t = 0, 1, 2.$$ 

Proof. According to Lemma 2 any Boolean function at distance 18 from $RM(2, 6)$ has degree 3. By using the results in [7, p.113] we see that the unique orbit of the general linear group $GL(6, 2)$ in $RM(3, 6) / RM(2, 6)$, which has as a representative a coset of minimal weight 18, does not contain balanced functions. Therefore there exist no resilient functions at distance 18 from $RM(2, 6)$. On the other hand by Lemma 5 there exists a 2-resilient function at distance 16 from that code. To complete the proof we only need the obvious inclusion $R_{t, n} \subset R_{t-1, n}$. □

4 The Covering Radius of $RM(2, 7)$ in the Set $R_{t, 7}$ for $t = 0, 1, 2, 3$

First, we shall prove that the covering radius of $RM(2, 7)$ in the set $R_{5, 7}$ is 32. Recall that due to the Siegenthaler’s upper bound the degree of any 3-resilient function on $F_7^2$ must be at most 3. From now on, when we say that a Boolean function $f$ is linearly equivalent to $\tilde{f}$, we actually mean that $f$ can be reduced by an invertible linear transformation of the variables to the Boolean function $\tilde{f}$.

The following lemma summarizes the results from Theorem 8.1 and Theorem 8.3 from [7].
Lemma 4. Any Boolean function on $F_2^7$ of degree 3 is linearly equivalent to a function with cubic part among:

\[ \begin{align*}
  f_2 &= x_1 x_2 x_3; \\
  f_3 &= x_1 x_2 x_3 + x_2 x_4 x_5; \\
  f_4 &= x_1 x_2 x_3 + x_4 x_5 x_6; \\
  f_5 &= x_1 x_2 x_3 + x_2 x_4 x_5 + x_3 x_4 x_6; \\
  f_6 &= x_1 x_2 x_3 + x_1 x_4 x_5 + x_2 x_4 x_6 + x_3 x_5 x_6 + x_4 x_5 x_6; \\
  f_7 &= x_1 x_2 x_7 + x_3 x_4 x_7 + x_5 x_6 x_7; \\
  f_8 &= x_1 x_2 x_3 + x_4 x_5 x_6 + x_1 x_4 x_7; \\
  f_9 &= x_1 x_2 x_3 + x_2 x_4 x_5 + x_3 x_4 x_6 + x_1 x_4 x_7; \\
  f_{10} &= x_1 x_2 x_3 + x_4 x_5 x_6 + x_1 x_4 x_7 + x_2 x_5 x_7; \\
  f_{11} &= x_1 x_2 x_3 + x_1 x_4 x_5 + x_2 x_4 x_6 + x_3 x_5 x_6 + x_4 x_5 x_6 + x_1 x_6 x_7; \\
  f_{12} &= x_1 x_2 x_3 + x_1 x_4 x_5 + x_2 x_4 x_6 + x_3 x_5 x_6 + x_4 x_5 x_6 + x_1 x_6 x_7 + x_2 x_4 x_7.
\end{align*} \]

Let $\mu_j$ be the minimal weight of the coset $\mathcal{F}_j + RM(2,7)$, $2 \leq j \leq 12$. Then $\mu_2 = 16, \mu_3 = 24, \mu_4 = 28, \mu_5 = 32, \mu_6 = 36, \mu_7 = 28, \mu_8 = 32, \mu_9 = 36, \mu_{10} = 36, \mu_{11} = 40$ and $\mu_{12} = 36$.

Lemma 5. Let $f$ be a Boolean function on $F_2^7$ of degree 3, linearly equivalent to a function with cubic part among $f_2$, $f_3$, $f_5$, $f_{11}$ or $f_{12}$. Then $f$ cannot be 2-resilient.

Proof. Suppose that $f$ is 2-resilient and let $\overline{f}$ be the image of $f$ under an invertible linear transformation, such that the cubic part of $\overline{f}$ belongs to one of the classes of $\{f_2, f_3, f_5, f_{11}, f_{12}, f_{10}\}$. By [20] Lemma 2] and [12] the Walsh transform values of $\overline{f}$ are divisible by 16. Now applying Theorem [1] we get

\[ W(\overline{f}(0,0,\ldots,1)) + W(\overline{f}(0,0,\ldots,0)) = 128 - 4 \cdot \text{wt}(\overline{f}(0,0,\ldots,1)). \]

Thus, 4 is a divisor of $\text{wt}(\overline{f}(0,0,\ldots,1))$. If $\overline{f} \in \{f_2, f_3, f_{10}\}$ the function $\overline{f}(0,0,\ldots,1)$ belongs to the coset $\mathcal{F}_4 + RM(2,6)$, if $\overline{f} \in \{f_5, f_{11}, f_{12}\}$ then $\overline{f}(0,0,\ldots,1)$ belongs to the coset $\mathcal{F}_4 + RM(2,6)$ (recall that the subfunction $\overline{f}(0,0,\ldots,1)$ is obtained by setting $x_7 = 0$). But from [4] p. 113 we see that there is no weight divisible by 4 in these cosets, which leads to a contradiction.

Lemma 6. Let $f$ be a Boolean function on $F_2^7$ of degree 3 linearly equivalent to a function with cubic part equal to $f_0 = x_1 x_2 x_3 + x_2 x_4 x_5 + x_3 x_4 x_6 + x_1 x_4 x_7$. Then $f$ cannot be 3-resilient.

Proof. We first prove by contradiction that a function $\overline{f}$ of the form $\overline{f} = f_0 + g(\overline{x})$, where $g(\overline{x}) \in RM(2,7)$, cannot be 3-resilient. Suppose the function $\overline{f}$ is 3-resilient. Notice that the weight of $\overline{f}(w)$ is even, for each $w$ with Hamming
weight at most 3. By our assumption and Theorem 1, $W_f(\overline{v}) = 0$ for all $\overline{v}$ with Hamming weight at most 3. Consider the following vectors $\overline{w}_i$, for $i = 1, \ldots, 4$ with Hamming weight 4:

\begin{align*}
(0001111), (1010011), (1100101), (0110110) .
\end{align*}

These vectors are the only ones of Hamming weight 4 such that the corresponding function $\tilde{f}_{\overline{w}}$ from Theorem 1 has maximum degree and thus has odd Hamming weight. Applying Theorem 1 and Definition 1, those vectors have Walsh transform values which are in absolute value equal to $32^k$ with $k$ an odd integer.

The vectors $\tilde{\overline{v}}$ for which the set \{ $\theta : \theta < \tilde{\overline{v}}, \text{wt}(\tilde{\overline{v}}) > 4$ and $|W_{\tilde{f}}(\theta)| = 32k$, with $k$ odd \} has odd cardinality, will also have absolute value of the Walsh transform equal to $32^k$ with $k$ odd, based on the same arguments.

So, we also get the following vectors: 12 vectors of Hamming weight 5, formed by extending each of the previous vectors of Hamming weight 4:

\begin{align*}
(0011111), (0101111), (1001111),
(1100111), (1010111), (1010111),
(1110101), (1101101), (1100111),
(1110110), (0111110), (0110111),
\end{align*}

and four vectors of Hamming weight 6:

\begin{align*}
(1110111), (1111011), (1111101), (1111110) .
\end{align*}

In total we have 20 vectors which have nonzero Walsh transform values divisible by 32. The Parseval equation $\sum_{\overline{v}} W_f^2(\overline{v}) = 2^{14}$, leads to a contradiction.

However, because resiliency is not a linear invariant property, this proof does not imply that any other function which is linearly equivalent to a function from the class of $f_9$, cannot be 3-resilient. If there exists a 3-resilient function which is linearly equivalent to a function from the coset of $f_9$, it should be a plateaued function with amplitude 32. This is explained by the fact that for a 3-resilient function the Walsh transform values should be divisible by 32 and the maximum of their absolute values cannot be greater or equal to 64 (otherwise the nonlinearity would be less or equal to 32, which contradicts the minimal weight of the class $f_9$). As the frequency distribution of the Walsh transform values is a linear invariant property, it suffices to show that there are no plateaued functions with amplitude 32 in the set \{ $f_9 + g(\overline{v}) : g(\overline{v}) \in RM(2, 7)$ \}. By computer search over $RM(2, 7)/RM(1, 7)$ (with complexity $c2^{21}$ for a small constant $c$, which is comparable with the weight distribution problem for the cosets of $RM(2, 6)$), we have not found any plateaued function with amplitude 32.

Lemma 7. The Boolean function $g_2(\overline{v}) = x_1x_2x_3 + x_2x_4x_5 + x_3x_4x_6 + x_1x_2 + x_1x_3 + x_2x_5 + x_2 + x_3 + x_4 + x_5 + x_6 + x_7$ is 3-resilient and it is at distance 32 from $RM(2, 7)$. □
Proof. Since \( g_2(x_1, \ldots, x_7) = g_1(x_1, \ldots, x_6) + x_7 \) and \( g_1 \) achieves the covering radius of \( RM(2,6) \) in \( R_{2,6} \) by Lemma 3, \( g_2(x) \) is 3-resilient and it is at distance 32 from \( RM(2,7) \).

The function \( g_2(x) \) is plateaued with amplitude 32. Therefore the distance between \( g_2 \) and \( RM(1,7) \) is the maximal possible, namely 48.

Theorem 3. The covering radius of \( RM(2,7) \) in the set \( R_{3,7} \) is 32.

Proof. Lemma 5 and Lemma 6 imply that if a Boolean function is at distance greater than 32 from \( RM(2,7) \), it cannot be 3-resilient. On the other hand, by Lemma 7 there exists a 3-resilient function at distance 32 from \( RM(2,7) \), which completes the proof.

Theorem 4. The covering radius of the Reed-Muller code \( RM(2,n) \) in the set \( R_{n-4,n} \) is bounded from below by \( 2^{n-2} \), when \( n \geq 6 \), i.e.

\[ 2^{n-2} \leq \hat{\rho}(n-4,2,n) \]

Proof. The proof is by induction on \( n \). Lemma 3 is in fact the basis of the induction and then we proceed in a similar way as in Lemma 7.

In the following propositions we improve the lower bounds for the covering radius in the sets \( R_{t,7} \) for \( t = 0,1 \).

Proposition 1. The Boolean function \( g_3(x) = x_1x_2x_3 + x_1x_4x_5 + x_2x_4x_6 + x_3x_5x_6 + x_4x_5x_6 + x_1x_6x_7 + x_1 + x_2 \) is 0-resilient (balanced) and it is at distance 40 from \( RM(2,7) \).

Proposition 2. The Boolean function \( g_4(x) = x_1x_2x_3 + x_1x_4x_7 + x_2x_4x_5 + x_3x_4x_6 + x_1x_7 + x_5 + x_6 + x_7 \) is 1-resilient and it is at distance 36 from \( RM(2,7) \).

In Table 2 below we present the numerical values of \( \hat{\rho}(t,2,n) \) that are obtained from Theorem 2, Theorem 3, Proposition 1 and Proposition 2 (marked by (a), (b), (c) and (d) respectively).

Table 2. Numerical results for \( \hat{\rho}(t,2,n) \) from Theorem 2, Theorem 3, Proposition 1 and Proposition 2 (marked by (a), (b), (c) and (d) respectively). The entry \( a - b \) means that \( a \leq \hat{\rho}(t,r,n) \leq b \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t = 0 )</td>
<td>( r = 2 )</td>
<td>0</td>
<td>2</td>
<td>6</td>
<td>16(a)</td>
<td>40(c)</td>
<td>-44</td>
</tr>
<tr>
<td>( t = 1 )</td>
<td>( r = 2 )</td>
<td>0</td>
<td>6</td>
<td>16(a)</td>
<td>36(d)</td>
<td>-44</td>
<td></td>
</tr>
<tr>
<td>( t = 2 )</td>
<td>( r = 2 )</td>
<td>0</td>
<td>16(a)</td>
<td>32(b)</td>
<td>-44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( t = 3 )</td>
<td>( r = 2 )</td>
<td>0</td>
<td>32(b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5 Conclusions and Open Problems

In this paper we study the covering radius in the set of resilient functions, which has been defined by Kurosawa et al. in [8]. This new concept is meaningful to cryptography especially in the context of the new class of algebraic attacks on stream ciphers proposed by Courtois and Meier at Eurocrypt 2003 [4] and Courtois at Crypto 2003 [5]. In order to resist such attacks the combining Boolean function should be at high distance from lower order functions.

Using results from coding theory, we establish exact values of the covering radius in dimension 6 and improve the bounds in dimension 7 for the covering radius in the set of $t$-resilient functions with $t \leq 3$ of the second order Reed-Muller code. We also generalize our methods to find a new lower bound for the covering radius in the set of $(n - 4)$-resilient functions of the second order Reed-Muller code. An open problem that still remains, is the improvement of the rest of the lower bounds from Table 1. It would also be interesting to generalize our results for higher dimensions.
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Abstract. In this paper we present a construction method of degree optimized resilient Boolean functions with very high nonlinearity. We present a general construction method valid for any \(n \geq 4\) and for order of resiliency \(t\) satisfying \(t \leq n - 3\). The construction is based on the modification of the famous Mayoana-McFarland class in a controlled manner such that the resulting functions will contain some extra terms of high algebraic degree in its ANF including one term of highest algebraic degree. Hence, the linear complexity is increased, the functions obtained reach the Siegentheler’s bound and furthermore the nonlinearity of such a function in many cases is superior to all previously known construction methods. This construction method is then generalized to the case of vectorial resilient functions, that is \(\{F\} : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^m\), providing functions of very high algebraic degree almost reaching the Siegenthaler’s upper bound.
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1 Introduction

Resilient Boolean functions have important applications in a nonlinear combiner model of stream cipher. Construction of resilient Boolean functions, with as high nonlinearity as possible, has been an important research question from mid eighties.

More generally, the main cryptographic criteria of Boolean functions used in either nonlinear filtering generator or in nonlinear combining scenario have more or less been identified. A function used in such an application should posses a high algebraic degree (actually the best option is a function reaching the Siegenthaler’s bound) to increase the linear complexity of the keystream sequence. In addition, very recently algebraic attacks based on the low degree approximation/decomposition of Boolean functions has been introduced \cite{9,10}. In order to circumvent correlation attacks the function should have a modest order of resiliency and a high nonlinearity.

Not all of these criteria can be satisfied simultaneously and concerning the resiliency order, denoted by \(t\), Siegenthaler \cite{23} proved that \(t \leq n - d - 1\) for...
balanced functions, where $d$ denotes the algebraic degree. Such a function, reaching this bound, is called degree optimized. Recently (since 2000), a lot of new results have been published in a very short time which include nontrivial nonlinearity (upper) bounds \cite{21,24,27,2} and construction of resilient functions attaining either those bounds or reaching very close. In such a scenario, getting resilient functions with a nonlinearity, that has not been demonstrated earlier, is becoming harder.

Considering a Boolean function on $n$ variables with order of resiliency ($t > \frac{n}{2} - 2$) and attaining maximum possible nonlinearity, generalized construction methods have been proposed in \cite{24,18}. Construction of highly nonlinear functions with lower order of resiliency has been discussed in \cite{20,16}. But unfortunately none of these methods is general in the sense that they would be able to generate a function for any input size $n$ and any order of resiliency $t$. This is only true for the Maiorana-McFarland class, where on the other hand the major drawback of this technique is that generally it does not yield degree optimized functions.

Furthermore, the nonlinearity value for the functions in this class reaches its maximum value for a high resiliency order, whereas in case of low or modest resiliency the nonlinearity is very high but in most of the cases not reaching the upper bound on nonlinearity. However, it is not clear whether there exist classes of functions reaching this bound, especially for large ambient spaces.

In this paper, we derive a new class of degree optimized functions by modifying the Maiorana-McFarland class of resilient functions with respect to the function’s algebraic degree. Actually, we prove that this new class always exists exactly in those cases when the standard Maiorana-McFarland technique cannot generate degree optimized functions whatever is the choice of its affine subfunctions. The procedure of obtaining a degree optimized function, starting with a function of relatively low degree from the Maiorana-McFarland class, may be viewed as a simple adding of the terms of high algebraic order in a certain manner. The functions obtained in such a way will in many cases exhibit the best known cryptographic criteria, more precisely for a given input space $n$, order of resiliency $t$ our functions attain in many cases the highest nonlinearity value for degree optimized functions, that is for $d = n - t - 1$.

The technique proposed for Boolean function is then extended to the case of vectorial Boolean functions, i.e. mappings from $\mathbb{F}_2^n$ to $\mathbb{F}_2^m$. In this scenario the success of our method will partly depend on the existence of suitable linear codes. When using the simplex code our method is proved to generate the functions of very high algebraic degree. Unfortunately, this feature is traded-off against a smaller resiliency order and a small decrease in nonlinearity (that can be neglected) when compared to the Maiorana-McFarland construction extended to vectorial functions.

The rest of the paper is organized as follows. Section 2 introduces basic definitions and cryptographic criteria relevant for Boolean mappings. Here, we also review the most important construction techniques and briefly discuss their cryptographic properties. In Section 3 a deeper background on the Maiorana-
McFarland class is presented. Then we propose a modification of this class, which results in a new class of degree optimized resilient functions of very high nonlinearity. In certain cases, as illustrated by two examples, the functions designed by means of our method exhibit the best known trade-off between design parameters which has not been demonstrated before.

In Section 4 we extend our method presented in Section 3 to construct non-linear vectorial resilient functions of very high algebraic degree. The algebraic degree of these functions is very close to the Siegenthaler’s bound implying that such functions are much more resistant to attacks which exploit a low linear complexity of the keystream sequence. Finally, some concluding remarks are given in Section 5.

2 Preliminaries

A Boolean function on \( n \) variables may be viewed as a mapping from \( \{0, 1\}^n \) into \( \{0, 1\} \). A Boolean function \( f(x_1, \ldots, x_n) \) is also interpreted as the output column of its truth table \( f \), i.e., a binary string of length \( 2^n \),

\[
    f = [f(0,0, \cdots, 0), f(1,0, \cdots, 0), f(0,1, \cdots, 0), \ldots, f(1,1, \cdots, 1)].
\]

The Hamming distance between \( S_1, S_2 \) is denoted by \( d(S_1, S_2) \), i.e.,

\[
    d(S_1, S_2) = \#(S_1 \neq S_2).
\]

Also the Hamming weight or simply the weight of a binary string \( S \) is the number of ones in \( S \). This is denoted by \( wt(S) \). An \( n \)-variable function \( f \) is said to be balanced if its output column in the truth table contains equal number of 0’s and 1’s (i.e., \( wt(f) = 2^{n-1} \)).

Addition operator over \( GF(2) \) is denoted by \( \oplus \), and if no confusion is to arise we use the usual addition operator \(+\). Sometimes, abusing the notation, \("+"\) is also used for a bitwise vector addition and in such cases we emphasize such an ambiguity. The Galois field of order \( 2^n \) will be denoted by \( \mathbb{F}_{2^n} \) and the corresponding vector space by \( \mathbb{F}_{2^n}^n \). An \( n \)-variable Boolean function \( f(x_1, \ldots, x_n) \) can be considered to be a multivariate polynomial over \( \mathbb{F}_2 \). This polynomial can be expressed as a sum of products representation of all distinct \( k \)-th order products (\( 0 \leq k \leq n \)) of the variables. More precisely, \( f(x_1, \ldots, x_n) \) can be written as

\[
    f(x_1, \ldots, x_n) = \sum_{u \in \mathbb{F}_2^n} \lambda_u \left( \prod_{i=1}^{n} x_i^{u_i} \right), \quad \lambda_u \in \mathbb{F}_2, \quad u = (u_1, \ldots, u_n). \tag{1}
\]

This representation of \( f \) is called the algebraic normal form (ANF) of \( f \). The algebraic degree of \( f \), denoted by \( \text{deg}(f) \) or sometimes simply \( d \), is the maximal value of the Hamming weight of \( u \) such that \( \lambda_u \neq 0 \). There is a one-to-one correspondence between the truth table and the ANF via so called inversion formulae.
The set of all Boolean functions in \( n \) variables is denoted by \( B_n \). For any \( 0 \leq b \leq n \) an \( n \)-variable function is called non-degenerate on \( b \) variables if its ANF contains exactly \( b \) distinct input variables. Functions of degree at most one are called affine functions. An affine function with constant term equal to zero is called a linear function. The set of all \( n \)-variable affine (respectively linear) functions is denoted by \( A_n \) (respectively \( L_n \)). The nonlinearity of an \( n \)-variable function \( f \) is

\[
N_f = \min_{g \in A_n} (d(f, g)).
\]

(2)

That is, the nonlinearity is the distance from the set of all \( n \)-variable affine functions.

For \( x, \omega \in \mathbb{F}_2^n \), the dot or inner product is defined as \( x \cdot \omega = x_1 \omega_1 + \ldots + x_n \omega_n \).

Let \( f(x) \) be a Boolean function on \( n \) variables. Then the Walsh transform of \( f(x) \) is a real valued function over \( \mathbb{F}_2^n \) which is defined as

\[
W_f(\omega) = \sum_{x \in \mathbb{F}_2^n} (-1)^{f(x) \oplus x \cdot \omega}.
\]

(3)

In terms of Walsh spectra, the nonlinearity of \( f \) is given by

\[
N_f = 2^n - 1 - \frac{1}{2} \max_{\omega \in \mathbb{F}_2^n} |W_f(\omega)|.
\]

(4)

In [25], an important characterization of resilient functions has been provided. A function \( f(x_1, \ldots, x_n) \) is \( t \)-resilient iff its Walsh transform satisfies

\[
W_f(\omega) = 0, \text{ for } 0 \leq wt(\omega) \leq t.
\]

As the notation used in [20,21], by an \((n, t, d, \sigma)\) function we denote an \( n \)-variable, \( t \)-resilient function with degree \( d \) and nonlinearity \( \sigma \).

Besides the Maiorana-McFarland class, which is thoroughly treated in the next section, the design of highly nonlinear resilient functions is limited to a few iterative techniques proposed recently. Recursive by its nature, they generate an infinite sequence of degree optimized functions \[24,13\], where in each iterative step the input variable space is increased by 3 whereas the resiliency order increases by 2. These methods have proved to be very efficient for a large order of resiliency \( t > n/2 - 2 \) (the parameters of resulting sequence depends also on the properties of input function) but still for a low order of resiliency and for arbitrary \( n \) it seems that the only efficient construction technique is the Maiorana-McFarland method.

In certain cases, highly nonlinear functions may be obtained using the theory of finite fields (namely through trace mappings), but this method is not general especially when dealing with resilient functions.
3 A Maiorana-McFarland Class Revisited

We first give a brief background on the functions in Maiorana-McFarland class.

**Definition 1.** For any positive integers $s, k$ such that $n = s + k$ a Maiorana-McFarland function is a Boolean function on $\mathbb{F}_n^2$ defined by,

$$f(y, x) = \phi(y) \cdot x + h(y), \quad x \in \mathbb{F}_k^2, y \in \mathbb{F}_s^2. \quad (5)$$

Here, $h$ is any Boolean function on $\mathbb{F}_s^2$ and $\phi$ is any mapping from $\mathbb{F}_s^2$ to $\mathbb{F}_k^2$.

Notice that in the definition of Maiorana-McFarland class $\phi$ is an arbitrary function from $\mathbb{F}_s^2$ to $\mathbb{F}_k^2$. By imposing the restriction that $\phi$ is injective we must have $k \geq s$. A special case of this method is a construction of bent functions. Taking $n = 2k$, i.e., $s = k$ and any bijective mapping $\phi$ ($\phi$ is a permutation on $\mathbb{F}_s^2$) will result in a bent function. It is also easy to verify that requiring $\phi$ to be such that $\text{wt}(\phi(y)) \geq t + 1$ for any $y \in \mathbb{F}_s^2$ correspond to a $t$-resilient function $f$.

Construction of resilient functions by concatenating the truth tables of small affine functions was first described in [1]. The concatenation simply means that the truth tables of the functions are merged. For instance, for $f = f_1 || f_2$ the upper half part of the truth table of $f$ correspond to $f_1$ and the lower part to $f_2$. However, the analysis has been made in terms of orthogonal arrays. This construction has been revisited in more details in [22] where the authors considered the algebraic degree and nonlinearity of the functions.

Moreover, in [11], a construction of functions with concatenation of small affine functions, specifying the conditions on $\phi$ has been discussed. All these constructions use small affine functions exactly once ($\phi$ is injective) and they belong to the Maiorana-McFarland class.

A major advancement in this area has been done in [20], where each affine function has been used more than once in the form of a composition with nonlinear functions. Two generalized algorithms, called Algorithm A and Algorithm B in [20] outline a framework in this direction. However, the nonlinearity of such functions is decreased in comparison to the concatenation of only affine functions. In [3], the concatenation of affine functions is replaced by concatenation of quadratic functions but this method does not produce the degree optimized functions in general.

Let us investigate the consequences of the condition that $\phi : \mathbb{F}_s^2 \rightarrow \mathbb{F}_k^2$ is injective of weight greater than $t$, for $t \geq 0$. As already noticed [11], there is a binomial relationship between the parameters involved (note that $n = s + k$),

$$\binom{k}{t+1} + \binom{k}{t+2} + \ldots + \binom{k}{k} \geq 2^{n-k}. \quad (6)$$

Hence, for $n = s + k$ such that (5) holds, then there will exist injective mappings $\phi$ and consequently the function $f$ will be a $t$-resilient functions with nonlinearity $N_f = 2^{n-1} - 2^{k-1}$ [7] (see also Theorem 1 below). Obviously, the aim is to
minimize the parameter $k$ with respect to (6). Therefore, for fixed integers $t$ and $n = s + k$, $0 \leq t < n$ we define

$$k = \min_{t<k} \left\{ k \mid \sum_{i=0}^{k-(t+1)} \binom{k}{t+1+i} \geq 2^{n-k} \right\}. \quad (7)$$

The ANF of $f$, as defined by (5), is more easily comprehend when $f$ is represented as a concatenation of linear functions from $\mathcal{L}_k$. Also, for practical implementations and for exact nonlinearity calculation it is of relevance to specify the mapping $\phi$ (or at least to prove the existence of such mapping). Let for any $0 \leq t < k$, $\mathcal{L}_t^k$ denote the set of all linear functions on $F_{2^k}^n$ non-degenerated on at least $t + 1$ variables, that is,

$$\mathcal{L}_t^k = \{ \varphi_c(x) = c \cdot x \mid c \in F_{2^k}, \text{wt}(c) > t \}. \quad (8)$$

Then, the following properties have been proved in [7].

**Theorem 1.** [7] For any $0 \leq t < n$, let $k$ be defined by (7) and $\mathcal{L}_t^k$ by (8). Let us choose $2^{n-k}$ distinct linear functions in $\mathcal{L}_t^k$, each being labeled by an element of $F_{2^k}^{n-k}$ as follows:

$$\tau \in F_{2^k}^{n-k} \leftrightarrow \ell_{[\tau]} \in \mathcal{L}_t^k, \text{ where } [\tau] = \sum_{i=1}^{n-k} \tau_i 2^{i-1}. \quad$$

Then the Boolean function defined for all $(y, x) \in F_{2^k}^{n-k} \times F_{2^k}^n$ by

$$f(y, x) = \sum_{\tau \in F_{2^k}^{n-k}} (y_1 + \tau_1 + 1) \cdots (y_{n-k} + \tau_{n-k} + 1) \ell_{[\tau]}(x), \quad (9)$$

is a $t$-resilient function with nonlinearity $N_f = 2^{n-1} - 2^{k-1}$. In general $\deg(f) \leq n - k + 1$ with equality if there exists a variable $x_i$, $i = 1, \ldots, k$, which occurs an odd number of times in $\ell_{[\tau]}(x)$ when $\tau$ runs through $F_{2^k}^{n-k}$.

**Remark 1.** The authors in [7] only consider a concatenation of linear functions. A more general approach is to use affine functions instead, that is to replace $\ell_{[\tau]}(x)$ by $a_{[\tau]}(x)$. However none of the cryptographic parameters is affected by this replacement so one can equally well consider only linear functions. Referring to Definition [7] and the equation (7) one can define $f$ to be a concatenation of affine functions, that is,

$$f(y, x) = \sum_{\tau \in F_{2^k}^{n-k}} (y_1 + \tau_1 + 1) \cdots (y_{n-k} + \tau_{n-k} + 1) a_{[\tau]}(x), \quad (10)$$

where $a_{[\tau]}(x) = \phi(\tau) \cdot x + h(\tau)$. Then the set $\mathcal{L}_t^k$ above is replaced by $\mathcal{A}_t^k = \{ a_c(x) = c \cdot x + b_c \mid c \in F_{2^k}, b_c \in F_{2^k}, \text{wt}(c) > t \}$.\footnote{It turns out that both the autocorrelation properties as well as the algebraic degree of function $f$ will depend on the choice of $\phi$.}
Moreover it is easy to characterize the zeros of its Walsh-spectrum and its propagation characteristics, which has been studied in details [4].

Thus, according to Theorem 1 the algebraic degree of \( f \) is upper bounded by \( \deg(f) \leq n - k + 1 \). On the other hand the degree of any \( t \)-resilient function satisfies \( \deg(f) \leq n - t - 1 \). An obvious consequence is that the functions in the Maiorana-McFarland class are in general not degree optimized. This is always true for any \( t < k - 2 \). Especially, since \( k \geq \lceil \frac{n+1}{2} \rceil \) for any \( t > 0 \), the functions in the Maiorana-McFarland class cannot be degree optimized for \( t < \lceil \frac{n+1}{2} \rceil - 2 \). Hence, for a relatively low order of resiliency this class never provides degree optimized functions and the linear complexity of the keystream sequence generated by such a function cannot be high.

### 3.1 Degree Optimization of Maiorana-McFarland Class

In our method discussed below, to construct an \( n \)-variable \( t \)-resilient function, we use a set of \( 2^k - 1 \) affine functions (each exactly once) in \( k \)-variables and exactly one specific nonlinear \( t \)-resilient function on \( k \) variables. Here \( k \) is the design parameter which can be calculated for any \( n \) and \( t \) through the formula (12) below. Hence the function obtained through our method may be represented as a concatenation of the truth tables as \( g = a_1|| \cdots ||a_{i-1}||\pi||a_{i+1}|| \cdots ||a_{2^n-k} \), where each \( a_j \), \( j \neq i \) is affine function in \( A_k \) and \( \pi \) is a nonlinear function in \( B_k \).

For our purpose we are interested in the restriction of the set \( A_k^t \). It is more convenient to consider the elements of \( F_2^n \setminus A_k^t \) than affine functions. Hence, for \( k > t \) and \( t \geq 0 \), for some fixed \( \eta = (0, \ldots, 0, \frac{1}{1}, \ldots, \frac{1}{1}) \) of weight \( t + 1 \), we define the set \( S_k^t(\eta) \subset F_2^n \) as follows:

\[
S_k^t(\eta) = \eta \cup \{ \gamma \mid \gamma \in F_2^n, wt(\gamma) > t \text{ and } \exists j \in [1, t + 1] \text{ s.t. } \gamma_j = 0 \}.
\] (11)

In other words, the vector \( \eta \in S_k^t(\eta) \), whose coordinates \( \eta_j = 1 \) if and only if \( j \in [1, t + 1] \), is not covered by any \( \beta \in S_k^t(\eta) \setminus \{ \eta \} \), where the relation \( \eta \notin \beta \) means that \( \beta \) covers \( \eta \), i.e., \( \eta_i \leq \beta_i \) for all \( i \) in the range \([1, k]\).

Clearly the cardinality of this set is \( \#S_k^t(\eta) = \sum_{i=0}^{k-(t+1)} \left( \begin{array}{c} k \\ t+1+i \end{array} \right) - 2^{k-t-1} + 1 \).

To verify this, w.l.o.g. assume that \( \eta = (1, \ldots, 1, 0, \ldots, 0) \). Keeping the first \( t + 1 \) coordinates fixed there will be exactly \( 2^{k-t-1} - 1 \) vectors in \( F_2^n \setminus \{ \eta \} \) which cover \( \eta \). Therefore, for fixed integers \( t \) and \( n = s + k \), \( 0 \leq t < n \) we define

\[
k = \min_{t < k} \left\{ k \mid \sum_{i=0}^{k-(t+1)} \left( \begin{array}{c} k \\ t+1+i \end{array} \right) - 2^{k-t-1} + 1 \geq 2^{n-k} \right\}.
\] (12)

**Henceforth, we assume that** \( k \) **is always chosen to be the minimum positive integer satisfying [13]**, **that is,** \( k = k \). **Furthermore** \( f \) **will always denote the function given in Remark 7 that is** \( f \) **will “refer” to the standard Maiorana-McFarland class.**
In the sequel we will prove that degree optimized functions of the same nonlinearity and resiliency order may be obtained for any \( n \) and \( t \), \( t \) satisfying \( t < k - 2 \), by adding exactly \( \binom{n-k}{i} \) terms of order \( n - t - i - 1 \) in the ANF of function \( f \), where \( i = 0, \ldots, n - k \). It is well known that any function of resiliency order \( t > n - 3 \) must be linear. Hence, we only consider the cases \( n \geq t + 3 \).

**Construction 1.** Let \( t \) be a nonnegative integer, and let \( n \geq t + 3 \) be the input variable space. For a positive integer \( k \) defined by equation (12) and for a fixed \( \eta \in \mathbb{F}_2^k \) of weight \( t + 1 \) (with \( \eta_{i_j} = 1 \) iff \( j \in [1, t + 1] \)), let the set \( S_k^t(\eta) \) be given by (12). Denote by \( \phi \) any injective mapping from \( \mathbb{F}_2^{n-k} \) to \( S_k^t(\eta) \) satisfying \( \phi(\delta) \cdot x = x_{i_1} + \cdots + x_{i_{t+1}} \) for some \( \delta \in \mathbb{F}_2^{n-k} \). Such mappings exist due to the fact that \( k \) satisfies (12). Then, for \( (y, x) \in \mathbb{F}_2^{n-k} \times \mathbb{F}_2^k \) we construct the function \( g : \mathbb{F}_2^k \to \mathbb{F}_2^k \) as follows,

\[
g(y, x) = \begin{cases} 
\phi(y) \cdot x + h(y), & y \neq \delta; \\
\phi(\delta) \cdot x + x_{i_{t+2}}x_{i_{t+3}}\cdots x_{i_k} + h(\delta), & y = \delta,
\end{cases}
\]

where \( h \) is any Boolean function on \( \mathbb{F}_2^{n-k} \).

To simplify the proofs concerning the main properties of functions proposed by Construction 1 and to emphasize the connection to Maiorana-McFarland class, we first derive a result which interlinks Construction 1 with the pure affine concatenation as given in Remark 1.

**Proposition 1.** Let \( f(y, x) \) be a function in the standard Maiorana-McFarland class, defined by means of Remark 1 that is,

\[
f(y, x) = \sum_{\tau \in \mathbb{F}_2^{n-k}} (y_1 + \tau_1 + 1) \cdots (y_{n-k} + \tau_{n-k} + 1)a_{[\tau]}(x),
\]

where \( a_{[\tau]}(x) = \phi(\tau) \cdot x + h(\tau) \) and \( \phi, h \) are the same mappings used to define \( g \) in Construction 1. Assume that \( t < k - 2 \). Then the function \( g(y, x) \), as defined in Construction 1, is a degree optimized function whose algebraic normal form is given by,

\[
g(y, x) = f(y, x) + x_{i_{t+2}}x_{i_{t+3}}\cdots x_{i_k} \prod_{i=1}^{n-k} (y_i + \delta_i + 1). \tag{13}
\]

**Proof.** We first prove that the algebraic normal form of \( g \) is given as above. Note that we can write,

\[
f(y, x) = \sum_{\tau \in \mathbb{F}_2^{n-k}} \left( \prod_{i=1}^{n-k} (y_i + \tau_i + 1) \right) a_{[\tau]}(x) = \sum_{\tau \in \mathbb{F}_2^{n-k} / \delta} \left( \prod_{i=1}^{n-k} (y_i + \tau_i + 1) \right) a_{[\tau]}(x) + \left( \prod_{i=1}^{n-k} (y_i + \delta_i + 1) \right) a_{[\delta]}(x).
\]
Then clearly,
\[ g(y, x) = f(y, x) + \left( \prod_{i=1}^{n-k} (y_i + \delta_i + 1) \Omega_{i}^2 \cdot x + 1 \cdot \sum_{i=1}^{n-k} x_{i} \right), \]
and we obtain (13) as stated.

To prove that \( g \) is degree optimized it suffices to note that any term in the ANF of \( f \) can only contain one \( x_i \) for \( i = 1, \ldots, k \). Hence any term in the expression such as \( x_i \cdot \) will not be present in the ANF of \( f \) assuming that \( k - t > 2 \). Since the term \( x_i \cdot \) is of degree \( k - (t + 1) + n - k = n - t - 1 \), \( g \) is degree optimized.

Remark 2. Note that the assumption that \( t < k - 2 \) perfectly matches to those functions in Maiorana-McFarland class which cannot be degree optimized. Furthermore, remark that the function \( g \) as described above besides the term of the highest degree order introduces many terms of order \( n - t - 2 \) down to \( k - (t + 2) \) none of which is present in the ANF of \( f \). This results in a significantly increased linear complexity of \( g \) in comparison to \( f \). Another important observation is that the number of terms present in the ANF of \( g \) will depend on the value of \( \delta \), and the maximum number is obtained for \( \delta = (0, \ldots, 0) \).

Next we prove that the function \( g \) is \( t \)-resilient having the same nonlinearity as \( f \).

Theorem 2. The function \( g \) proposed by Construction 7 is an \((n, t, n - t - 1, 2^{n-1} - 2^{k-1})\) function. Furthermore, the Walsh spectra of \( g \) is seven-valued, and more precisely \( W_g(w) \in \{0, \pm 2^{k-t} - 2^k, \pm 2^{k-t} - 2^k, \pm 2^k\} \).

Proof. By Proposition 1 \( g \) is a degree optimized function. Note that \( g(y, x) \) is an affine \( t \)-resilient functions for any fixed \( y \neq \delta \). Hence, to show that \( g \) is \( t \)-resilient it is enough to show that the function \( x_1 + x_2 + \cdots + x_k \) is a \( t \)-resilient function. This is obviously true since this function contains \( t + 1 \) linear terms from a disjoint variable space than the nonlinear term. Then \( g \) can be viewed as a concatenation of \( t \)-resilient functions, hence \( t \)-resilient itself.

Abusing the notation, we use the addition operator \( ^{\oplus} \) for a componentwise bit addition of vectors, i.e. for \( \alpha, \beta \in \mathbb{F}_2^n \) we compute \( \alpha + \beta = (\alpha_1 + \beta_1, \ldots, \alpha_k + \beta_k) \), but also for a usual integer addition. It should be clear from the context which operation is performed.

To prove that the nonlinearity value is the same as for \( f \) we consider the Walsh transform of \( g \). Then for any \((\beta, \alpha) \in \mathbb{F}_2^n \times \mathbb{F}_2^k \) we have,

\[
W_g((\beta, \alpha)) = \sum_{y \in \mathbb{F}_2^n} \sum_{x \in \mathbb{F}_2^k} (-1)^{y \cdot x} \cdot y \cdot (\beta \cdot x) - \sum_{y \in \mathbb{F}_2^{n-t} \backslash \delta} \sum_{x \in \mathbb{F}_2^k} (-1)^{y \cdot \beta \cdot x} - \sum_{x \in \mathbb{F}_2^k} (-1)^{\delta \cdot x}.
\]
There are three cases to consider. The first case arise when \( \alpha \in \mathbb{F}_2^n \) is such that 
\( \alpha = \phi(y) \) for some \( y \neq \delta \), that is \( \alpha \in S_k^\delta(\eta) \). Then obviously the first sum 
in (14) is equal to \( 2^k \), where this nonzero contribution is obtained for \( y = \delta \).

But (1) \( (\beta \oplus h(\delta)) \sum x \in \mathbb{F}_2^n (-1)^{x_k} \prod_{i=1}^k x_i \cdot x_{i+1} \cdot \cdots \cdot x_{j-1} \cdot x_{j+1} \cdot \cdot \cdot x_{k} = 0 \) since the exponent is a balanced function in \( x \). To verify this, notice that \( \alpha = \phi(y) \) for some \( y \neq \delta \), and since \( \phi \) is injective it implies that \( \phi(\delta) + \alpha \neq 0 \) in the exponent of the second sum. Due to the properties of the set \( S_k^\delta(\eta) \) and since \( \alpha \) is an element of this set, \( \alpha \) cannot cover \( \phi(\delta) \), or equivalently \( (\phi(\delta) + \alpha) \cdot x \) will contain at least one \( x_i, j \in \{i_1, \ldots, i_t+1\} \).

The second case to consider is the case when \( \alpha = \phi(\delta) \). Clearly the first sum in (14) is zero. The second sum is of the form \( (\beta \oplus h(\delta)) \sum x \in \mathbb{F}_2^n (-1)^{x_k} \prod_{i=1}^k x_i \cdot x_{i+1} \cdot \cdots \cdot x_{j-1} \cdot x_{j+1} \cdot \cdot \cdot x_{k} \) implying that \( |W_\delta((\beta, \alpha))| = 2^k - 2 \cdot 2^{k-(t+1)} = 2^k - (2^t - 1) \).

Finally, the third case arise when \( \alpha \notin S_k^\delta(\eta) \). Then the first sum in (14) is obviously zero, whereas the second sum may take three different values depending on the value of \( \alpha \). Indeed, since \( (\phi(\delta) + \alpha) \cdot x \neq 0 \) the second sum is either 0 or \( \pm 2 \cdot 2^{k-(t+1)} = \pm 2^{k-t} \) depending on whether \( (\phi(\delta) + \alpha) \cdot x \) is balanced or not. The value 0 corresponds to the case of balancedness, that is \( (\phi(\delta) + \alpha) \cdot x \) contains some \( x_j \) such that \( j \notin \{i_1, i_2, \ldots, i_t\} \). When \( (\phi(\delta) + \alpha) \cdot x \) does not contain any \( x_j \) such that \( j \notin \{i_1, i_2, \ldots, i_t\} \) two cases are possible. Then \( (\phi(\delta) + \alpha) \cdot x \) is either balanced \( (W_\delta((\beta, \alpha)) = 0) \), or this function is balanced on all \( (k - t - 1) \)-dimensional flats except of being constant on exactly one flat of dimension \( k - t - 1 \) corresponding to the nonlinear term \( x_{i_1} \cdots x_{i_t} \). In the latter case \( W_\delta((\beta, \alpha)) = \pm 2^{k-t} \). To summarize, when \( \alpha \notin S_k^\delta(\eta) \), \( W_\delta((\beta, \alpha)) \in \{0, \pm 2^{k-t}\} \).

Hence, \( N_\delta = 2^{n-1} - \frac{1}{2} \max_{(\beta, \alpha) \in \mathbb{F}_2^n \times \mathbb{F}_2^n} |W_\delta((\beta, \alpha))| = 2^{n-1} - 2^{k-1} \). Also, from the details of the proof it is clear that \( W_\delta(w) \in \{0, \pm 2^{k-1}, \pm 2^{k-t} (2^t - 1), \pm 2^k\} \).

\[ \text{Remark 3. The concept of using the nonlinear functions may naturally be extended to include even more nonlinear functions on the subspaces of dimension } k. \] Notice that using more such functions will additionally increase the complexity of the keystream sequence but this feature is traded-off against more rigorous conditions on the set \( S_k^\delta(\eta) \). Thus defining the set \( T \subseteq P = \{p \in \mathbb{F}_2^n \mid wt(p) = t+1\} \) the problem is transformed to finding such \( k = \min \{k \mid #S_k^\delta(T) \geq 2^{n-k}\} \), where \( S_k^\delta(T) = \{c \mid c \in \mathbb{F}_2^n, wt(c) = t \text{ and } p \neq c \text{ for any } p \in T\} \). Now taking any injective mapping \( \phi \) from \( \mathbb{F}_2^{n-k} \) to \( S_k^\delta(T) \) the function \( g^* \) can be defined in a similar way as above,

\[ g^*(y, x) = \begin{cases} 
\phi(y) \cdot x + h(y), & y \mid \phi(y) \in S_k^\delta(T) \setminus T; \\
\phi(y) \cdot x + \prod_{i=1}^k x_i^{\phi(y)} \oplus 1 + h(y), & y \mid \phi(y) \in T,
\end{cases} \]

where \( h \) is any Boolean function on \( \mathbb{F}_2^{n-k} \), and \( \phi(y)_i \) denotes the \( i \)-th coordinate of the image of \( \phi \).
We give two important examples to emphasize the importance of this construction. These examples demonstrate the possibility of constructing degree optimized resilient functions with nonlinearity which has not been achieved previously.

Example 1. A construction of an $(11, 2, 8, N_f)$ function has been discussed in the literature. Using a recursive procedure called Algorithm B, an $(11, 2, 8, 984)$ function has been obtained in [20], which so far gives the highest nonlinearity for fixed $n = 11, t = 2, d = 8$.

According to the weight divisibility results $W_f(\alpha) \equiv 0 \pmod{2^{t+2}+|\frac{n-t-2}{2}|}$, $\forall \in F_2^n$ and for any $(n, t, d)$ function $f$, see [2][21]. Since the order of resiliency $t \leq n/2 - 2$, the upper bound on nonlinearity is obtained by combining the bound of bent functions and the weight divisibility results. It can be verified that for $n = 11, t = 2, d = 8$, $\max_{\alpha \in F_2^n} W_f(\alpha) = k \cdot 16$, where $k \geq 3$. Note that the standard Maiorana-McFarland technique would require the value $k = 6$ to improve upon the nonlinearity of the above result [20] (for $k = 6$ we would have $N_f = 2^{n-1} - 2^{k-1} = 992$). But then $t < k - 2$ implying that this method cannot generate a degree optimized function (actually the maximum degree through this technique is $d = n - k + 1 = 6$). It can be verified that for $n = 11, t = 2$ and $k = 6$,

$$\#S^t_k(\eta) = \sum_{i=0}^{k-(t+1)} \left( \binom{k}{t+1+i} - 2^{k-t-1} + 1 \right) \geq 2^{n-k} = 32,$$

implying that for the first time, using Construction 2, we can construct an $(11, 2, 8, 992)$ function $g$.

Unfortunately, the ANF of $g$ discussed in Example 4 is far too large to be given in the explicit form. On the other hand the ANF of $g$ is easily computed using Proposition 1. Note that for the given parameters above $(y, x) \in F_2^5 \times F_2^5$. Without loss of generality let us fix $\eta = (1, 1, 1, 0, 0)$. That is, we consider $S^5_2(\eta)$ meaning that none of the elements in this set (except of $\eta$ itself) covers the element $\eta$. Then one can choose any other 31 elements from $S^5_2(\eta) \setminus \eta$ to construct a function $f$ by means of associating these elements to linear functions and then labeling these functions as it was done in Theorem 1. Hence the ANF of the function $f$ (which is a Maiorana-McFarland function) is easily deduced by using equation 6. Now if $f(\delta, x) = x_1 + x_2 + x_3$ for some $\delta \in F_2^5$ then the degree optimized function $g$ is given as $g(y, x) = f(y, x) + x_4x_5x_6\prod_{i=1}^{5}(y_i + \delta_i + 1)$.

Now we discuss the same input parameters but including even more nonlinear terms as remarked above.

Example 2. In order to preserve the same nonlinearity value we use the same $k$ as in the example above. Then for $n = 11, t = 2$ and $k = 6$, let $T = \{(1, 1, 1, 0, 0), (1, 1, 0, 1, 0)\}$. For such a choice of $T$ we have $\#S^t_k(T) = \sum_{i=0}^{k-(t+1)} \binom{k}{t+1+i} - 2^{k-t-1} + 1 - 3 = 32 \geq 2^{n-k} = 32$ implying that using the extension of Construction 2 as given in the above remark we can construct an $(11, 2, 8, 992)$ function $g^*$ having much more terms of high algebraic degree than the function $g$ in the Example 1.
The choice of $T$ in the above example is not arbitrary. For some other choices of this set it can happen that $\# S_k^T(T) < 2^{n-k}$ implying a decrease in nonlinearity since a larger $k$ must be used.

Open Problem 1. Derive a general explicit formula for the cardinality of $S_k^T(T)$ as a function of $k, t$ and $|T|$. In particular, for given $n, t$ and the minimal $k$ satisfying the condition $\sum_{i=0}^{k-t(t+1)/2} \binom{k}{t+1+i} - 2^{k-t-1} + 1 \geq 2^{n-k}$ determine the maximum cardinality of $T$ (where $T$ has more than one element) such that $\# S_k^T(T) \geq 2^{n-k}$.

4 Resilient Functions of High Algebraic Degree

When constructing multiple output Boolean functions one applies similar cryptographic criteria as in the Boolean case. Since this mapping is defined as $F : \mathbb{F}_2^n \to \mathbb{F}_2^m$ all the criteria of concern is defined with respect to all nonzero linear combinations of the output functions $f_0, \ldots, f_{m-1}$. That is, $F = (f_0, \ldots, f_{m-1})$ is viewed as a set of Boolean functions. Hence, the three main cryptographic criteria are defined as below.

Lemma 1. [26] A function $F = (f_0, \ldots, f_{m-1})$ is an $(n, m, t)$-resilient function if and only if all nonzero linear combinations of $f_0, \ldots, f_{m-1}$ are $(n, 1, t)$-resilient functions.

The definition of nonlinearity follows in a similar manner, taken from [17].

Definition 2. The nonlinearity of $F = (f_0, \ldots, f_{m-1})$, denoted by $N_F$, is defined as

$$\text{deg}(F) = \min_{\alpha \in \mathbb{F}_2^m \setminus \{0\}} \deg(\sum_{i=0}^{m-1} \alpha_i f_i).$$

We use the same notation most often found in the literature. An $(n, m, t)$ function will denote an $n$-input, $m$-output, $t$-resilient function. The information about the nonlinearity and degree will be given additionally.

There are several approaches when designing nonlinear resilient functions. The method of Kurosawa uses bent concatenation together with a function composition [14]. Another technique [26] uses a linear resilient function, obtained from an error correcting code, and applies a highly nonlinear permutation on such a function. One particularly important example of this approach is construction of nonlinear resilient functions by applying a nonlinear permutation to
the \([2^m - 1, m, 2^{m-1}]\) simplex code. For this particular case the authors obtain \(2^m\) distinct \((2^m - 1, m, 2^{m-1} - 1)\) functions some of which have a nonlinearity of at least \(2^{2^m-2} - 2^{2^{m-1}} - \frac{1}{2}^m\) and whose algebraic degree is \(m - 1\). These functions achieve the upper bound on resiliency given by Friedman [11]. Note that this construction is not degree optimized since \(d = m - 1 < 2^m - 1 - (2^{m-1} - 1) - 1\) for any \(m \geq 3\) (here we again use the Siegenthaler’s inequality \(d \leq n - t - 1\)).

An application of linearized polynomials in construction of nonlinear resilient functions has been proposed in [8]. Based on the existence of a linear \([u, m, t + 1]\) code it was proved that there exist nonlinear \((u + \Delta + 1, m, t + 1)\) resilient functions with algebraic degree \(\Delta\), for any \(\Delta \geq 0\).

For the purpose of this paper we mostly confine ourselves to the methods in [3,26] for the purpose of comparison, and since the basic idea of our construction is the use of linear codes we will recall the methods given in [13,19]. The main result in [13] is the following lemma.

**Lemma 2.** [13] Let \(\Theta_0, \ldots, \Theta_{m-1}\) be a basis of a binary \([u, m, t + 1]\) linear code \(C\). Let \(\beta\) be a primitive element in \(\mathbb{F}_{2^m}\) and \((1, \beta, \ldots, \beta^{m-1})\) be a polynomial basis of \(\mathbb{F}_{2^m}\). Define a bijection \(\rho : \mathbb{F}_2^m \mapsto C\) by

\[
\rho(a_0 + a_1 \beta + \cdots + a_{m-1} \beta^{m-1}) = a_0 \Theta_0 + a_1 \Theta_1 + \cdots + a_{m-1} \Theta_{m-1}.
\]

Consider the matrix

\[
A^* = \left( \begin{array}{cccc}
\rho(1) & \rho(\beta) & \cdots & \rho(\beta^{m-1}) \\
\rho(\beta) & \rho(\beta^2) & \cdots & \rho(\beta^m) \\
\vdots & \vdots & \ddots & \vdots \\
\rho(\beta^{m-2}) & \rho(1) & \cdots & \rho(\beta^{m-2})
\end{array} \right),
\]

of size \((2^m - 1) \times m\), whose entries are elements of \(\mathbb{F}_2^m\) (actually the codewords of \(C\)). For any linear combination of columns (not all zero) of the matrix \(A^*\), each nonzero codeword of \(C\) will appear exactly once in such a nonzero linear combination.

**Remark 4.** Since the elements of \(A^*\) are vectors we need a triple index set to refer to a specific coordinate of some entry of \(A^*\). For convenience, we adopt the following notation. \(A^*_{i,j,k}\) will indicate the \(k\)-th position of the entry (vector) found in the intersection of the \(i\)-th row and \(j\)-th column of \(A^*\). Hence, for \(A^*\) of size \(r \times s\) with elements in \(\mathbb{F}_2^m\) we let the indices set run as follows: \(i = 0, \ldots, r - 1; j = 0, \ldots, s - 1; k = 1, \ldots, u\). To refer to the whole vector we simply write \(A^*_{i,j}\). We also keep \(\lfloor \ \rceil\) to denote the decimal representation of vectors, i.e. for \(a \in \mathbb{F}_2^m\), \([a] = \sum_{i=1}^u a_i 2^{i-1}\).

This lemma actually shows how to use the codewords of a linear code efficiently when constructing a function \(F : \mathbb{F}_2^m \mapsto \mathbb{F}_2^m\). Then in case that \(u > n - m\) one can use any \(2^n - m\) rows of \(A^*\) to define \(F : \mathbb{F}_2^m \mapsto \mathbb{F}_2^m\) through the columns of \(A^*\). where \(A\) is obtained by deleting some rows of \(A^*\). The component functions of
$F = (f_0, \ldots, f_{m-1})$ are simply defined as follows. For any $y \in \mathbb{F}_2^n$ we define $f_j(y, x) = A[y, j] \cdot x$, $j = 0, \ldots, m - 1$.

When the parameters of $C$ are such that $u \leq n - m$, the alternative is to use a set of disjoint $[u, m, t + 1]$ linear codes as originally proposed in [13].

**Definition 3.** [13] A set of linear $[n', m, t + 1]$ codes $\{C_1, C_2, \ldots, C_s\}$ such that $C_i \cap C_j = \{0\}$, $1 \leq i < j \leq s$

is called a set of linear $[n', m, t + 1]$ disjoint (nonintersecting) codes.

Then the following result was given in [13], which enables us to construct an $(n, m, t)$ function by using the codewords of several disjoint codes.

**Theorem 3.** [13] If there exists a set of linear $[u, m, t + 1]$ disjoint codes with cardinality $\left\lceil \frac{2^n - u}{2^m - 1} \right\rceil$ then there exists a $t$-resilient function $F : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^m$ with nonlinearity

$$N_F = 2^{n-1} - 2^{u-1}.$$  

Though this approach (which is actually an extension of Maiorana-McFarland class) generates highly nonlinear resilient functions, assuming the existence of the set of disjoint codes, it suffers the same drawback as in the Boolean case, namely a low algebraic order. Another problem is an efficient way of finding a set of disjoint codes. In [13] a computer search has been used and in certain cases such a set could be obtained using the tools of projective geometry.

However, very recently a new method has been proposed, which at least for certain parameter values allows us to find such a set [5]. In particular when the length of the code is of the form $u = 2^m - 1$, the method in [5] gives a certain number of disjoint $[2^m - 1, m, 2^{n-1}]$ simplex-like codes. We call this codes simplex-like since there are all derived from the simplex code. On the other hand the simplex code is considered to be the unique dual code of the Hamming code.

We combine these results with the construction idea discussed above to obtain nonlinear resilient functions of very high algebraic degree. From now on we assume that the cardinality of the set of disjoint $[u, m, t + 1]$ linear codes is $b$ for some $b \geq 1$. We denote this set by $\mathcal{C}$, i.e. $\mathcal{C} = \{C_1, \ldots, C_b\}$. It is easily verified that denoting by $e = \lfloor \log_2 b(2^m - 1) \rfloor$, the input space $n$ is given as $n = e + u$, where $u$ is the length of the codes. Note that a straightforward application of Theorem 3 would result in functions of degree $d \leq e + 1$, which for small $e$ is far from its optimized value $n - t - 1$.

Thus in order to increase the algebraic order, we replace linear functions at certain positions by nonlinear ones. Then it turns out that there is a trade-off between the algebraic degree and resiliency. Remark that Construction 2 below utilizes a set of disjoint simplex-like codes for which the exact calculation of resiliency order is very simple. In general, the resiliency order will depend on the properties of the code in a rather complicated way.
Construction 2. Let \( \mathcal{C} = \{C_1, \ldots, C_b\} \) be a set of disjoint \([2^m - 1, m, 2^{m-1}]\) simplex-like codes, and associate to each code a mapping \( \rho_r : \mathbb{F}_{2^m-1} \mapsto C_r, \) \( 1 \leq r \leq b, \) so that

\[
(a_0, a_1 \beta, \ldots, a_{m-1} \beta^{m-1}) \overset{\rho_r}{\mapsto} a_0 \Theta^r_0 + \cdots + a_{m-1} \Theta^r_{m-1},
\]

where \( \Theta^r_0, \ldots, \Theta^r_{m-1} \) is a basis of \( C_r, \) \( a_i \in \mathbb{F}_2, \) and \( \beta \) is primitive in \( \mathbb{F}_{2^m}. \) Let \( A_r \) be the associated matrix of \( C_r \) as in Lemma \( \text{\ref{lem:matrix}}. \) Let \( A = (A^T_1 | A^T_2 | \cdots | A^T_r)^T, \) where \( A_b \) denotes that some rows of \( A_b \) may be deleted to adjust \( A \) to be of size \( 2^{e} \times m, \) and denote by \( e = \lfloor \log_2 b(2^m - 1) \rfloor. \) Let \( G = (g_0, \ldots, g_{m-1}) \) be a function from \( \mathbb{F}_2^{m+2^m-1} \) to \( \mathbb{F}_2^n, \) whose component functions are defined for any \( (y, x) \in \mathbb{F}_2^m \times \mathbb{F}_2^{2^m-1}, \) as:

\[
g_j(y, x) = \begin{cases} 
A[y, j] \cdot x, & y \mid [y] 
eq j; \\
A[y, j] \cdot x + \prod_{k=1}^{2^m-1} x_k^{A[y, j_1] \cdot 1; k=1} & y \mid [y] = j,
\end{cases}
\]

where \( j = 0, \ldots, m - 1. \)

To clarify further the structure of \( G \) in Construction \( \text{\ref{con:construction}} \) we associate to \( G \) a function matrix \( A^f \) of size \( 2^{e} \times m \) as below:

\[
A^f = \begin{pmatrix}
\rho_1(1) \cdot x + x^{\rho_1(\lambda^1)} & \rho_1(\beta) \cdot x & \cdots & \rho_1(\beta^{m-1}) \cdot x \\
\rho_1(\beta) \cdot x & \rho_1(\beta^2) \cdot x + x^{\rho_1(\beta^2)} & \cdots & \rho_1(\beta^{m-1}) \cdot x \\
\vdots & \vdots & \ddots & \vdots \\
\rho_1(\beta^{m-1}) \cdot x & \rho_1(\beta^m) \cdot x & \cdots & \rho_1(\beta^{2m-2}) \cdot x + x^{\rho_1(\beta^{2m-2})} \\
\rho_1(\beta^m) \cdot x & \rho_1(\beta^{m+1}) \cdot x & \cdots & \rho_1(\beta^{2m-1}) \cdot x \\
\vdots & \vdots & \ddots & \vdots \\
\rho_1(\beta^{2m-2}) \cdot x & \rho_1(1) \cdot x & \cdots & \rho_1(\beta^{m-2}) \cdot x \\
\vdots & \vdots & \ddots & \vdots \\
\rho_1(\beta^{m-2}) \cdot x & \rho_1(1) \cdot x & \cdots & \rho_1(\beta^{m-2}) \cdot x
\end{pmatrix},
\]

where \( x^{\rho(\beta^m)} = \prod_{k=1}^{2^m-1} x_k^{\rho(\beta^m) \cdot 1}. \) Note that for any \( y \in \mathbb{F}_2^m, \) we have \( g_j(y, x) = A^f_{[y], j}, 0 \leq j \leq m - 1. \)

A rather technical and lengthy proof of the theorem below, concerning the properties of Construction \( \text{\ref{con:construction}} \) is given in the Appendix.

**Theorem 4.** Let \( \mathcal{C} \) be a given set of disjoint \([2^m - 1, m, 2^{m-1}]\) simplex-like codes with \(|\mathcal{C}| = b, \) and let \( e = \lfloor \log_2 b(2^m - 1) \rfloor. \) Then the function \( G : \mathbb{F}_2^{m+e-1} \mapsto \mathbb{F}_2^n, \) constructed by means of Construction \( \text{\ref{con:construction}} \) is a \((2^{m-2} - 1)\)-resilient function, with \( N_G \geq 2^{m-2} + e - 2^{m-2} - m2^{m-1} - 1 \) and \( \deg(G) = e + 2^{m-1} - 1. \)

We utilize the approach in \( \text{\ref{sec:construction}}, \) based on a set of disjoint codes, just to illustrate a wider framework in which our method may be applied. We can equally
well use the results given in [19] or in [12], where a single \([u, m, t + 1]\) linear code has been used to provide nonlinear resilient functions for any \(n > u\). When compared to the result given in Theorem 3 we deduce the following. Utilizing the set of simplex-like codes the method in [13] would generate \((2^m - 1 + e, m, 2^{m-1} - 1)\) functions of nonlinearity \(N_F = 2^e - 2^m - 2^{-e} - 2^m - 2\), and the degree \(\text{deg}(F) \leq e + 1\). Hence, there is a drop of nonlinearity when using Construction 2. It equals to \(m2^{m-1} - 1\) and can be neglected in comparison to the term \(2^m - 2\). Then we can assume that there is a trade-off between the resiliency and algebraic degree only.

Actually, our method gives a higher algebraic degree, i.e. \(\text{deg}(G) = 2^m - 1 + e\) compared to \(\text{deg}(F) \leq e + 1\) and the gain is at least \(2^m - 2\). On the other hand the resiliency order is decreased by the value \(2^m - 2\).

Suppose that we start with the simplex \([2^m - 1, m, 2^{m-1}]\) code to construct a nonlinear resilient function using the technique in [19]. Then to construct a function \(G : \mathbb{F}_2^{n} \mapsto \mathbb{F}_2^{m}\) (for \(n > 2^m - 1\)), the procedure in [19] essentially consists of two steps. First, one constructs a matrix \(A\) of size \(2^m - 1 \times m\) by choosing any \(2^m - 1\) rows of \(A^*\), where \(A^*\) is obtained through Lemma 2. Then a mapping \(F = (f_0, \ldots, f_{m-1})\) may be defined through the columns of \(A\), as already discussed above. Notice that \(F : \mathbb{F}_2^{2m-1+m-1} \mapsto \mathbb{F}_2^m\).

Then the second step is to define another set of functions \((g_0, \ldots, g_{m-1})\) as follows. Let \(g_j(y, x) = h_j(y) + f_j(x)\) for \(j = 0, \ldots, m - 1\), where the functions \(h_j\) are chosen in such a manner that any nonzero linear combination of type \(\sum_{j=0}^{m-1} a_jh_j (a_i \in \mathbb{F}_2)\) is of very high nonlinearity. Then \(G = (g_0, \ldots, g_{m-1})\) is also of high nonlinearity with the resiliency order equal to that of \(F = (f_0, \ldots, f_{m-1})\). It is easy to verify that if each \(h_j\) is a function in \(k\) variables then each \(g_j\) is a function on \(n = (2^m - 1) + (m - 1) + k = 2^m + m + k - 2\) variables.

Then by simply making this function nonlinear on exactly \(m\) flats of dimension \(2^m - 1\), in the same manner as it was done in Construction 2, the effect on algebraic degree will be exactly the same as discussed above.

4.1 Comparison

We now give a short comparison to the known construction methods only in terms of algebraic degree and resiliency since a detailed examination involving all cryptographic criteria would be very tedious and dependent on the choice of input parameters \(n, m\) and \(t\). On the other hand it has been proved that the construction results proposed in [12][13][19] in most of the cases are superior in terms of nonlinearity compared to other methods. The essence of Construction 2 does not depend on the method utilized, so long these methods are restricted to the use of linear codes. Hence the degradation of nonlinearity for a small portion and the drop of resiliency, when the Construction 2 is incorporated in the methods in [12][13][19], is traded-off against a significant increase of algebraic degree.

In terms of algebraic degree the method of Cheon [8] using linearized polynomials provides functions with highest degree for a sufficiently large input space. Based on the existence of a single \([u, m, t + 1]\) linear codes this
method generates nonlinear \((n = u + \triangle + 1, m, t)\)-resilient functions with degree \(d = \triangle\) for any \(\triangle \geq 0\). If one starts with the simplex code then nonlinear \((2^m - 1 + \triangle, m, 2^{m-1} - 1)\)-resilient functions can be obtained. By Theorem 4 the degree of \(G\) (\(G\) is a nonlinear \((2^m - 1 + e, m, 2^{m-2} - 1)\)-resilient function) is \(2^{m-1} - 1 + e\), which for the same input space is obviously higher than \(\triangle\). On the other hand the resiliency order is smaller compared to the method of Cheon.

When compared to the construction of Zhang and Zheng [26], in the case that the simplex code is utilized, we can deduce the following. Clearly, for a small input space \(n = 2^m - 1\) the method of Zhang and Zheng is better than our, since our construction needs to use as many as possible codewords not giving any nonlinearity for \(n = u\). Thus to make a fair comparison we have to investigate the existence of an \([n = 2^m - 1 + e, m', 2^{m-2}]\) linear code, where \(m'\) satisfies \(m' > 2^{m-1} + e\). This is because in this case the degree of the Zhang and Zheng method, given as \(d = m' - 1\), will be larger than \(\text{deg}(G) = 2^{m-1} - 1 + e\) in Theorem 4. Recall that \(e = \lfloor \log_b(2^m - 1) \rfloor \geq m - 1\), where \(b\) is the cardinality of the set of disjoint codes. It seems that in general the codes of the parameters above do exist for small \(e\) close to \(m - 1\) but not for \(e \gg m - 1\). Hence, assuming that many disjoint codes are available our construction is better, whereas for a small cardinality of a set of disjoint codes the method of Zhang and Zheng seems to be better.

In [12] a simple modification of the method of Zhang and Zheng was proposed. The authors simply apply the method to a code of the same length and a larger dimension. Hence to construct a nonlinear \((n, m, t)\) function of degree \(d > m - 1\), in [12] a nonlinear permutation is applied to an \([n, d, t + 1]\), where \(d > m\). The reliability of this approach is a bit ambiguous (it is quite natural for given \(n\) and \(t\) to use the code of highest dimension \(m\), and if such a code is utilized in the method of Zhang and Zheng there will not exist \(d > m\)!!?) and the same conclusion as above applies here.

5 Conclusions

The basic construction idea common to both Construction 1 and Construction 2 is to replace exactly one linear subfunction with its nonlinear counterpart for each constituent function \(f_1, \ldots, f_m\), \(m \geq 1\). In the case of Boolean functions \((m = 1)\) the construction proposed here is very elegant and general. The only requirement is the existence of the set \(S(\eta)\) or alternatively \(S(T)\) of sufficiently large cardinality. It is very important to solve the open problem posed in Section 3 for several reasons.

Firstly, we can deduce the boundaries on the number of nonlinear subfunctions for our method. Maybe more importantly, designing a function \(g\) with its supporting nonlinear set \(T\) such that \(|T| > 1\) will give a better resistance to certain algebraic attacks. Due to the space limitations a thorough treatment of some topics presented here will be given in the extended version of this paper.

In the case of multiple output functions the exact calculation of resiliency order is rather tedious and it depends on the properties of the codes used in the
construction. In the case of the simplex code we could derive the exact resiliency order. Actually, the codes with a sparse weight distribution are more suitable for our construction than those having codewords with many different weights.
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A The Proof of Theorem 4

For convenience we recall the claim of Theorem 4.

4 Let $\mathcal{C}$ be a given set of disjoint $[2^m - 1, m, 2^{m-1}]$ simplex-like codes with $|\mathcal{C}| = b$, and let $e = \lfloor \log_2(2^m - 1) \rfloor$. Then the function $G : \mathbb{F}_2^{2^m-1+e} \rightarrow \mathbb{F}_2^m$, constructed by means of Construction 2, is a $(2^{m-2} - 1)$-resilient function, with $N_G \geq 2^{m-2} + e - 2^{m-2} - m2^{m-1} - 1$ and $\deg(G) = e + 2^{m-1} - 1$.

Proof. We again abuse the addition operator "+" to perform componentwise bit addition of vectors, bit addition and usual integer addition. Which operation is performed should be clear from the context.
Combining the result of Proposition 1[1] and the particular placement of nonlinear functions, the ANF of $g_j$ can be written as

$$g_j(y, x) = f_j(y, x) + \prod_{k=1}^{2m-1} x_k^{A_{1,j}(k) \oplus 1} \left( \prod_{l=1}^{e} (y_l + \tau_l^j + 1) \right) \text{ for } j = 0, \ldots, m-1,$$

where $\tau^j \in \mathbb{F}_2$ satisfies $[\tau^j] = j$, and the ANF of $f_j$ is obtained from the $j$-th column of the matrix $A$. Hence the ANF of $f_j$ is given by $f_j(y, x) = \sum_{\tau \in \mathbb{F}_2} \left( \prod_{l=1}^{e} (y_l + \tau_l^j + 1) \right) A_{\tau,j} \cdot x$.

Then for any nonzero $a = (a_0, \ldots, a_{m-1}) \in \mathbb{F}_2^m$ we may write,

$$\sum_{j=0}^{m-1} a_j g_j(y, x) = \sum_{j=0}^{m-1} a_j f_j(y, x) + \sum_{j=0}^{m-1} a_j \left[ \prod_{k=1}^{2m-1} x_k^{A_{1,j}(k) \oplus 1} \left( \prod_{l=1}^{e} (y_l + \tau_l^j + 1) \right) \right].$$

Since for any nonzero $a$ the sum $\sum_{j=0}^{m-1} a_j f_j(y, x)$ is of degree $d \leq e + 1$ we only have to prove that the terms of the form $\prod_{k=1}^{2m-1} x_k^{A_{1,j}(k) \oplus 1} \left( \prod_{l=1}^{e} (y_l + \tau_l^j + 1) \right)$ are not canceled in the function $\sum_{j=0}^{m-1} a_j g_j(y, x)$.

This is obviously true as any linear combination of $A$’s columns gives a rise to two-by-two distinct codewords, that is for any $y' \neq y''$ and nonzero $a$,

$$\sum_{j=0}^{m-1} a_j A_{[y'],j} \neq \sum_{j=0}^{m-1} a_j A_{[y''],j}.$$

Then any term of the form $y_1 \cdots y_e \prod_{k=1}^{2m-1} x_k^{A_{1,j}(k) \oplus 1}$ is present in $\sum_{j=0}^{m-1} a_j g_j(y, x)$. Note that the number of such terms is exactly the weight of $a$. Since the disjoint codes are simplex-like codes all the codewords are of the same weight $2m-1$. Then $wt(\prod_{k=1}^{2m-1} x_k^{A_{1,j}(k) \oplus 1}) = 2m-1 - 1$. Hence $deg(G) = e + 2m-1 - 1$ as stated.

To prove that $G$ is $(2m-2-1)$-resilient, note that for any fixed $y$ the function $G$ is either linear function of weight $2m-1$ (hence $(2m-1-1)$-resilient) or it is of the form

$$\left( \sum_{j=0}^{m-1} a_j A_{[y],j} \right) \cdot x + A_{[y],s} \cdot x + \prod_{k=1}^{2m-1} x_k^{A_{[y],x}(k) \oplus 1},$$

for some $s \in [0, m-1]$. Then the order of resiliency is determined by the nonlinear term above. We use simple coding arguments to prove that $\left( \sum_{j=0}^{m-1} a_j A_{[y],j} \right) \cdot x + A_{[y],s} \cdot x$ has exactly $2m-2$ variables not contained in $\prod_{k=1}^{2m-1} x_k^{A_{[y],x}(k) \oplus 1}$. Let $u = A_{[y],s} + (1, \ldots, 1)$, and $v = \sum_{j=0}^{m-1} a_j A_{[y],j} + A_{[y],s}$, where $u, v \in \mathbb{F}_2^{2m-1}$.

Note that $wt(u) = 2m-1 - 1$, $wt(v) = 2m-1$, and $wt(u + v) = 2m-1 - 1$.

We simply show that $wt(u + v) = 2^{m-2}$, where $u + v = (u_1 v_1, \ldots, u_{2m-1} v_{2m-1})$. We know that $133$.

$$wt(u + v) = wt(u) + wt(v) - 2wt(u \ast v).$$
Then \( wt(u \ast v) = \frac{1}{2}(wt(u) + wt(v) - wt(u + v)) \), and substituting the weight values \( wt(u \ast v) = 2^{m-2} \). Hence \( G \) is a \((2^{m-2} - 1)\)-resilient function.

To prove the nonlinearity assertion, we first note that for any nonzero \( a \in F_2^n \) such that \( wt(a) = s \), \( g(y, x) = \sum_{j=0}^{m-1} a_j g_j(y, x) \) is nonlinear on exactly \( s \) flats of dimension \( 2^m - 1 \). Let \( J = \{j_1, \ldots, j_s\} \), \( 0 \leq j_1 \neq \cdots \neq j_s \leq m - 1 \), be a support set of \( a \), i.e. \( a_j = 1 \) for all \( j \in J \). By the construction \( g(y, x) \) is nonlinear for those \( y \) satisfying \([y] \in J \), where \([y]\) denotes the decimal representation of \( y \). Then,

\[
W_y((\beta, \alpha)) = \sum_{y \in F_2} \sum_{x \in F_2^{2m-1}} (-1)^{\beta(y,x) + (y,x) \cdot \alpha} =
\]

\[
\sum_{y \in F_2^m \mid [y] \notin J} \sum_{x \in F_2^{2m-1}} (-1)^{\beta(y,x) + x \cdot \alpha} + \sum_{y \in F_2^m \mid [y] \in J} \sum_{x \in F_2^{2m-1}} (-1)^{\beta(y,x) + x \cdot \alpha}
\]

Note that for those \( y \), such that \([y] \notin J \), we have \( g(y, x) + x \cdot \alpha = (\sum_{j \in J} A_{[y],j} + \alpha) \cdot x \), hence the exponent above is a linear function in \( x \). Also for a given \( y \) such that \([y] \notin J \), the exponent above can be written as \( g(y, x) + x \cdot \alpha = (\sum_{j \in J} A_{[y],j} + \alpha) \cdot x + \prod_{k=1}^{m-1} x_k^{A_{[y],j} \cdot [y^{(k)}] \cdot \alpha} \). There are two cases to be considered.

Firstly suppose that \( \alpha \in F_2^{2m-1} \) is such that \( \alpha \neq \sum_{j \in J} A_{[y],j} \) for any \( y \) such that \([y] \notin J \). Then the first sum of equation (17) is obviously zero. Computing the second sum, the worst case arises if \( \alpha = \sum_{j \notin J} A_{[y],j} \) for some \( y \) such that \([y] \notin J \). But this \( y \) is unique due to the properties of the construction. Denote this \( y \) by \( y' \), and also for convenience let \( \prod_{k=1}^{m-1} x_k^{A_{[y],j} \cdot [y^{(k)}] \cdot \alpha} = x_{u_1} x_{u_2} \cdots x_{u_{2^{m-1}-1}} \), and \( c = \sum_{j \notin J} A_{[y],j} + \alpha \). Thus the second sum in (17) can be written as,

\[
\left| \sum_{y \in F_2^m \mid [y] \notin J} \sum_{x \in F_2^{2m-1}} (-1)^{\beta(y,x) + x \cdot \alpha} \right| \leq \left| (-1)^{\beta(y,x) + x \cdot \alpha} \right| + \sum_{x \in F_2^{2m-1}} (-1)^{\beta(y,x) + x \cdot \alpha}
\]

\[
\left| \sum_{y \notin [y]} \sum_{x \in F_2^{2m-1}} (-1)^{\beta(y,x) + x \cdot \alpha} \right| \leq \left( 2^{m-1} - 2^{m-1} \right) + (s-1)2^{m-1}.
\]

Hence in this case \( |W_y((\beta, \alpha))| \leq (2^{m-1} - 2^{m-1}) + (s-1)2^{m-1} = 2^{m-1} - (s-2)2^{m-1} \). Remark that \( \alpha \) can be such that \( \alpha \neq \sum_{j \notin J} A_{[y],j} \) for any \( y \), either \([y] \in J \) or \([y] \notin J \). Then it is easy to verify that \( |W_y((\beta, \alpha))| \leq s2^{m-1} \), for such an \( \alpha \).

When \( \alpha \in F_2^{2m-1} \) is such that \( \alpha = \sum_{j \notin J} A_{[y],j} \) for some \( y \) such that \([y] \notin J \), then the first sum above is equal to \( 2^{m-1} \). Then using the similar calculation as above, the second sum in (17) satisfies

\[
\left| \sum_{y \in F_2^m \mid [y] \notin J} \sum_{x \in F_2^{2m-1}} (-1)^{\beta(y,x) + x \cdot \alpha} \right| \leq s2^{m-1}.
\]
Thus, for such an $\alpha$ we have $|W_\mathbf{g}((\beta, \alpha))| \leq (2^{2m-1}) + s2^{2m-1}$.

Obviously the maximum value in the Walsh spectra correspond to the latter case and takes the highest value when $wt(a) = m$,

$$\max_{(\beta, \alpha) \in F_2 \times F_2^{2m-1}} |W_G((\beta, \alpha))| \leq (2^{2m-1}) + m2^{2m-1},$$

and the statement is proved. \qed
Abstract. The susceptibility of iterated block ciphers to differential cryptanalysis is minimised by using S-box functions with low differential uniformity.

We extend the idea of differential uniformity to S-boxes with array inputs, giving a unified perspective from which to approach existence and construction problems for highly nonlinear functions. Properties of 2D differentially $m$-uniform functions are derived, two constructions are given and relationships with known 1D PN and APN functions are demonstrated.

1 Introduction

The differential attack introduced by Biham and Shamir [1] has had a substantial effect on the design of block encryption algorithms, requiring the establishment of theoretical measures of resistance to differential attacks and the construction of resistant functions, as well as study of the links with other design criteria.

Nyberg [15, p.15] introduced differential $m$-uniformity as one such measure: she defined a function $f : G \to C$ of abelian groups to be differentially $m$-uniform if $m = \max \{|h \in G : f(g + h) - f(h) = c : g \in G, g \neq 0, c \in C\}$, where $|X|$ denotes the cardinality of set $X$. If $f$ is an S-box function, its susceptibility to differential cryptanalysis is minimised if $m$ is as small as possible.

Nyberg’s original perfect nonlinear (PN) functions [14, Def. 3.1] have $G = \mathbb{Z}_a^n$ and $C = \mathbb{Z}_b^n$, $a \geq b$, and when $n = 2$ they are precisely the (vectorial) bent functions (cf. Chabaud and Vaudenay [4, p.358]). When $a = b$, the concepts of differentially 1-uniform, PN and planar functions all coincide. We know examples of such PN functions exist when $n$ is an odd prime $p$, but cannot exist when $p = 2$. When $a = b$, a differentially 2-uniform function is also termed almost perfect nonlinear (APN) and when, additionally, $n$ is even, it is a semi-planar function (Coulter and Henderson [5, §2]). When $n$ is odd, any maximally nonlinear function is APN (cf. [4, Theorem 4]). The best that can be expected when $p = 2$ is an APN function. For primes $p$, the quest for PN and APN functions $\mathbb{Z}_p^n \to \mathbb{Z}_p^n$ focusses on polynomial power functions in the Galois Field $\text{GF}(p^n)$, see for example [6,9,11]. For contributions to the more general theory of differential uniformity for block ciphers see for example [10,23].
Recent interest in encryption algorithms involving arrays, sparked by the choice of Rijndael as the AES algorithm, raises the problem of differential cryptanalysis of ciphertext which is genuinely array-encrypted (rather than, for example, encrypted by a set of key-dependent S-boxes each encrypting an input block). The purpose of this paper is to extend the ideas of differential uniformity to S-boxes accepting array inputs, and to determine properties, constructions and links with the one-dimensional case of block inputs.

Highly nonlinear functions of arrays may themselves also provide a potential source of key-dependent S-boxes for block inputs, or of mixer functions for iterative block ciphers, or of hash-based MACs.

2 Total Differential Uniformity for Arrays

Suppose hereafter that $G$ is a finite group (not necessarily abelian), written multiplicatively, and $C$ is a finite abelian group, written additively.

The function $\phi : G \rightarrow C$ is normalised if $\phi(1) = 0$. The set of normalised mappings $\phi : G \rightarrow C$ forms an abelian group $C^1(G, C)$ under pointwise addition. Given $\phi \in C^1(G, C)$, for each $a \in G$ and $c \in C$ we set $n_\phi(a, c) = |\{ g \in G : \phi(ag) - \phi(g) = c \}|$ and say the distribution of $\phi$ is the multiset of frequencies $D(\phi) = \{n_\phi(a, c) : a \in G, c \in C\}$. Then $\phi$ is differentially $\Delta_\phi$-uniform if $\max\{n_\phi(a, c) : a \in G, c \in C, a \neq 1\} = \Delta_\phi$.

We extend these ideas to two dimensions. Let $C^2(G, C)$ be the set of two-dimensional functions $\Phi : G \times G \rightarrow C$ which satisfy $\Phi(1, g) = \Phi(g, 1) = 0$, $g \in G$. Under pointwise addition $C^2(G, C)$ is an abelian group.

A differential attack on an S-box function $\Phi$ with two-dimensional array inputs would involve fixing an input pair $(a, b) \neq (1, 1) \in G \times G$ and looking for bias in the frequencies of output differences $\Phi(ag, hb) - \Phi(g, h)$, as $(g, h)$ runs through $G \times G$. Consequently, the susceptibility of such a function to differential attack is minimised if the maximum of these frequencies is as small as possible.

**Definition 1** For $\Phi \in C^2(G, C)$ and for each $(a, b) \in G \times G$ and $c \in C$, we set $n_\Phi(a, b; c) = |\{(g, h) \in G \times G : \Phi(ag, hb) - \Phi(g, h) = c\}|$.

Define $\Phi$ to be totally differentially $m$-uniform if

$$\max\{n_\Phi(a, b; c) : (a, b) \neq (1, 1) \in G \times G, c \in C\} = m.$$ 

Optimal total differential uniformity will occur only when every element of $C$ arises as a total differential equally often; that is, when $|C|$ divides $|G|^2$ and $m = |G|^2/|C|$.

Obviously, if $G$ is abelian, which is usual for implementations, $hb = bh$ in the above definition and the 2D directional derivative $(d\Phi)_{(a, b)}$ of $\Phi$ in direction $(a, b)$ may be defined unambiguously: $(d\Phi)_{(a, b)}(g, h) = \Phi(ag, bh) - \Phi(g, h)$. The
notions above then naturally extend to \( n \)-dimensional functions \( \Phi : G^n \to C \), but here we are only going to deal with the 2D case.

We will focus most attention on those elements of \( C^2(G, C) \) which satisfy a further condition and are known as cocycles. A normalised (2-dimensional) cocycle is a mapping \( \psi : G \times G \to C \) satisfying \( \psi(1, 1) = 0 \) and

\[
\psi(g, h) + \psi(gh, k) = \psi(g, hk) + \psi(h, k), \quad \forall g, h, k \in G.
\]

(1)

We can usefully represent a cocycle \( \psi \) as a matrix \( [\psi(g, h)_{g, h \in G}] \) with rows and columns indexed by the elements of \( G \) in some fixed ordering (beginning with the identity 1).

For fixed \( G \) and \( C \), the set of cocycles forms a subgroup \( Z^2(G, C) \) of \( C^2(G, C) \). There is a natural homomorphism \( \partial : C^1(G, C) \to Z^2(G, C) \) which, as we will show, preserves distribution properties. For \( \phi \in C^1(G, C) \), define \( \partial \phi : G \times G \to C \) to be

\[
\partial \phi(g, h) = \phi(gh) - \phi(g) - \phi(h), \quad g, h \in G.
\]

(2)

Then \( \partial \phi(1, g) = \partial \phi(g, 1) = 0, \quad g \in G \). A function \( \partial \phi \) satisfying (2) is called a coboundary, and measures the amount by which \( \phi \) differs from a homomorphism of groups. The coboundaries form a subgroup \( B^2(G, C) \) of \( Z^2(G, C) \), and \( \ker \partial \) is the group of homomorphisms \( \text{Hom}(G, C) \) from \( G \) to \( C \), so the induced mapping \( \partial : C^1(G, C) / \text{Hom}(G, C) \to B^2(G, C) \) is an isomorphism.

The advantages of using cocycles are manifold: firstly, coboundaries are cocycles so the extension from 1D to 2D functions is very natural; secondly, a lot is known about the group of cocycles so the search for highly nonlinear 2D functions can be undertaken in a structured way rather than by exhaustive search; and thirdly, the frequency counts of the total differential of a cocycle may be simplified in terms of the frequency counts of the partial differentials in the row and column directions of the cocyclic matrix.

For \( \Phi \in C^2(G, C) \), and for \( k \in G \), the left first partial derivative \( (\Delta_1 \Phi)_k : G \times G \to C \) of \( \Phi \) in direction \( k \) is \( (\Delta_1 \Phi)_k(g, h) = \Phi(kg, h) - \Phi(g, h) \) and the right first partial derivative \( (\nabla_1 \Phi)_k : G \times G \to C \) of \( \Phi \) in direction \( k \) is \( (\nabla_1 \Phi)_k(g, h) = \Phi(gk, h) - \Phi(g, h) \). Corresponding definitions apply for the second partial derivatives \( (\Delta_2 \Phi)_k \) and \( (\nabla_2 \Phi)_k \).

Lemma 1 Let \( \psi \in Z^2(G, C) \). Then
\[
n_\psi(a, b; c) = \left| \{(g, h) \in G \times G : (\Delta_1 \psi)_a(g, b) + (\nabla_2 \psi)_h(a, g) = c\} \right|.
\]

Proof. Assume \((a, b) \neq (1, 1) \in G \times G \). Then
\[
n_\psi(a, b; c) = \left| \{(g, h) \in G \times G : \psi(ah, bb) - \psi(g, h) = c}\right| = \\
\left| \{(g, h) \in G \times G : \psi(ah, bb) - \psi(ah, h) + \psi(ah, h) - \psi(g, h) = c}\right|
\]
and by (1) this equals
\[
\left| \{(g, h) \in G \times G : (\psi(ah, b) - \psi(h, b)) + (\psi(a, gh) - \psi(a, g)) = c}\right|. \qed
3 Coboundaries and Differential Row Uniformity

In [12] the distribution of a 1D function is related to the row frequencies of the corresponding 2D coboundary matrix. There is a differential action of $G$ on $C^1(G, C)$ which preserves distributions.

**Definition 2** 1. For $\Phi \in C^2(G, C)$, define $N_\phi(g, c) = |\{ h \in G : \Phi(g, h) = c \}|$, $g \in G, c \in C$ and $M_\phi(h, c) = |\{ g \in G : \Phi(g, h) = c \}|, h \in G, c \in C$. The distribution of $\Phi$ is the multiset of row frequencies

$$\mathcal{D} (\Phi) = \{ N_\phi(g, c) : g \in G, c \in C \}.$$

Define $\Phi$ to be differentially $\Delta_\phi$-row uniform if

$$\Delta_\phi = \max \{ N_\phi(g, c) : g \in G, c \in C, g \neq 1 \}$$

and differentially $\nabla_\phi$-column uniform if

$$\nabla_\phi = \max \{ M_\phi(g, c) : g \in G, c \in C, g \neq 1 \}$$

2. The shift action of $G$ on $C^1(G, C)$ is defined for $k \in G$ and $\phi \in C^1(G, C)$ by $\phi \cdot k : g \mapsto (\nabla \phi)_g(k) = \phi(kg) - \phi(k), g \in G$. The shift action of $G$ on $C^2(G, C)$ is defined for $k \in G$ and $\Phi \in C^2(G, C)$ to be

$$(\Phi \cdot k)(g, h) = (\nabla \Phi)_g(k, h) = \Phi(kg, h) - \Phi(k, h), g, h \in G.$$ 

Note that in [12], the differential row-uniformity property was termed differential uniformity. This should not be confused with total differential uniformity as described here.

**Lemma 2** [12] Let $\phi \in C^1(G, C)$. Then for any $\gamma \in \operatorname{Aut}(C)$, $k \in G$, $\theta \in \operatorname{Aut}(G)$, $\mathcal{D}(\phi) = \mathcal{D}(\gamma \circ (\phi \cdot k) \circ \theta)$ and $\Delta_\phi = \Delta_{\gamma \circ (\phi \cdot k) \circ \theta}$. \hfill \Box

**Lemma 3** [12] For $\psi \in Z^2(G, C)$ define $\mathcal{B}(\psi) \subset Z^2(G, C)$ to be

$$\mathcal{B}(\psi) = \{ \gamma \circ (\psi \cdot k) \circ (\theta \times \theta), \gamma \in \operatorname{Aut}(C), k \in G, \theta \in \operatorname{Aut}(G) \}.$$ 

Then

(i) if $\phi \in C^1(G, C)$, then $\mathcal{D}(\phi) = \mathcal{D}(\partial \phi)$ and $\Delta_\phi = \Delta_{\partial \phi}$;

(ii) $\mathcal{B}(\partial \phi) = \{ \partial (\gamma \circ (\phi \cdot k) \circ \theta), \gamma \in \operatorname{Aut}(C), k \in G, \theta \in \operatorname{Aut}(G) \}$ for $\phi \in C^1(G, C)$;

(iii) $\mathcal{D}(\psi) = \mathcal{D}(\varphi)$ for all $\varphi \in \mathcal{B}(\psi)$. \hfill \Box

In this section, we describe properties of differentially row-uniform cocycles. We will use the term PN (perfect nonlinear) for differentially $m$-row-uniform cocycles when $|C|$ divides $|G|$ and $m = |G|/|C|$. It is known that the existence of a PN cocycle is equivalent to the existence of a $\{ |G|, |C|, |G|/|C| \}$ relative difference set in some central extension of $C$ by $G$. In particular, when $G = C$
is an elementary abelian $p$-group, the existence of a differentially 1-row-uniform (PN) cocycle corresponds to the existence of a central $(p^n, p^n, p^n, 1)$ relative difference set.

We will also use the term APN (almost perfect nonlinear) for differentially 2-row-uniform cocycles when $G = C$ is an elementary abelian $p$-group.

Canteaut’s characterisation [2] of binary 1D APN functions in terms of ‘second derivatives’ is in fact a special case of a characterisation of arbitrary differentially $m$-row uniform cocycles: no more than $m$ entries in any non-initial row of the matrix corresponding to any shift of the cocycle can be 0.

**Theorem 1** $\psi \in Z^2(G, C)$ satisfies $\Delta_\psi \leq m$ if and only if, for all $g \neq 1$, $h \neq 1 \in G$ and all $k \in G$, $\{(h \in G : (\psi \cdot k)(g, h) = 0)\} \leq m - 1$.

**Proof.** If $\Delta_\psi \leq m$ then by Lemma 3 $\Delta_{\psi \cdot k} \leq m$ for any $k \in G$ and the row condition holds. Conversely, if $\Delta_\psi \geq m + 1$ then for some $g' \neq 1 \in G$, there exist $m + 1$ distinct elements $x, y_1, y_2, \ldots, y_m \in G$ such that $\psi(g', x) = \psi(g', y_1) = \psi(g', y_2) = \ldots = \psi(g', y_m)$. Write $y_i = xu_i, \ i = 1, \ldots, m$, and $g = x^{-1}g'x$. By Equation (1), $\psi(g', xu_i) - \psi(g', x) = (\psi \cdot x)(g, u_i) = 0, \ i = 1, \ldots, m$, giving $m$ distinct values $h \neq 1$ for which $(\psi \cdot x)(g, h) = 0$. □

Canteaut’s characterisation, namely: $\phi$ is APN if and only if, for all non-zero $g \neq h \in G$, $\Delta((\Delta\phi)g)(k) \neq 0, \forall k \in G$, is the case $m = 2, G = C = (GF(2^n), +)$, $\psi = \partial\phi$ of Theorem 1 noting that $\Delta((\Delta\phi)g)(k) = \phi(k + g + h) - \phi(k + g) - \phi(k + h) + \phi(k) = (\partial(\phi \cdot k))(g, h) = ((\partial\phi) \cdot k)(g, h)$.

**Corollary 1** (Canteaut [2]) Let $G = (GF(2^n), +)$. Then $\phi \in C^1(G, G)$ is APN if and only if, for all $g \neq 0, h \neq 0 \in G$ and all $k \in G$, $((\partial\phi) \cdot k)(g, h) \neq 0$ unless $h = g$. □

A general family of differentially row-uniform coboundaries may be constructed from DO polynomials. Recall that a DO (Dembowski-Ostrom) polynomial [5] p.25 is a mapping $\phi : GF(p^n)[x] \rightarrow GF(p^n)[x]$ which, when reduced modulo $x^{p^n} - x$, is of the form

$$\phi(x) = \sum_{i=0}^{a-1} \sum_{j=0}^{a-1} \lambda_{ij} x^{p^i + p^j}, \ \lambda_{ij} \in GF(p^n). \quad (3)$$

If $\phi$ is a DO monomial then there exists $m$ such that $N_{\phi}(g, c) = m$ or 0 for every $g \neq 0$ and every $c \in G$. (We are informed Ostrom has an unpublished geometric proof of this and calls $\phi$ with this property quasi-planar. Apparently, for $m > 2$, all of the known quasi-planar functions may be represented by DO monomials.)

Moreover, $m$ is a power of $p$. This means that not only is $\partial\phi$ differentially $m$-row-uniform, it is actually a PN coboundary from $G \times G$ to a subgroup of $G$. 
Theorem 2 (Construction A) Let $G = C = \text{GF}(p^a)$ and let $\phi : G \to G$ be a DO monomial, $\phi(g) = g^{p^i + p^j}$, $g \in G$. Then there exists $0 \leq b \leq a$ such that $N_{\phi}(g, c) = p^b$ or $0$ for every $g \neq 0 \in G$ and every $c \in G$. Consequently $\partial \phi$ is differentially $p^b$-row-uniform and $\partial \phi : G \times G \to \text{Im}(\partial \phi)$ is PN.

Proof. Since $\partial \phi(g, h) = g^{p^i}h^{p^j} + h^{p^i}g^{p^j}$ and $\partial \phi(g, 0) = 0$, if we fix $g \neq 0$, we may set $N_{\phi}(g, 0) = m \geq 1$. Since $\partial \phi(g, h_1 + h_2) = \partial \phi(g, h_1) + \partial \phi(g, h_2)$, if $N_{\phi}(g, c) \neq 0$ then $N_{\phi}(g, c) = N_{\phi}(g, 0) = m$. This additivity also ensures that $\text{Im}(\partial \phi(g, -))$ is a subgroup of $G$, so $\text{Im}(\partial \phi(g, -)) \cong Z_{p^b}$ for some $0 \leq b \leq a$. A counting argument shows $m = p^b$. Since $\partial \phi(kg, kh) = k^{p^i + p^j} \partial \phi(g, h)$, $N_{\phi}(kg, 0) = N_{\phi}(g, 0) = p^b$ for every $k \neq 0 \in G$. □

In fact the parameter $p^b$ in Theorem 2 is readily determined.

Lemma 4 Let $G = C = \text{GF}(p^a)$ and let $\phi : G \to G$ be a DO monomial, $\phi(g) = g^{p^i + p^j}$, where $i \leq j$.

1. When $p = 2$, $\Delta_{\phi}(g) = 2^a$ when $i = j$, $\Delta_{\phi}(g) = 2$ when $i < j$ and $(a, j - i) = 1$ and $\Delta_{\phi}(g) = 2^{(j-i)}$ when $i < j$ and $(a, j - i) > 1$.
2. When $p$ is odd, $\Delta_{\phi}(g) = 1$ when $i = j$ or when $i < j$ and $a/(a, j - i)$ is odd and $\Delta_{\phi}(g) = p^{(a,j-i)}$ otherwise.

Proof. By taking $\theta$ in Lemma 3 to be the Frobenius automorphism $\theta(g) = g^{p^{-i}}$ of $\text{GF}(p^a)$, we see $\Delta_{\phi}(g) = \Delta_{\phi(g \circ \theta^a)}$ so we may assume that $\phi(g) = g^{1+p^{i-j-i}}$. The cases $i = j$ follow directly. Suppose $0 < j-i = k$ and let $g = 1$ and $n_p = |\{h \in G : h \neq 0, h \neq 1, h + h^{p^k} = 0\}| = |\{h \in G : h \neq 0, h \neq 1, h^{p^k} = -1\}|$. If $p = 2$, $N_{\phi}(1, 0) = 2 + n_2$ and $n_2 = 0$ if $(2^{a-1}, 2^{k-1}) = 1$ or $(a, k) = 1$; $n_2 = 2p^{k-2}$ otherwise. If $p$ is odd, $N_{\phi}(1, 0) = 1 + n_p$ and $n_p = 0$ if $a/(a, k)$ is odd (e.g. see [3] Theorem 3.3]). If $n_p > 0$, $\alpha$ is a primitive element of $\text{GF}(p^a)$ and $(\alpha^m)^{(p^k-1)} = -1$ then all other solutions $(\alpha^m)^{(p^k-1)} = -1$ satisfy $n = m + t(p^a - 1)/2(p^d - 1)$ for some integer $t$ where $d = (a, k)$, and there are only $p^d - 1$ values of $t$ giving distinct solutions. □

This construction clearly cannot explain the existence [11] of APN power functions for odd $p$. However, it does account for the simplest known classes of PN and APN power functions.

Example 1 Let $G = C = \text{GF}(p^a)$ and let $\phi : G \to G$ be a DO monomial, $\phi(g) = g^{p^i + p^j}$, $g \in G$.

1. If $i = j = 0$ and $p$ is odd, $\partial \phi$ (and $\phi$) is differentially 1-row-uniform (see [11] Theorem 1.1]).
2. If $i = 0$, $j \geq 1$ and $p$ is odd, $\partial \phi$ (and $\phi$) is differentially 1-row-uniform if and only if $a/(a, j)$ is odd (see [11] Theorem 1.2]).
3. If $i = 0$, $j \geq 1$ and $p = 2$, $\partial \phi$ (and $\phi$) is APN if and only if $(a, j) = 1$ (see [5] Theorem 3.3)).
We now give a construction of $m\ell$-row-uniform functions from $m$-row-uniform functions.

**Theorem 3 (Construction B)** Let $\Phi \in C^2(G, C)$ and let $f \in \text{Hom}(C, C)$. If $\Delta_\Phi = m$ and $f(C)$ has index $\ell$ in $C$ then $\Delta_{f \circ \Phi} \leq m\ell$. In particular, if $|G| = |C|$ and $\Delta_\Phi = 1$ then $\Delta_{f \circ \Phi} = \ell$.

Proof. If $c' \notin \text{Im} f$ then $N_{f \circ \Phi}(g, c') = 0$. If $c' \in \text{Im} f$ and $f(c) = c'$ then $N_{f \circ \Phi}(g, c') = \sum_{d \in \text{Ker} f} N_{\Phi}(g, c + d) \leq m\ell$. □

Because of the extensive literature on existence of $(p^a, p^a, p^a, 1)$ relative difference sets, we know there are many infinite families of 2D functions $\psi$ on $G = C = (\text{GF}(p^a), +)$ satisfying $\Delta_\psi = 1$. For example, Horadam and Udaya [13, Corollary 3.6, Table 1] show that the number of equivalence classes of such relative difference sets is at least $a$ and in general appears to be much greater.

So we can construct square arrays such that the difference of every pair of distinct rows (and also, distinct columns) meets every element of $\text{GF}(p^a)$ exactly once. One of the most interesting features from a practical point of view is that families with $\Delta_\psi = 1$ exist even when $p = 2$, in contrast with the 1D functions $\phi$ where $\Delta_\phi = \Delta_{\partial \phi} = 2$ is the best possible.

Construction B may therefore be employed to construct binary APN functions, but again, cannot account for the existence of APN power functions for odd $p$. There is some evidence to suggest the latter functions may arise from symmetrisations of differentially 1-row-uniform functions, and we conjecture their form below.

A mapping $\Phi \in C^2(G, C)$ is symmetric if $\Phi(g, h) = \Phi(h, g)$ always. For example, if $G$ is abelian, any coboundary $\partial \phi$ is symmetric. The symmetrisation $\hat{\Phi} \in C^2(G, C)$ of $\Phi$ is

$$\hat{\Phi}(g, h) = \Phi(g, h) + \Phi(h, g), \ g, h \in G.$$  \hspace{1cm} (4)

The symmetrisation of a cocycle $\psi \in Z^2(G, C)$ is not necessarily a cocycle, but if $G$ is abelian or $\psi$ is symmetric, $\hat{\psi}$ is a cocycle.

**Conjecture**: Suppose $p$ is odd. Let $\phi$ be a DO monomial and set $\Phi(g, h) = \phi(g)h$, so $\Delta_\Phi = 1$. If $\hat{\Phi} = \partial \varphi$ for some coboundary $\partial \varphi$ then $\Delta_{\hat{\Phi}} = 2$.

4 Multiplicative Cocycles

In this section we deal with a class of cocycles for which the total differential frequencies are easily calculated.

A cocycle $\psi \in Z^2(G, C)$ is multiplicative if it is a homomorphism in either coordinate (and hence, by (1), in both coordinates).

**Lemma 5** If $\psi \in Z^2(G, C)$ is multiplicative, and $(a, b) \neq (1, 1) \in G \times G$, then $n_\psi(a, b; c) = \sum_{e \in C} N_\psi(a, e)M_\psi(b, c - e)$.

Consequently, if $\psi$ is multiplicative and PN, then $\psi$ has optimal total differential uniformity.
Proof. Assume \((a, b) \neq (1, 1) \in G \times G\). Then \(n_\psi(a, b; c) = \)
\[
|\{(g, h) \in G \times G : \psi(ag, bh) - \psi(g, h) = c\}| = \\
|\{(g, h) \in G \times G : \psi(ag, b) + \psi(a, h) = c\}| = \\
\sum_{e \in C} |\{h \in G : \psi(a, h) = e\}| \cdot |\{g \in G : \psi(ag, b) = c - e\}|
\]
If \(\psi\) is PN, then \(N_\psi(a, e) = M_\psi(b, c - e) = |G|/|C|\) for all \(e\) and \(n_\psi(a, b; c) = |G|^2/|C|^2\). \(\square\)

Chen (cf. [13, Lemma 2.11]) has shown that if a multiplicative cocycle is PN
there is a prime \(p\) such that both \(G\) and \(C\) are elementary abelian \(p\)-groups.

The multiplicative PN cocycles with \(G = C\) may be characterised in terms of
presemifields. Recall that \((F, +, \ast)\) is a presemifield if \((F, +)\) is an abelian group
(with additive identity 0), \((F \setminus \{0\}, \ast)\) is a quasigroup (that is, for any non-zero
\(g, h\) in \(F\), there are unique solutions in \(F\) to \(g \ast x = h\) and \(y \ast g = h\), and both
distributive laws hold).

**Theorem 4** Let \(G\) be abelian and \(\psi \in \mathbb{Z}^2(G, G)\) be multiplicative. Then \(\psi\) is
PN if and only if \((G, +, \psi)\) is a presemifield.

Proof. If \((G, +, \psi)\) is a presemifield with multiplication \(\psi\) (that is, \(\psi(g, h) = g \ast h\))
then by [13] Lemma 2.8 \(\psi\) is PN. Conversely, if \(\psi\) is PN then \(G = C = (\mathbb{Z}_p)^a\)
and for any \(g, h \neq 0 \in G\), there are unique solutions in \(G\) to \(\psi(g, x) = h\) and
\(\psi(y, g) = h\). Finally, both distributive laws hold by multiplicativity. \(\square\)

Multiplicative cocycles are wholly determined by their values on pairs of
elements from a minimal generating set for \(G\). As any other values are found by
additions only, they are fast to compute by comparison with non-multiplicative
cocycles, for which a generating set may be difficult to determine and from which
other entries must be computed using (1).

Since the multiplicative cocycles are so highly structured, we always have to
balance their potential utility as array-input S-box functions against the ease
of recovering them. However, in the most likely case that \(G = (\mathbb{Z}_p)^a\), there are
\(|C|^a^2\) multiplicative cocycles, so for example in the binary case we only need,
say, \(a = 32\) for a search space of size \(2^{1024}\), prohibitively large for exhaustion.

**5 Application to Block Cipher Design**

We close with some observations about the application of 2D functions to the
design of (binary) iterated block ciphers. In Rijndael, as in its predecessor Square,
arrays are formed in a round by dividing a 128-bit input block into 16 bytes
and writing them, in order, into a \(4 \times 4\) array of bytes. Round transformation
then involves specified row and column permutations of the array of bytes as
well as byte substitutions. A stated aim of this design feature was to minimise
susceptibility to linear and differential cryptanalysis [7,8].

A 2D function, acting on array inputs, provides a model which captures
essential features of this design. It is not necessary that every possible ordered
pair be an input to the 2D function. (In the case of Rijndael and Square, the 16 bytes appear as 4 rows of entries from GF($2^8$), for instance, so the round encryption can be regarded as a mapping $X \times GF(2^8) \to GF(2^8)$ where $X$ is a subset of size 4 in $GF(2^8)$.) If a 2D function $\Phi : GF(2^a) \times GF(2^a) \to GF(2^b)$ with low total differential uniformity is used, this property will be inherited by any subset $X \subseteq GF(2^a)$.

Another design feature which might easily be incorporated into a 2D model is the L-R splitting of input typical in Feistel ciphers. Input blocks of even length $2a$, written as usual as concatenated blocks $x = x_1x_2$ each of length $a$, form input pairs $(x_1, x_2)$ to a round function $\Phi : GF(2^a) \times GF(2^a) \to GF(2^b)$. If $b < 2a$ there clearly is compression of output; this has been acceptable in the design of DES S-boxes, for example, because the input blocks had been suitably expanded. As pointed out above, the case $b = a$ has had the most attention in the literature.

However, to truly exploit the idea of array inputs involved in both the above design features, it seems reasonable in future to look for optimal totally differentially $m$-uniform functions where $m < 2a$ and, indeed, where $m = 1$; that is, $b = 2a$.

We can also consider applying good 2D functions to the design of key-dependent or randomised S-boxes for iterated block ciphers. Here, for each input block the S-box function is selected from a large set $\{S_k, k \in K\}$ of S-box functions, to spread any biases inherent in individual S-box functions. In effect, this replaces a monoalphabetic substitution in a given round by a polyalphabetic substitution. This can be thought of as a 2D S-box, with (say) the first coordinate being the identifier of the 1D S-box to be used and the second coordinate being the input block for the round. The keyed S-box is then a 2D function $S(k, x) = S_k(x), x \in M$ of the key and message spaces.

If instead, a 2D function $\Phi$ with low total differential uniformity is chosen, and the collection of 1D S-boxes derived as $S_k = \Phi(k, -)$, it should be possible to guarantee improved robustness to differential attacks on auto or cross-correlated output blocks, by a measurable amount. For example, if $K = M = (\mathbb{Z}_p)^a$ and $\psi : K \times M \to M$ is a cocycle with optimal total differential uniformity then the differences $S_{k+b}(x) - S_k(x), b \neq 0 \in M$ are unbiased for each keyed S-box $S_k$.

Finally we emphasise that in the binary case, a 2D point of view can allow us to construct cryptographic functions which are better than their 1D counterparts. The following instance is probably the simplest demonstration of this statement.

Let $G = C = (\mathbb{Z}_p)^a$, considered as the additive group of GF($p^a$). We know the quadratic function $\phi(g) = g^2, g \in G$ and the corresponding coboundary $\partial \phi(g, h) = 2gh, g, h \in G$ have the same differential row uniformity, by Lemma 3(i). When $p$ is odd, these functions are PN, that is, optimal, and hence so is the multiplicative cocycle $\psi(g, h) = gh = 2^{-1}\partial \phi(g, h)$, which is field multiplication on GF($p^a$).
When \( p = 2 \), however, \( \phi \) has worst-possible differential uniformity \( \Delta_{\phi} = 2^a \) by Lemma 4.1, and \( \partial \phi = 0 \). Nonetheless, the field multiplication \( \psi(g, h) = gh \) on \( \text{GF}(2^a) \) is PN; in fact it has optimal total differential uniformity.
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1 Introduction

1. I have been associated with Information Security for the last 30 years. I started as a mathematician working on the design and assessment of cryptographic algorithms for the UK Government at a time when cryptography was a Government monopoly. Since then I have been involved in the broader managerial and policy work with my GCHQ career culminating as Director of CESG from 1999 to 2002. During that time I have had ample opportunity to observe the evolution of cryptography as an academic discipline and also as a practical science (the two are often very different). My main conclusion from my 30 years experience is:

Theorem 1. (Empirical) If a user of a cryptographic system can find a way of abusing it he will do so.

This is actually just a special case of the more general observation:

Theorem 2. (Also empirical) Cryptography provides security subject to the satisfaction of various boundary conditions. In practical applications these conditions are ignored.

2. In this talk I shall illustrate the above theorems and give some pointers towards avoiding their inherent dangers.

2 Cryptography for COMSEC

3. The traditional application for Cryptography is to provide Communications Security (COMSEC), the purpose being to protect the content of communications which have been intercepted by unauthorised third parties. The cryptography provides:

a. A practical algorithm for the originator of a message to encrypt the message.
b. A practical algorithm for the legitimate recipient to decrypt the message.
c. Some assurance that no unauthorised third party can find a practical algorithm to decrypt the message.
Cryptography is sufficient to provide the wanted COMSEC if in addition:

- d. Unauthorised parties can’t intercept the communication before the encryption takes place or after the decryption takes place.
- e. Unauthorised parties can’t masquerade as the legitimate recipient.
- f. Practices are not introduced to compromise the security offered.
- g. Equipment malfunction does not compromise the security.
- h. Unauthorised parties cannot interfere with the equipment or transmission in ways that compromise the security.

4. These conditions form the basis of COMSEC assessment, yet they are ‘so obvious’ that they are often forgotten and actual implementation or deployment of cryptography can introduce subtle breaches. For example in World War II the German Enigma didn’t quite satisfy c, but most importantly in order to implement b, the Germans breached f.

5. This leads us to one of the main properties of Cryptography. Cryptography does not solve the security problem but changes its nature. The aim is to transform the problem into one that is solvable. (Just like Mathematics). Consider the original COMSEC problem: how to communicate securely in the absence of a physically secure channel. The cryptographic solution is to prepare in advance to enable the secure communications to take place. A physically secure channel is still needed to distribute machines and keys to support cryptographic protection but this has now been separated from the actual communication of information. The communications are sent over an open (insecure) channel when required protected by cryptography that has been pre-established.

6. An example is the one time pad. It can be proven that the one time principle offers absolute security. However the encryption consumes exactly the same quantity of key as there is plain text to be sent. Thus there is no saving at all in the need to communicate through a secure channel. The saving is that the key can be distributed at a time and manner of the communicators’ choice. So a secure channel can be established (eg by using armed couriers) to distribute the one time key that can then be used when it is required (usually in circumstances when a physically secure channel is unavailable). A theoretically interesting refinement was proposed by Massey in the early 1980’s which he dubbed the Rip Van Winkle cipher. In this system the one time key was transmitted in clear in advance. However the transmission was so long that the cost of searching for the key being used for any particular encryption was prohibitive (there being potentially infinite time elapsing between transmission of the key and its use to encrypt a message – hence Rip Van Winkle).

7. Later refinements have generally been an attempt to approximate the security advantages of the one-time key while minimizing the key distribution overhead. The solutions replace the genuine randomness of the one time key with a pseudo-random generator seeded with a much shorter key. For example modern stream ciphers use a short key (of the order of 50- 250 bits) to seed a pseudo-random
generator that generates a long sequence of bits to encrypt a message directly. The Data Encryption Standard (DES) uses a slightly different encryption rule (64 bit block cipher), but essentially the principle is the same with 56 bits of key seeding an algorithm that provides a pseudo-random encryption method.

8. In general the cryptographic transformation is to convert the problem of secure communication to one of secure key distribution.

3 PKC and The Importance of Authentication

9. Physical key distribution is all very well for small networks or for well-disciplined communications, but can become prohibitively expensive (and inconvenient) for many modern applications. Attempts to solve the associated problems in the 1970’s led to the discovery of Public Key Cryptography (PKC). The important property of PKC is that there is no need for communicators to share any secret information to enable them to set up a secure channel. (Hence the original name for PKC was Non-Secret Encryption (NSE)). This obviated the need for any pre-existing secure channel to distribute keys.

10. Although some methods of PKC can be used to encrypt message directly, they tend to be inconvenient to use in this way and in practise traditional ciphers are still used to encrypt actual messages and PKC is used to distribute (or establish) keys to seed symmetric encryption algorithms. This illustrates a fundamental point about cryptography. Mathematical cryptography is all very well but above all this is a practical science and cryptography must be compatible with technology in order to be of any use. Even today, implementations of PKC are not generally suitable direct encryption of messages. Other techniques are necessary to enable a practical cryptographic system to be implemented and the choice of cryptography is inextricably entwined with the underlying technology. The real reason why old cryptographic principles are superseded is more to do with technology than mathematical security. For example, despite ENIGMA being insecure, the wired-wheel technology on which it is based is fully able to support secure designs – but today’s preferred implementation technologies are ill-suited to the wired-wheel rotor principles and now the whole of rotor-based cryptography has been consigned to the dustbin of history. Similarly the cryptographic principles underlying the hardware electronic designs of the last quarter of the twentieth century are dying out in the face of the need to implement cryptography in newer technologies. Back in the 1970’s one of the problems with PKC was that it could not be implemented cost-effectively with the technology of the day. This was the main reason why it was the late 1980’s before PKC became a practical option even for key management.

11. But PKC brought with it another new issue. In the days when access to specific cryptography involved secure distribution of key (and even equipments) a cryptographic system was considered self-authenticating. Only authorised personnel could make legitimate use of an encryption system so it became an automatic assumption that an encrypted message was authentic. There were some
dangers associated with this assumption but it was more-or-less OK and no-one really thought very much about it except in very exceptional circumstances. The advent of PKC made this assumption very dangerous indeed and one of the earliest objections in CESG to the new technology was for this reason. However it was soon realised that the same technology that gives us PKC can also be used to provide secure authentication. So by the time that practical applications of PKC came on stream the necessary authentication was also available. However, convincing users of the need for such authentication has been a struggle.

4 More General Issues for Cryptographic Science

12. COMSEC remains the application to which cryptography is best suited but modern applications of cryptography extend far beyond traditional COMSEC. I have already mentioned Authentication but beyond that we employ cryptographic mechanisms throughout information systems to support a wide range of assurance services. It has been claimed that cryptography is the key enabler for the information age. This exaggerates its importance but nevertheless cryptography can be a valuable tool in providing the trust necessary for the information age to work.

13. Trust (rather than cryptography) is the key that unlocks the power of the Internet and other information technology. Susceptibility to interception is not really the killer weakness. After all, society has been comfortable with telephony and the postal services for years and, in general, these services are trusted by users despite having relatively weak protection against unauthorised interception (far weaker than internet transactions). Furthermore, although privacy and confidentiality are important concerns, there has been general acceptance of the weaknesses of open telecommunications systems in this regard to enable normal personal and business affairs to proceed. There is no need for extra paranoia over interception of internet communications – and this is recognised by most individuals and organisations who have looked at the issues dispassionately. Paranoia has been fed by special interest groups (often academics, commercial interests or conspiracy theorists as well as Government security experts seeking to bring commercial systems up to military security standards). The paranoid have been heeded because of genuine and visible security failures that have demonstrated the untrustworthiness of the technology.

14. The underlying cause of these failures is the inherent complexity of the technology and the difficulties of integrating a heterogeneous set of applications in a dynamic environment. Classical computer security is based on the twin premises that you can’t trust people but you can trust a machine. So (the theory goes) you get the machine to mediate all transactions involving humans and subject them to strict regulation. GIGO applies! In reality the correct premises are that you can trust most people most of the time (subject to a few provisos – including not hacking them off through excessive regulation) and that you can trust a machine to do what it has been told to do. The difficulties arise in achieving
the right balance of regulation of human beings and in knowing what the ma-
chines have been told to do. While technology (including cryptography) has an
important part to play, this part is primarily supportive rather than controlling
– ‘on tap’ not ‘on top’. The most important contribution to engendering trust
is in human factors. Principal among these is the ability to recover from errors.
Unfortunately the history of human experience with computers is against us.
Too often our culture is based on the machine being right. If the computer says
your Gas Bill is £1 million this quarter then you must have used that much gas!

15. So, one of the prime requirements is to understand what the computer
is doing. For security applications this leads to the importance of Evaluation.
Unfortunately experience has shown that Evaluation is not straightforward –
indeed in strict terms it is impossible! Building trust in this way is necessary
but fraught with difficulties – an art rather than a science – requiring all sorts
of embellishments and compromises.

16. Returning to technological mechanisms in general and cryptography in par-
ticular we find that there is no silver bullet and we again need to understand
the actual role of the technology quite closely. The starting point has to be an
analysis of the requirement and the way in which the technology can support
it. Doing this brings us to the need to establish a clear model of the threat and
then to build up the need for and design of countermeasures. (What are you
trying to achieve and how are you going to achieve it?) In far too many cases
these stages are skipped leading to abuse of the technology and failure to achieve
the necessary security goals. This in turn leads to continued failure to engender
trust.

17. One area of concern to me is the inappropriate reliance on cryptography.
Cryptography (when properly applied) is good for providing confidentiality of
transmissions. And there is a requirement for such confidentiality. But against
the actual level of threat to an internet based application this requirement is
relatively low in terms of its overall value as a defensive measure. The most
serious threats are not aimed against confidentiality and, those that are, exploit
different weaknesses from interception of a transmission within the communica-
tions supporting the net. The actual benefit of the cryptographic mechanism is
small. Yet in many cases this is the only security measure considered. In answer
to my question about the security of a popular commercial share service I was
told that the system was secure because it employed 256 bit cryptography. In
posing my question I was envisaging a wide variety of security failures, none of
which would have been blocked by cryptography regardless of the number of bits
used. Yet this is a common error in cyberspace. Small wonder that hackers thrive
and the systems are not trusted. Another instance of inappropriate reliance on
cryptography is in the nomenclature ‘Secure Site’ to denote those sites which
will communicate using SSL. All this means is that the content of transmissions
is secure from intercept in the physical transmission path. It still allows inter-
cept at switches or of red tails – both of which are much more vulnerable than
the transmission paths. Furthermore malicious transmissions are also protected.
There is no guarantee or even indication of the security of the actual site. Malware can be present on the site and delivered to you through the SSL-protected links. The site may maintain vulnerable, on-line records of your personal data. Your data may be sold to others or abused in a whole legion of ways – but the re-assuring padlock will appear on your screen. So that’s all right isn’t it?

18. Another issue is the acceptance of encrypted communications from untrusted sources. Acceptance of en clair communications from an untrusted source has its risks that need to be managed but these risks are magnified several-fold when the communications are encrypted. What is worse is that our culture is unprepared for the concept of untrusted sources of encrypted communications. Deep down we are still conditioned to a paradigm where access to your cryptography is limited to authorised entities. This paradigm has changed and it is dangerous to accept encrypted communications without secure authentication AND positive re-assurance that the authenticated originator is trusted. When GCHQ began to allow staff to access the internet through the Government Secure Intranet (GSI) – not connected to more highly classified internal GCHQ networks – the security policy included a blanket ban on connections involving encrypted communications because the security authorities in GCHQ had seen the dangers. In unmitigated form this policy is inimical to the conduct of some regular business and ways of approving specific sites have been found – but the important point is that when so-called ‘secure sites’ are involved sound security requires a white list approach.

19. On the more positive side cryptography in its traditional form is important for providing confidentiality against specific threats to transmitted and stored data. The case of stored data carries a number of special risks that need to be addressed. In no particular order these include: protection of loss of data through loss of cryptographic keys; management of decrypted files – no good relying on cryptographic protected if there are lots of copies of the decrypt lying about; access control – no good having cryptographic protection if anyone can access the data with the ‘system’ decrypting it for them; key management in an environment of long-term protection.

20. I now want to make a short digression into the fraught field of social responsibility. Like most other science and technology, cryptology (both cryptography and cryptanalysis) is value-neutral. It can be applied for both good and ill and the decision as to which is which is an ethical one and is independent of the actual technology. There has been an unfortunate tendency (born of American inherent distrust of Government) to adopt a simplistic white hat/black hat approach. Cryptographers are Good Guys protecting information from snooping by Bad Guys. Inconsistently, however, investigative journalists are also Good Guys uncovering information that the Bad Guys want to keep hidden. Whether it is ‘Good’ to maintain the secrecy of information and ‘Bad’ to uncover it or vice-versa is not absolute but dependent on the particular circumstances and viewpoint of the protagonists. Thus from the point of view of the British in 1939 (and the Americans in 1942) the work at Bletchley to uncover German secrets
through the cryptanalysis of Enigma was morally right and clearly the work of Good Guys. German attempts to keep their military secrets, like all other German military activities, were similarly Bad. History agrees. Had the cryptanalysts failed history might have given a different verdict. The situation has not changed. Cryptography in the service of evil remains evil and in the service of good, good. Ditto cryptanalysis. And now that cryptography has spread beyond the service of Government to business and private individuals the ethical issues have also broadened. Cryptography can support trusted business and personal privacy. It can also conceal illegal business activities, cheating customers, Governments, and business competitors. Similarly it can enable the establishment of networks to support paedophilia and terrorism. The challenge for society is to ensure that cryptography can deliver the business and personal benefits through the maintenance of trust in the internet technology while limiting the ability of the same technology to support criminal activities. The traditional American approach based on distrust of their own Government remains one of the greatest obstacles to responsible use of the technology. (This parallels the American gun laws – the constitutional purpose of their ‘right’ to bear arms being to enable Americans to change their Government through armed revolution).

21. To summarise this section: cryptography provides some potentially strong mechanisms to enforce limited aspects of security. In itself it is insufficient and only delivers its promise if soundly implemented and supported by disciplined management processes. Otherwise the situation is like having strong doors and weak walls. Dependence on modern electronic technology is now so great that we can no longer ignore the inadequacies of piecemeal security solutions. The ability to exploit information and communications technology for both personal and business benefit is now limited by the trust we can place in the systems – human and technological. That trust depends on the assurance offered by our security systems. Cryptography of itself cannot provide that assurance and this will become apparent as serious breaches continue to hit the headlines despite claims that the latest cryptography is being used. The power of misapplication of cryptography to undermine confidence and trust should not be underestimated. Assurance will come from appropriate application of cryptography as part of a balanced set of security measures providing security in depth designed to address assessed threats while focussing on realisation of business benefits.

5 Future Directions

22. Today the main applications for cryptography remain COMSEC, authentication and protection of stored data. All these are important and all require improvements in their application. However in some sense these are chiefly concerned with perimeter defence. It is becoming increasingly apparent that perimeter defence is inadequate and that deeper defence is needed. The main part played by cryptography to date is through some form of limited compartmentation (essentially one aspect of protection of stored data). But the major challenges concern integrity of both data and process – with the latter being the more
challenging. Cryptography can (and to a limited extent does) provide some integrity mechanisms but actual applications are patchy and not well integrated. In the pre-electronic world integrity of process is provided mainly by transparency. Transparency remains important for computer-controlled processes but cannot be achieved to the degree necessary to provide adequate assurance. We need assurance that our computers are doing the right thing, are doing the thing right and furthermore are continuing to do so under threat of subversion by hostile agents. How can cryptography help?

23. The biggest security challenges come from the most hidden attacks. Some attacks are apparent – cyber vandals leave their calling card, incompetent attacks get discovered, actual damage gets noticed (although a competent agent would ensure there was no/poor evidence that the damage was deliberately caused). But the most worrying attacks are those that continue without alerting the victim. Detection is the greatest challenge facing security authorities and system owners. What support, if any, can cryptography supply?
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Abstract. A generic or KEM-DEM hybrid construction is a formal method for combining asymmetric and symmetric encryption techniques to give an efficient, provably secure public-key encryption scheme. This method combines an asymmetric key encapsulation mechanism (KEM) with a symmetric data encapsulation mechanism (DEM). A KEM is a probabilistic algorithm that produces a random symmetric key and an asymmetric encryption of that key. A DEM is a deterministic algorithm that takes a message and a symmetric key and encrypts the message under that key. Each of these components must satisfy its own security conditions if the overall scheme is to be secure. In this paper we describe generic constructions for provably secure KEMs based on weak encryption algorithms. We analyse the two most popular techniques for constructing a KEM and note that they are either overly complex or based on needlessly strong assumptions about the security of the underlying trapdoor function. Hence we propose two new, simple methods for constructing a KEM where the security of the KEM is based on weak assumptions about the underlying function. Lastly we propose a new KEM based on the Rabin function that is both efficient and secure, and is the first KEM to be proposed whose security depends upon the intractability of factoring.

1 Introduction

Whilst most dedicated public-key encryption algorithms are fine for sending short messages, many schemes have problems sending long or arbitrary length messages. Most of the normal “modes of operation” which might allow a sender to send a long message using a public-key encryption algorithm directly are crippling inefficient.

One particular way to solve these problems is to use symmetric encryption with a randomly generated key to encrypt a message, and then use asymmetric cryptography to encrypt that (short) random key. This method has been cryptographic folklore for years and, as such, was not formally studied. This led to papers such as [3] which can be used to attack schemes in which the set of symmetric keys is significantly smaller than the message space of the asymmetric scheme used to encrypt them. This folklore has recently been formalised in terms...
of a generic or KEM-DEM construction \[4\]. In this construction the encryption scheme is divided into two parts: an asymmetric KEM and a symmetric DEM. A KEM (or key encapsulation mechanism) is a probabilistic algorithm that produces a random symmetric key and an encryption of that key. A DEM (or data encapsulation mechanism) is a deterministic algorithm that encrypts a message of arbitrary length under the key given by the KEM.

This approach to the construction of hybrid ciphers has quickly become popular. Not only have several KEM schemes been proposed in the research literature \[4, 8\] but this approach has been adopted by the ISO standardisation body \[13\]. However KEMs are still proposed in an ad hoc fashion. Currently, if one wishes to propose a KEM based on one particular trapdoor problem then it is necessary to design such a KEM from scratch.

In this paper we examine generic methods for constructing KEMs from weak encryption schemes. We analyse the two methods for constructing a KEM based on existing schemes and show that either they require the underlying encryption scheme to have security properties which are stronger than they need to be or they are overly complex. We also provide two new generic construction methods which overcome these problems. Essentially this paper gives a toolbox to allow an algorithm designer to construct a KEM from almost any cryptographic problem. To demonstrate the power of the results we will also propose a new KEM, RabinKEM, that is as secure as factoring.

It should be noted that most of the results contained in this paper can be easily adapted to simple, “one-pass” key-agreement protocols like the Diffie-Hellman key agreement scheme \[5\].

2 The Security of a KEM

A KEM is a triple of algorithms:

- a key generation algorithm, $KEM.Gen$, which takes as input a security parameter $\lambda$ and outputs a public/secret key-pair $(pk, sk)$,
- a encapsulation algorithm, $KEM.Encap$, that takes as input a public-key $pk$ and outputs an encapsulated key-pair $(K, C)$ ($C$ is sometimes said to be an encapsulation of the key $K$),
- a decapsulation algorithm, $KEM.Decap$, that takes as input an encapsulation of a key $C$ and a secret-key $sk$, and outputs a key $K$.

Obviously if the scheme is to be useful we require that, with overwhelming probability, the scheme is sound, i.e. for almost all $(pk, sk) = KEM.Gen(\lambda)$ and almost all $(K, C) = KEM.Encap(pk)$ we have that $K = KEM.Decap(C, sk)$. We also assume that the range of possible keys $K$ is some set of fixed length binary strings, $\{0, 1\}^{KEM.KeyLen(\lambda)}$.

We choose to approach provable security from an asymptotic/complexity theoretic point of view and suggest that a scheme is secure if the probability of breaking that scheme is negligible as a function of the security parameter.
Definition 1. A function $f$ is said to be negligible if, for all polynomials $p$, there exists a constant $N_p$ such that

$$f(x) \leq \frac{1}{p(x)} \text{ for all } x \geq N_p.$$  

(1)

A KEM is considered secure if there exists no attacker with a significant advantage in winning the following game played against a mythical challenger.

1. The challenger generates a public/secret key-pair $(pk, sk) = KEM.Gen(1^\lambda)$ and passes $pk$ to the attacker.
2. The attacker runs until it is ready to receive a challenge encapsulation pair. During this time the attacker may repeatedly query a decapsulation oracle to find the key associated with any encapsulation.
3. The challenger prepares a challenge encapsulated key-pair as follows:
   a) The challenger generates a valid encapsulated key-pair $(K_0, C) = KEM.Encap(pk)$.
   b) The challenger selects an alternate key $K_1$ chosen uniformly at random from the set $\{0, 1\}^{KEM.Gen(\lambda)}$.
   c) The challenger selects a bit $\sigma$ uniformly at random from $\{0, 1\}$. The challenger then passes $(K_\sigma, C)$ to the attacker.
4. The attacker is allowed to run until it outputs a guess $\sigma'$ for $\sigma$. During this time the attacker may repeatedly query a decapsulation oracle to find the key associated with any encapsulation except the challenge encapsulation $C$.

The attacker is said to win this game if $\sigma' = \sigma$. We define an attacker’s advantage $Adv$ to be

$$Pr[\sigma' = \sigma] - 1/2.$$  

(3)

If the maximum advantage of any attacker against a KEM is negligible (as a function of $\lambda$) then the KEM is said to be IND-CCA2 secure.

A KEM is only useful when coupled with a DEM (a data encapsulation mechanism) to form a hybrid public-key encryption scheme. A DEM is a symmetric algorithm that takes a message and a key, and encrypts the message under that key. In order for the overall hybrid encryption scheme to be secure, the KEM and the DEM must satisfy certain security properties. Happily these properties are independent (i.e. the security properties that a KEM must have are independent of the security properties of the DEM). For the overall encryption scheme to be IND-CCA2 secure (in the sense given below) the KEM, in particular, must be IND-CCA2 secure. For further details of hybrid constructions using KEMs and DEMs, and their security properties, the reader is referred to [4].

3 The Security of an Encryption Scheme

We will require formal definitions for an asymmetric encryption scheme. It will suit our purposes to draw a distinction between a deterministic and probabilistic encryption schemes as they present slightly different challenges to the KEM designer. We will start by considering deterministic encryption schemes.
Definition 2. A deterministic encryption scheme is a triple \((G, E, D)\) where

- \(G\) is the key-generation algorithm which takes as input a security parameter \(1^\lambda\) and outputs a public/secret key-pair \((pk, sk)\),
- \(E\) is the encryption algorithm which takes as input a message \(m \in M\) and the public-key \(pk\) and outputs a ciphertext \(C \in C\),
- \(D\) is the decryption algorithm which takes as input a ciphertext \(C \in C\) and the secret-key \(sk\) and outputs either a message \(m \in M\) or the error symbol \(\bot\).

The weakest notion of security for a deterministic encryption scheme is one-way security.

Definition 3. A deterministic encryption scheme \((G, E, D)\) is said to be one-way if the probability that a polynomial time attacker \(A\) can invert a randomly generated ciphertext \(C\) is negligible as a function of \(\lambda\). Such a cryptosystem is often said to be secure in the OW-CPA model.

A deterministic encryption scheme \((G, E, D)\) is said to be secure in the OW-RA model if the scheme is one-way even when the attacker has access to an oracle that, when given a ciphertext \(C \in C\), determines whether \(C\) is a valid ciphertext or not, i.e. whether \(C\) is the correct encryption of some message or not. This is sometimes called a reaction attack.

The idea of allowing an attacker access to an oracle that correctly determines if a ciphertext is valid was first used in a paper by Joye, Quisquater and Yung [7]. The paper used such an oracle to attack an early version of the EPOC-2 cipher.

For our purposes, a probabilistic encryption scheme will be viewed as a deterministic scheme whose encryption algorithm takes some random seed as an extra input.

Definition 4. A probabilistic encryption scheme is a triple \((G, E, D)\) where

- \(G\) is the key-generation algorithm which takes as input a security parameter \(1^\lambda\) and outputs a public/secret key-pair \((pk, sk)\),
- \(E\) is the encryption algorithm which takes as input a message \(m \in M\), a random seed \(r \in R\) and the public-key \(pk\) and outputs a ciphertext \(C \in C\),
- \(D\) is the decryption algorithm which takes as input a ciphertext \(C \in C\) and the secret-key \(sk\) and outputs either a message \(m \in M\) or the error symbol \(\bot\).

To cement the idea that this is a probabilistic system we require that, for all public keys \(pk\) that can be obtained from the key generation algorithm with an input \(1^\lambda\) and for all \(m \in M\) we have that

\[
\left| \{ r \in R : E(m, r, pk) = C \} \right| \leq \frac{\gamma(\lambda)}{|R|} \tag{4}
\]

where \(C \in C\) and \(\gamma(\lambda)/|R|\) is negligible as a function of \(\lambda\).\(^2\)

\(^2\) OW for “one-way” and CPA for “chosen plaintext attack”. The term “chosen plaintext attack” is used because the attacker is not allowed to make decryption queries.

\(^2\) This condition basically states that for any public key and ciphertext, there cannot be two many choices for \(r\) that encrypt a message to that ciphertext.
Analogous notions of OW-CPA and OW-RA security can be defined for probabilistic encryption schemes. However, there is another issue that will affect our ability to design KEMs based on probabilistic encryption schemes - the need for a plaintext-ciphertext checking oracle.

**Definition 5.** For a asymmetric encryption scheme \((G, E, D)\), a plaintext-ciphertext checking oracle is an oracle that, when given a pair \((m, C) \in \mathcal{M} \times \mathcal{C}\), correctly determines whether \(C\) is an encryption of \(m\) or not.

Obviously, if \((G, E, D)\) is a deterministic algorithm then there exists an efficient plaintext-ciphertext checking oracle, however the situation is more complicated for a probabilistic encryption scheme. There are several ways in which a plaintext-ciphertext checking oracle for a probabilistic encryption scheme can be made be available to all parties in a security proof. In particular, it might be possible to construct such an oracle because of the nature of underlying intractability assumption (such as in the case of an encryption scheme based on the gap Diffie-Hellman problem, see [10]). Alternatively, it might be possible to simulate such an oracle using, say, knowledge of the hash queries an attacker has made in the random oracle model [2].

### 4 Analysing RSA-KEM

We present a method to construct a KEM from almost all one-way public-key encryption schemes; this generalises the ideas used in RSA-KEM [13].

The construction of a KEM from a deterministic encryption scheme \((G, E, D)\) is given in Table 1. This construction uses a key derivation function \(KDF\). This function is intended to do more than simply format the random number correctly as a key: it is meant to remove algebraic relations between inputs. It is usually constructed from a hash function and will be modelled as a random oracle.

**Table 1. A KEM derived from a deterministic encryption scheme**

- Key generation is given by the key generation algorithm of the public-key encryption scheme (i.e. \(KEM.Gen = G\)).
- Encapsulation is given by:
  1. Generate an element \(x \in \mathcal{M}\) uniformly at random.
  2. Set \(C := E(x, pk)\).
  3. Set \(K := KDF(x)\).
  4. Output \((K, C)\).
- Decapsulation of an encapsulation \(C\) is given by:
  1. Set \(x := D(C, sk)\). If \(x = ⊥\) then output \(⊥\) and halt.
  2. Set \(K := KDF(x)\).
  3. Output \(K\).
Theorem 1. Suppose \((G, E, D)\) is a deterministic asymmetric encryption scheme that is secure in the OW-RA model. Then the KEM derived from \((G, E, D)\) in Table 1 is, in the random oracle model, IND-CCA2 secure.

The proof of this theorem is similar to that of Theorem 2.

This style of KEM can be easily extended to the case where the underlying encryption scheme is probabilistic and not deterministic. The construction is given in Table 2. Note that the encapsulation is included in the input to the key derivation function to prevent the attacker from breaking the scheme by finding a second ciphertext \(C'\) that decrypts to the same value as the challenge ciphertext \(C\).

Table 2. A KEM derived from a probabilistic encryption scheme

- Key generation is given by the key generation algorithm of the public-key encryption scheme (i.e. \(KEM.Gen = G\)).
- Encapsulation is provided by the following algorithm.
  1. Generate elements \(x \in M\) and \(r \in \mathcal{R}\) uniformly at random.
  2. Set \(C := E(x, r, pk)\).
  3. Set \(K := KDF(\bar{x} || C)\), where \(\bar{x}\) is a fixed length representation of the element \(x \in M\).
  4. Output \((K, C)\).
- Decapsulation of an encapsulation \(C\) is given by the following algorithm.
  1. Set \(x := D(C, sk)\). If \(x = \bot\) then output \(\bot\) and halt.
  2. Set \(K := KDF(\bar{x} || C)\) where \(\bar{x}\) is a fixed length representation of the element \(x \in M\).
  3. Output \(K\).

Theorem 2. Suppose \((G, E, D)\) is a probabilistic asymmetric encryption scheme

- that is secure in the OW-RA model, and
- for which there exists a plaintext-ciphertext checking oracle.

Then the KEM derived from \((G, E, D)\) in Table 2 is, in the random oracle model, IND-CCA2 secure.

Proof. See Appendix A

5 Analysing PSEC-KEM

Obviously it would be advantageous if we were able to remove the reliance on these non-optimal security criteria, i.e. produce a generic method for constructing a KEM from an OW-CPA encryption scheme rather than from an OW-RA encryption scheme and requiring a plaintext-ciphertext checking oracle. In this
section, we present a method to construct a KEM from a OW-CPA encryption scheme; this generalise the ideas used in PSEC-KEM [13].

Table 3 gives a construction for a KEM from a (deterministic or probabilistic) asymmetric encryption scheme \((G, E, D)\). In the construction \(\text{Hash}\) is a hash function and \(\text{MGF}\) is a mask generating function. A mask generating function is similar to a key derivation function, in fact the same constructions are used for both, but a mask generating function is used to create a bit string that is used to mask a data value. We will model these functions as random oracles, hence care must be taken to ensure that the outputs of the hash function and the mask generating function are suitably independent. We also use a “smoothing function” \(\phi : \{0, 1\}^{n_2} \rightarrow \mathcal{M}\), where \(\mathcal{M}\) is the message space of the encryption scheme \((G, E, D)\). This function must have the property that for \(Y'\) drawn uniformly at random from \(\{0, 1\}^{n_2}\) and \(X \in \mathcal{M}\) we have

\[
\Pr[\phi(Y') = X] = \frac{1}{|\mathcal{M}|} \quad \text{(5)}
\]

is negligible.

For security, it is necessary that \(n\) is suitably large. Certainly \(n \geq \lambda\) would be sufficient. Of the other lengths, \(n_1\) should equal \(KEM.Keylen\) and \(n_2\) merely has to be large enough so that there exists a function \(\phi\) which is suitably smooth.

**Table 3.** A KEM derived from a OW-CPA secure encryption scheme

- Key-generation is given by \(G\), i.e. \(KEM.Gen = G\).
- Encapsulation is given by:
  1. Generate a suitably large bit-string \(y \in \{0, 1\}^n\).
  2. Set \(Y := \text{Hash}(y)\).
  3. Split \(Y\) into two strings \(K \in \{0, 1\}^{n_1}\) and \(Y' \in \{0, 1\}^{n_2}\) where \(Y = K || Y'\).
  4. Set \(X := \phi(Y')\).
  5. Set \(C_1 := E(X, pk)\). (If \(E\) is probabilistic then generate a random seed \(r \in \mathcal{R}\) and set \(C_1 := E(X, r, pk)\).)
  6. Set \(C_2 := y \oplus \text{MGF}(X)\).
  7. Set \(C := (C_1, C_2)\).
  8. Output \((K, C)\).
- Decapsulation of an encapsulation \(C\) is given by:
  1. Parse \(C\) as \((C_1, C_2)\).
  2. Set \(X := D(C_1, sk)\). If \(x = \perp\) then output \(\perp\) and halt.
  3. Set \(y = C_2 \oplus \text{MGF}(X)\).
  4. Set \(Y = \text{Hash}(y)\).
  5. Split \(Y\) into two strings \(K \in \{0, 1\}^{n_1}\) and \(Y' \in \{0, 1\}^{n_2}\) where \(Y = K || Y'\).
  6. Check that \(\phi(Y') = X\). If not, output \(\perp\) and halt.
  7. Output \(K\).
Theorem 3. Suppose \((G, E, D)\) is an asymmetric encryption scheme that is secure in the OW-CPA model. Then the KEM derived from \((G, E, D)\) in Table 3 is, in the random oracle model, IND-CCA2 secure.

The proof of this theorem is similar to the proof given in [13].

6 A New Construction for a Deterministic Encryption Scheme

Although the construction given in Section 5 (the generalisation of PSEC-KEM) is based on weak assumptions, it is very complex and there are many places where a weakness may be introduced in an implementation. We now propose a simpler construction for designing a KEM based on a deterministic encryption scheme with similarly weak security assumptions. In other words, we build a secure KEM from a deterministic encryption scheme that is secure in the OW-CPA model, as opposed to the OW-RA model as in Section 4. The construction can be viewed as a simpler version of the REACT construction [11].

Table 4 gives a construction of a KEM based on a deterministic asymmetric encryption scheme \((G, E, D)\). The scheme makes use of a key derivation function \(KDF\) and a hash function \(Hash\). These functions will be modelled as random oracles and so care must be taken that their outputs are suitably independent.

Table 4. A KEM derived from an OW-CPA secure, deterministic encryption scheme

- Key-generation is given by \(G\), i.e. \(KEM.Gen = G\).
- Encapsulation is given by:
  1. Generate a suitably large bit-string \(x \in \mathcal{M}\).
  2. Set \(C_1 := E(x, pk)\).
  3. Set \(C_2 := Hash(x)\).
  4. Set \(C := (C_1, C_2)\).
  5. Set \(K := KDF(x)\).
  6. Output \((K, C)\).
- Decapsulation of an encapsulation \(C\) is given by:
  1. Parse \(C\) as \((C_1, C_2)\).
  2. Set \(x := D(C_1, sk)\). If \(x = \perp\) then output \(\perp\) and halt.
  3. Check that \(C_2 = Hash(x)\). If not, output \(\perp\) and halt.
  4. Set \(K := KDF(x)\).
  5. Output \(K\).

Theorem 4. Suppose that \((G, E, D)\) is a deterministic encryption algorithm that is secure in the OW-CPA model. Then the KEM derived from \((G, E, D)\) in Table 4 is, in the random oracle model, IND-CCA2 secure.
Proof. See Appendix B.

This construction also has the advantage that the decryption algorithm need not return a unique solution but need only return a small subset of the message space that includes the original message, as, with high probability, the original message will be the only message in the subset that hashes to give the correct value of $C_2$. We will make heavy use of this fact in the specification of Rabin-KEM (see Sect. 8).

7 A New Construction for a Probabilistic Encryption Scheme

Although the previous KEM construction can be generalised to be used with a probabilistic encryption scheme, the security proof still relies on the existence of a plaintext-ciphertext checking oracle (which is always easily constructed for a deterministic encryption algorithm). We now give a construction for a probabilistic encryption scheme, loosely based on the ideas of [6], that does not require a plaintext-ciphertext checking oracle. It is interesting to note, however, that this construction cannot be used for a deterministic scheme.

Table 5 gives the construction of a KEM based on a OW-CPA secure, probabilistic encryption scheme. Furthermore the proof of security for this construction does not require there to exist a plaintext-ciphertext checking oracle. The scheme makes use of a key derivation function $KDF$ and a hash function $Hash$. These functions will be modelled as random oracles and so care must be taken that their outputs are suitably independent.

Table 5. A KEM derived from an OW-CPA secure, probabilistic encryption scheme

- Key-generation is given by $G$, i.e. $KEM.Gen = G$.
- Encapsulation is given by:
  1. Generate a suitably large bit-string $x \in M$.
  2. Set $r := Hash(x)$.
  3. Set $C := E(x, r, pk)$.
  4. Set $K := KDF(x)$.
  5. Output $(K, C)$.
- Decapsulation is given by:
  1. Set $x := D(C, sk)$. If $x = \perp$ then output $\perp$ and halt.
  2. Set $r := Hash(x)$.
  3. Check that $E(x, r, pk) = C$. If not, output $\perp$ and halt.
  4. Set $K := KDF(x)$.
  5. Output $K$.

Theorem 5. Suppose that $(G, E, D)$ is a probabilistic encryption algorithm that is secure in the OW-CPA model. Then the KEM derived from $(G, E, D)$ in Table 5 is, in the random oracle model, IND-CCA2 secure.

Proof. See Appendix C.
8 Case Study: Rabin-KEM

We demonstrate the power of these results by proposing a new KEM whose security is equivalent to factoring: Rabin-KEM. The Rabin-KEM construction will be based on the generic construction given in Sect. 6 and the Rabin trapdoor permutation \([12,9]\). The algorithm is described in Table 6.

Table 6. Rabin-KEM

<table>
<thead>
<tr>
<th>Key Generation. On input of (1^\lambda) for some integer (\lambda &gt; 0),</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Randomly generate two distinct primes (p) and (q) of bit length (\lambda).</td>
</tr>
<tr>
<td>2. Set (n := pq).</td>
</tr>
<tr>
<td>3. Set (pk := (n)) and (sk := (p, q)).</td>
</tr>
<tr>
<td>4. Output ((pk, sk)).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Encapsulation. On input of a public key (PK),</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Randomly generate an integer (x \in [0, n)).</td>
</tr>
<tr>
<td>2. Set (C_1 := x^2 \mod n).</td>
</tr>
<tr>
<td>3. Set (C_2 := \text{Hash}(x)).</td>
</tr>
<tr>
<td>4. Set (C := (C_1, C_2)).</td>
</tr>
<tr>
<td>5. Set (K := KDF(x)).</td>
</tr>
<tr>
<td>6. Output ((K, C)).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decapsulation. On input of an encapsulated key (C) and a secret key (sk).</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Parse (C) as ((C_1, C_2)).</td>
</tr>
<tr>
<td>2. Check that (C_1) is a square modulo (n). If not, output (\bot) and halt.</td>
</tr>
<tr>
<td>3. Compute the four square roots (x_1, x_2, x_3, x_4) of (C_1) modulo (n) using the secret key (sk).</td>
</tr>
<tr>
<td>4. If there exists no value (1 \leq i \leq 4) such that (\text{Hash}(x_i) = C_2) then output (\bot) and halt.</td>
</tr>
<tr>
<td>5. If there exists more than one value (1 \leq i \leq 4) such that (\text{Hash}(x_i) = C_2) then output (\bot) and halt.</td>
</tr>
<tr>
<td>6. Let (x) be the unique square root of (C_1) modulo (n) for which (\text{Hash}(x) = C_2).</td>
</tr>
<tr>
<td>7. Set (K := KDF(x)).</td>
</tr>
<tr>
<td>8. Output (K).</td>
</tr>
</tbody>
</table>

Theorem 6. Providing the factoring problem is hard, Rabin-KEM is, in the random oracle model, IND-CCA2 secure.

Proof. It is well known that the Rabin trapdoor function is one-way providing that the factoring assumption is hard [12]. Therefore, given that the factoring problem is intractable, the given KEM is IND-CCA2 secure in the random oracle model by Theorem 4. ☐
This KEM is both and efficient and secure, being the first KEM ever proposed whose security depends on the assumption that factoring is intractable. Of course there is a chance that the decryption algorithm will fail, i.e. that \( \text{Decap}(C, sk) = \bot \) even though \( C \) is actually a valid encapsulation of a key \( K \). However this will only happen if there is a collision in the hash function, which, as we model the hash function as a random oracle, only happens with probability \( 2^{-\text{Hash.Len}} \) (where \( \text{Hash.Len} \) is the length of the output of the hash function).

9 Conclusion

This paper has provided four generic constructions for key encapsulation mechanisms (KEMs): two generalisations of existing KEMs and two new KEMs. These results show that KEMs can be constructed from almost any trapdoor function. We also proposed a new KEM: Rabin-KEM. This is a new fast, secure KEM based on the intractability of factoring large numbers.

Acknowledgements. I would like to thank Victor Shoup, Louis Granboulan and Kenny Paterson for some very useful discussions in this area. As always the help of Christine Swart has been invaluable.

References

A Proof of Theorem 2

This is a simple result. We will use standard techniques to prove a more detailed result.

Theorem 7. Let \((G,E,D)\) be an encryption scheme and let \(\text{KEM}\) be the KEM derived from \((G,E,D)\) using the construction described in Table 2. If there exist an attacker \(A\) that, in the random oracle model, breaks \(\text{KEM}\) in the IND-CCA2 model

- with advantage \(\epsilon\),
- in time \(t\),
- makes at most \(q_D\) queries to the decapsulation oracle,
- and at most \(q_K\) queries to the random oracle that represents the key derivation function,

then there exists an algorithm that inverts the underlying encryption function in the OW-RA model (and makes use of a plaintext-ciphertext checking oracle) with probability \(\epsilon\) and in time \(t\) where

\[
\epsilon' \geq \epsilon, \quad (6)
\]
\[
t' = t. \quad (7)
\]

Proof. We assume that there exists an attacker for the KEM and use this to construct an algorithm that can break the underlying encryption scheme. Suppose \(A\) is an attacker that breaks the KEM with the properties stated above.

Consider the following algorithm that takes as input a public-key \(pk\) for the underlying encryption scheme and a challenge ciphertext \(C^*\). This algorithm makes use of two lists: \(\text{KDFList}\) which stores the answers to queries made to the KDF oracle and \(\text{DecList}\) which stores the answers to queries made to the decapsulation oracle.

1. Prepare two empty lists \(\text{KDFList}\) and \(\text{DecList}\).
2. Randomly generate a bit-string \(K^*\) of length \(\text{KEM.KeyLen}\).
3. Pass the public key to \( pk \) to \( A \).

4. Allow \( A \) to run until it requests a challenge encapsulation. If the attacker requests the evaluation of the key derivation function \( KDF \) on an input \( z \) then the following steps are performed:
   a) Check to see if \((z, K) \in KDFList\) for some value of \( K \). If so, return \( K \).
   b) Check to see if \( z \) can be parsed as \( \overline{x} || C \) for some fixed length representation of a message \( x \in \mathcal{M} \) and a ciphertext \( C \in \mathcal{C} \). If not, randomly generate an appropriately sized \( K \), add \((x, K)\) to \( KDFList \) and return \( K \).
   c) Check to see if \( C \) is an encryption of \( x \) using the plaintext-ciphertext checking oracle. If not, randomly generate an appropriately sized \( K \), add \((x, K)\) to \( KDFList \) and return \( K \).
   d) Randomly generate an appropriately sized \( K \), add \((x, K)\) to \( KDFList \), \((C, K)\) to \( DecList \) and return \( K \).

5. When the attacker requests a challenge encapsulation, return \((K^*, C^*)\)

6. Allow the attacker to run until it outputs a bit \( \sigma' \). Answer all oracle queries as before.

7. Check to see if there exists a pair \((z, K) \in KDFList\) such that \( z \) can be decomposed as \( \overline{x} || C^* \) where \( \overline{x} \) is the fixed length representation of a message \( x \in \mathcal{M} \) and \( C^* \) is an encryption of \( x \) (using the plaintext-ciphertext checking oracle). If so, output \( x \) and halt.

8. Otherwise randomly generate \( x \in \mathcal{M} \). Output \( x \) and halt.

This algorithm perfectly simulates the attack environment for \( A \) up until the point where \( A \) queries the key derivation function on \( \overline{x} || C^* \) where \( \overline{x} \) is the fixed length representation of \( D(C^*, sk) \). Since \( A \) can have no advantage in breaking the KEM unless this event occurs, we can show that this event must occur with probability at least \( \epsilon \). However if this event occurs then we will successfully recover \( D(C^*, sk) \). Hence the theorem holds.

\[ \Box \]

B Proof of Theorem 4

We use standard techniques to prove the following, slightly more detailed result.

**Theorem 8.** Let \((G, E, D)\) be a deterministic encryption scheme and let KEM be the KEM derived from \((G, E, D)\) using the construction described in Table 4. If there exists an attacker \( A \) that, in the random oracle model, breaks KEM in the IND-CCA2 model, then

We can show that the event must occur with probability at least \( \epsilon \). However if this event occurs then we will successfully recover \( D(C^*, sk) \). Hence the theorem holds.
then there exists an algorithm that inverts the underlying encryption function with probability $\epsilon'$ and in time $t'$ where
\[
\epsilon' \geq \epsilon - \frac{q_D}{2^{\text{Hash.Len}}} (1 + \frac{1}{|C|}),
\]
\[
t' \leq t + (q_H + q_K + q_D)T,
\]
where Hash.Len is the length of the output of the hash function Hash and $T$ is the time taken to evaluate the encryption function $E$.

Proof. We assume that there exists an attacker for the KEM and use this to construct an algorithm that can break the underlying encryption scheme. Suppose $A$ is an attacker that breaks the KEM with the properties stated above.

First we slightly change the environment that $A$ operates in. Let game 1 be the game in which $A$ attacks the KEM as described in the IND-CCA2 environment described in Sect. 3. Let game 2 be similar to game 1 except that

- the challenge encapsulation $(K^*, C^*)$ is chosen at the beginning of the algorithm and if the attacker ever requests the decapsulation of $C^* = (C^*_1, C^*_2)$ then the decapsulation algorithm returns $\perp$,
- instead of allowing the attacker $A$ access to the “real” decapsulation oracle, hash function oracle and KDF oracle we only allow $A$ to have access to the “partially simulated” versions of these oracles described below.

The simulated oracles make use of two lists $\text{HashList}$ and $\text{KDFList}$, both of which are initially empty. If the attacker requests the evaluation of the hash function $\text{Hash}$ on an input $x$ then the following steps are performed:

1. If $(x, \text{hash}) \in \text{HashList}$ for some value of $\text{hash}$ then return $\text{hash}$.
2. If $x = \mathcal{D}(C^*_1, sk)$ then return $\text{Hash}(x)$.
3. Otherwise randomly generate an appropriately sized $\text{hash}$, add $(x, \text{hash})$ to $\text{HashList}$ and return $\text{hash}$.

Hence the hash function is changed to a random function with the proviso that it must agree with the original hash function on the input $\mathcal{D}(C^*_1, sk)$. This simulation is equivalent to some random oracle and every random oracle can be represented by this simulation. Similarly, if the attacker requests the evaluation of the key derivation function $\text{KDF}$ on an input $x$ then the following steps are performed:
1. If \((x, K) \in KDFList\) for some value of \(K\) then return \(K\).
2. If \(x = D(C_1^*, sk)\) then return \(KDF(x)\).
3. Otherwise randomly generate an appropriately sized \(K\), add \((x, K)\) to \(KDFList\) and return \(K\).

If the attacker requests the evaluation of decapsulation function on the encapsulated key \((C_1, C_2)\) then the following steps are performed:

1. If \(C_1 = C_1^*\) then return \(\perp\).
2. Check that there exists a unique \(x \in M\) such that \((x, C_2) \in HashList\) and \(\mathcal{E}(x, pk) = C_1\). If not, return \(\perp\).
3. Compute \(K := KDF(x)\) using the KDF algorithm described above.
4. Return \(K\).

To analyse the effects of only allowing \(A\) to have access to the simulated oracles we require the following simple lemma [1,4].

**Lemma 1.** If \(A, B\) and \(E\) are events in some probability space and that \(Pr[A|\neg E] = Pr[B|\neg E]\) then \(Pr[A] - Pr[B] \leq Pr[E]\).

Let \(A\) be the event that \(A\) succeeds in breaking the KEM with access to the real oracles and let \(B\) be the event that \(A\) succeeds in breaking the KEM with access to the simulated oracles. Let \(E\) be the event that either

1. \(A\) queries the decapsulation oracle on the challenge encapsulation before the challenge encapsulation is given to \(A\), or
2. \(A\) queries the decapsulation oracle on some encapsulation \((C_1, C_2)\) where \(\text{Hash}(D(C_1, sk)) = C_2\) but \(A\) has not queried the hash function simulator on the input \(D(C_1, sk)\).

If \(E\) does not occur then \(A\) will receive the same responses to his queries regardless of whether it is querying the real oracles or the simulated oracles. Hence \(Pr[A|\neg E] = Pr[B|\neg E]\).

Since the challenge ciphertext has to be chosen completely at random, the probability that \(E\) occurs because \(A\) queries the decapsulation oracle on the challenge encapsulation before it has been issued is bounded above by \(q_D/2^{\text{Hash.Len}}|C|\). Since the hash function is modelled as a random oracle, the probability that \(A\) queries the decapsulation oracle on some encapsulation \((C_1, C_2)\) where \(\text{Hash}(D(C_1, sk)) = C_2\) but \(A\) has not queried the hash function \(\text{Hash}\) on the input \(D(C_1, sk)\) is at most \(q_D/2^{\text{Hash.Len}}\). Hence the advantage of \(A\) in game 2 is least

\[
\epsilon - \frac{q_D}{2^{\text{Hash.Len}}} \left(1 + \frac{1}{|C|}\right). \tag{10}
\]

Let \(E'\) be the event that, in game 2, the attacker queries either the hash function simulator or the key derivation function oracle with the input \(x^* = D(C_1^*, sk)\). Since the attacker can have no knowledge of the whether \(KDF(x^*) = K^*\) or not unless \(E'\) occurs we have that

\[
Pr[E'] \geq \epsilon - \frac{q_D}{2^{\text{Hash.Len}}} \left(1 + \frac{1}{|C|}\right). \tag{11}
\]
Consider the following algorithm that takes as input a public key \( pk \) for the underlying encryption scheme and a challenge ciphertext \( C^* \).

1. Prepare two empty lists \( HashList \) and \( KDFList \).
2. Generate random bit strings \( C^*_2 \) of length \( Hash.Len \) and \( K^* \) of length \( KEM.KeyLen \). Set \( C^* := (C^*_1, C^*_2) \).
3. Pass the public key \( pk \) to \( A \).
4. Allow the attacker \( A \) to run until it requests a challenge encapsulation. If the attacker requests the evaluation of the hash function \( Hash \) on an input \( x \) then the following steps are performed:
   a) If \((x, hash) \in HashList\) for some value of \( hash \) then return \( hash \).
   b) Otherwise randomly generate an appropriately sized \( hash \), add \((x, hash)\) to \( HashList \) and return \( hash \).

If the attacker requests the evaluation of the KDF \( KDF \) on an input \( x \) then the following steps are performed:

a) If \((x, K) \in KDFList\) for some value of \( K \) then return \( K \).

If the attacker requests the evaluation of decapsulation function on the encapsulated key \((C_1, C_2)\) then the following steps are performed:

a) If \( C_1 = C^*_1 \) then return \( \bot \).

b) Check that there exists a unique \( x \in M \) such that \((x, C_2) \in HashList \) and \( E(x, pk) = C_1 \). If not, return \( \bot \).

c) Compute \( K := KDF(x) \) using the simulator described above.

5. When the attacker requests a challenge encapsulation pass the pair \((K^*, C^*)\) to the attacker.
6. Allow the attacker to run until it outputs a bit \( \sigma' \). Answer all oracle queries with the simulators described above.
7. Check to see if there exists some \((x, hash) \in HashList\) or \((x, K) \in KDFList\) such that \( E(x, pk) = C^*_1 \). If so, output \( x \) and halt.

8. Randomly generate \( x \in M \). Output \( x \) and halt.

This algorithm perfectly simulates the attack environment for the attacker \( A \) in game 2, up until the point where event \( E' \) occurs. However, if \( E' \) occurs then the above algorithm will correctly output \( x^* = D(C^*_1, sk) \). Hence the above algorithm will correctly invert a randomly generated ciphertext with probability at least

\[
\epsilon = \frac{q_D}{2^{Hash.Len}} \left(1 + \frac{1}{|C|}\right).
\]

This value is negligible providing \( \epsilon \) is negligible, hence the KEM is secure in the IND-CCA2 model providing the underlying encryption scheme is secure in the OW-CPA model. \( \square \)
C Proof of Theorem 5

Again, we prove a slightly more detailed result.

**Theorem 9.** Let $(G, E, D)$ be a probabilistic encryption scheme and let KEM be the KEM derived from $(G, E, D)$ using the construction described in Table 5. If there exists an attacker $A$ that, in the random oracle model, breaks KEM in the IND-CCA2 model

- with advantage $\epsilon$,
- in time $t$,
- and makes at most $q_D$ decapsulation queries,
- at most $q_H$ queries to the random oracle that represents the hash function,
- and at most $q_K$ queries to the random oracle that represents the key derivation function.

then there exists an algorithm that inverts the underlying encryption function with probability $\epsilon'$ and in time $t'$ where

$$\epsilon' \geq \frac{1}{q_D + q_H + q_K} \left( \epsilon - \frac{q_D}{|M|} - \frac{\gamma q_D}{|R|} \right),$$

$$t' \approx t,$$

where $\gamma$ is defined in Definition 4.

**Proof.** The proof is similar to that given in Appendix B.

Let game 1 be the game in which $A$ attacks the KEM as described in the IND-CCA2 environment described in Sect. 3. Let game 2 be similar to game 1 except that

- the challenge encapsulation $(K^*, C^*)$ is chosen at the beginning of the algorithm and if the attacker ever requests the decapsulation of $C^*$ then the decapsulation algorithm returns $\bot$,
- instead of allowing the attacker $A$ access to the “real” decapsulation oracle, hash function oracle and KDF oracle we only allow $A$ to have access to the “partially simulated” versions of these oracles described below.

We simulate the hash function oracle and the KDF oracle exactly as before, making use of two lists, $HashList$ and $KDFList$, both of which are initially empty. If the attacker requests the evaluation of the hash function $Hash$ on an input $x$ then the following steps are performed:

1. If $(x, hash) \in HashList$ for some value of $hash$ then return $hash$.
2. If $x = \mathcal{D}(C^*, sk)$ then return $Hash(x)$.
3. Otherwise randomly generate an appropriately sized $hash$, add $(x, hash)$ to $HashList$ and return $hash$.

If the attacker requests the evaluation of the key derivation function $KDF$ on an input $x$ then the following steps are performed:
1. If \((x, K) \in KDFList\) for some value of \(K\) then return \(K\).
2. If \(x = \mathcal{D}(C^*, sk)\) then return \(KDF(x)\).
3. Otherwise randomly generate an appropriately sized \(K\), add \((x, K)\) to \(KDFList\) and return \(K\).

If the attacker requests the evaluation of the decapsulation function on the encapsulated key \(C\) then the following steps are performed:

1. If \(C = C^*\) then return \(\bot\).
2. For each pair \((x, \text{hash}) \in \text{HashList}\), check whether \(\mathcal{E}(x, \text{hash}, pk) = C\). If no such pair exists then return \(\bot\).
3. If there exists such a pair \((x, \text{hash})\) then run the simulator for the key derivation function on the input \(x\) to get a key \(K\).
4. Return \(K\).

As before, we note that game 1 and game 2 are identical except if either of the following events occur:

1. \(A\) queries the decapsulation oracle on the challenge encapsulation before the challenge encapsulation is given to \(A\), or
2. \(A\) queries the decapsulation oracle on some encapsulation \(C\) where \(x = \mathcal{D}(C, sk)\) and \(C = \mathcal{E}(x, \text{Hash}(x), pk)\) but \(A\) has not queried the hash function simulator on the input \(x\).

The probability that the first event occurs is bounded above by \(qD / |M|\) (as there exists \(|M|\) valid encapsulations). The probability that the second event occurs is bounded above by \(qD \gamma / |R|\) (where \(\gamma\) is defined in Definition 4). Hence the advantage of \(A\) in game 2 is at least

\[
\epsilon - qD \left( \frac{1}{|M|} + \frac{\gamma}{|R|} \right). \tag{15}
\]

Let \(E'\) be the event that, in game 2, the attacker queries either the hash function simulator or the key derivation function oracle with the input \(x^* = \mathcal{D}(C^*, sk)\). Again, we have

\[
\Pr[E'] \geq \epsilon - qD \left( \frac{1}{|M|} + \frac{\gamma}{|R|} \right). \tag{16}
\]

Now, consider the following algorithm that takes as input a public key \(pk\) for the underlying encryption scheme and a challenge ciphertext \(C^*\) (which is the encryption of some randomly chosen message \(x^* \in M\)).

1. Prepare two empty lists \(\text{HashList}\) and \(KDFList\).
2. Generate a random bit strings \(K^*\) of length \(KEM.KeyLen\).
3. Pass the public key \(pk\) to \(A\).
4. Allow the attacker \(A\) to run until it requests a challenge encapsulation. If the attacker requests the evaluation of the hash function \(\text{Hash}\) on an input \(x\) then the following steps are performed:

1. If \((x, K) \in KDFList\) for some value of \(K\) then return \(K\).
2. If \(x = \mathcal{D}(C^*, sk)\) then return \(KDF(x)\).
3. Otherwise randomly generate an appropriately sized \(K\), add \((x, K)\) to \(KDFList\) and return \(K\).
a) If \((x, hash) \in HashList\) for some value of \(hash\) then return \(hash\).

b) Otherwise randomly generate an appropriately sized \(hash\), add \((x, hash)\) to \(HashList\) and return \(hash\).

If the attacker requests the evaluation of the KDF \(KDF\) on an input \(x\) then the following steps are performed:

a) If \((x, K) \in KDFList\) for some value of \(K\) then return \(K\).

b) Otherwise randomly generate an appropriately sized \(K\), add \((x, K)\) to \(KDFList\) and return \(K\).

If the attacker requests the evaluation of decapsulation function on the encapsulated key \(C\) then the following steps are performed:

a) If \(C = C^*\) then return \(\bot\).

b) Check that there exists a unique \(x \in M\) such that \((x, hash) \in HashList\) and \(E(x, hash, pk) = C\) for some value of \(hash\). If not, return \(\bot\).

c) Run the simulator for the key derivation function on the input \(x\) to get a key \(K\).

d) Return \(K\).

5. When the attacker requests a challenge encapsulation pass the pair \((K^*, C^*)\) to the attacker.

6. Allow the attacker to run until it outputs a bit \(\sigma'\). Answer all oracle queries with the simulators described above.

7. Pick, uniformly at random, some value \(x\) from the set of \(x\) such that either \((x, hash) \in HashList\) or \((x, K) \in KDFList\). Output \(x\) as the inverse of \(C^*\).

This algorithm perfectly simulates the environment for the attacker in game 2 up until the point in which \(E'\) occurs. However if \(E'\) occurs then the above correctly output \(x^*\) with probability \(1/(q_D + q_H + q_K)\). Hence the above algorithm will correctly invert the encryption of a randomly generated message with probability at least

\[
\frac{1}{q_D + q_H + q_K} \left( \epsilon - \frac{q_D}{|M|} - \frac{\gamma q_D}{|R|} \right).
\]

This value is negligible providing \(\epsilon\) is negligible, hence the KEM is secure in the IND-CCA2 model providing the underlying encryption scheme is secure in the OW-CPA model. \(\square\)
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Abstract. We propose a general construction for public key encryption schemes that are IND-CCA2 secure in the random oracle model. We show that the scheme proposed in \([1,2]\) fits our general framework and moreover that our method of analysis leads to a more efficient security reduction.

1 Introduction

Since Diffie and Hellman proposed the idea of public key cryptography \([13]\), one of the most active areas of research in the field has been the design and analysis of public key encryption schemes \([4,5,11,14,15,16,17,20,21]\). Initially this research followed two separate paths: practical and theoretical. In \([14,21]\) efficient primitives were suggested from which to build encryption schemes. Formal models of security were developed in \([16,17,20]\). Schemes were designed in these models using tools from complexity theory to provide proofs of security. While the ideas were ground breaking, the schemes that were proposed where of theoretical interest only since they were not at all efficient.

In recent years much research has been done into methods for designing encryption schemes that are both practical and that may be analyzed formally \([5,11]\). One approach that has enjoyed a great deal of success is the random oracle model proposed by Bellare and Rogaway \([5]\). In this model cryptographic hash functions are assumed to be perfectly random. Although a proof of security in this model is a heuristic argument, it is generally accepted as a demonstration of sound design, so much so that several schemes analyzed in this way have enjoyed widespread standardization \([4,6]\).
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In this paper we propose a very general construction for public key encryption. We prove, in the random oracle model, that our construction yields schemes with indistinguishable encryptions under adaptive chosen ciphertext attack (IND-CCA2) \cite{20}. Our security result is tight. It makes use of the work of Fujisaki and Okamoto \cite{15}. We show that our scheme is a generalization of that proposed in \cite{12}, moreover our method of analysis results in a more efficient security reduction.

The paper is organized as follows. In Section 2 we begin by discussing some security notions before defining an abstract computational problem that we call the \textit{Y-computational problem} (YC). Many number-theoretic primitives in the literature fit our abstract definition.

In Section 3 we propose an encryption scheme which is secure in the sense of indistinguishable encryptions under chosen plaintext attack (IND-CPA). Our result is in the random oracle model. We recall the technique of Fujisaki and Okamoto \cite{15} to transform an IND-CPA secure cryptosystem into one that is IND-CCA2 secure in Section 4. In Section 5 we apply this technique to our construction. Some concrete examples of our cryptosystem are given in Section 6. One example, based on the computational Diffie-Hellman problem, turns out to be the cryptosystem of \cite{12}. Our method of security analysis provides an improved reduction than that of \cite{12} however. We give a second example based on Rabin \cite{19}. In this case encryption consists of one squaring and the security is equivalent to factoring.

2 Definitions

2.1 Security Notions

A public key encryption scheme $\Pi$ consists of three algorithms $(K, E, D)$ with the following properties.

- The \textit{key generation algorithm}, $K$, is a probabilistic algorithm that takes a security parameter $1^k \in \mathbb{N}$, represented in unary, and returns a pair $(pk, sk)$ of matching public and secret keys.
- The \textit{encryption algorithm}, $E$, is a probabilistic algorithm that takes a public key $pk$ and a message $m \in \{0, 1\}^*$ to produce a ciphertext $c \in \{0, 1\}^*$.
- The \textit{decryption algorithm}, $D$, is a deterministic algorithm that takes a secret key $sk$ and a ciphertext $c \in \{0, 1\}^*$ to produce either a message $m \in \{0, 1\}^*$ or a special symbol $\bot$. The symbol $\bot$ is used to indicate that the ciphertext was invalid in some way.

The first formal security definitions for public key encryption appeared in \cite{10}. In this work Goldwasser and Micali proved that, if an adversary running in polynomial time can not distinguish which of two chosen messages has been encrypted, then it can learn no information about a message from its ciphertext. This idea underpins all accepted definitions of security used today. The adversary of a public key encryption scheme is modeled as a probabilistic
polynomial time algorithm $A$ that runs in two stages: $A_1$ and $A_2$. In the first stage of its attack $A_1$ is given a public key $pk$ to attack. At the end $A_1$ outputs two messages $m_0$ and $m_1$ of equal length. A bit $b$ is chosen at random and $m_b$ is encrypted under $pk$ to produce a ciphertext $c^*$. In the second stage of the attack $A_2$ is given $c^*$ and asked to determine the bit $b$.

During the first stage $A_1$ may be given a decryption oracle for the secret key corresponding to the public key it is attacking. This attack is a non-adaptive chosen ciphertext attack [17], or CCA1 for short. An attack in which the adversary $A_2$ is also given the decryption oracle in the second stage is an adaptive chosen ciphertext attack (CCA2) [20]. If the adversary has no access to such oracles we call the attack a chosen plaintext attack (CPA).

We formalize these notions in Definition 1 below. Here we denote the fact that the encryption of one of two messages must be indistinguishable to the adversary by IND.

**Definition 1.** Let $\Pi = (K, E, D)$ be an encryption scheme and let $A = (A_1, A_2)$ be an adversary. For $atk \in \{\text{cpa, cca1, cca2}\}$ and $1^k \in \mathbb{N}$ let

$$\text{Adv}_{\Pi,atk}^{\text{ind-ATK}}(1^k) = 2 \cdot \Pr \left[ \begin{array}{c} \text{(pk, sk)} \leftarrow K(1^k); \\ (m_0, m_1, \text{state}) \leftarrow A_1^{\text{O}_1}(pk); \\ b \leftarrow \{0,1\}; \\ c^* \leftarrow E_{pk}(m_b); \\ A_2^{\text{O}_2}(m_0, m_1, c^*, \text{state}) = b \end{array} \right] - 1$$

where

- $atk = \text{cpa} \Rightarrow \text{O}_1(\cdot) = \epsilon$ and $\text{O}_2(\cdot) = \epsilon$,
- $atk = \text{cca1} \Rightarrow \text{O}_1(\cdot) = D_{sk}(\cdot)$ and $\text{O}_2(\cdot) = \epsilon$,
- $atk = \text{cca2} \Rightarrow \text{O}_1(\cdot) = D_{sk}(\cdot)$ and $\text{O}_2(\cdot) = D_{sk}(\cdot)$.

We insist that $A_1$ outputs $m_0$ and $m_1$ with $|m_0| = |m_1|$. Also, $A_2$ is not permitted make the query $\text{O}_2(c^*)$.

The encryption scheme $\Pi$ is IND-ATK secure if $A$ being polynomial-time implies that $\text{Adv}_{\Pi,atk}^{\text{ind-ATK}}(1^k)$ is negligible.

We define the advantage function for the scheme

$$\text{Adv}_{\Pi,atk}^{\text{ind-ATK}}(1^k, t, q_d) = \max \{\text{Adv}_{\Pi,atk}^{\text{ind-ATK}}(1^k)\},$$

where the maximum is taken over all adversaries that run for time $t$ and make at most $q_d$ queries to the decryption oracle.

**NOTE:** In the ROM we also consider the number of RO queries made by an adversary in the advantage function.

Our construction will make use of a symmetric encryption scheme $SE$. This consists of two algorithms $(E, D)$ with the following properties.
The encryption algorithm, \( E \), is a deterministic algorithm that takes a key \( \kappa \in \{0, 1\}^l \) and a message \( m \in \{0, 1\}^* \) to produce a ciphertext \( c \in \{0, 1\}^* \).

The decryption algorithm, \( D \), is a deterministic algorithm that takes a key \( \kappa \in \{0, 1\}^l \) and a ciphertext \( c \in \{0, 1\}^* \) to produce a message \( m \in \{0, 1\}^* \).

As in the public key case, the security definition for \( SE \) that we use is based on indistinguishability of encryptions. We give a formal definition in Definition 2 below. Here OTE means “one time encryption”. Our definition is similar to the notion of find-then-guess security from [3]; however, in [3] an adversary may be able to access an encryption oracle for the key that it is attacking. We require security in a weaker sense where no such oracle is considered.

Definition 2. Let \( SE = (E, D) \) be a symmetric encryption scheme. Let \( A = (A_1, A_2) \) be an adversary that runs in two stages. Define

\[
\text{Adv}^{\text{OTE}}_{A,SE} = 2 \cdot \Pr \left[ \begin{array}{l}
\kappa \leftarrow \{0, 1\}^l;
(m_0, m_1, \text{state}) \leftarrow A_1();
\quad b \leftarrow \{0, 1\};
\quad c^* \leftarrow E_\kappa(m_b);
\quad b \leftarrow A_2(m_0, m_1, c^*, \text{state})
\end{array} \right] - 1.
\]

We insist that \( A_1 \) outputs \( m_0 \) and \( m_1 \) with \(|m_0| = |m_1|\).

The encryption scheme \( SE \) is OTE secure if \( A \) being polynomial-time implies that \( \text{Adv}^{\text{OTE}}_{A,SE} \) is negligible.

We define the advantage function for the scheme

\[
\text{Adv}^{\text{OTE}}_{SE}(t) = \max \{ \text{Adv}^{\text{OTE}}_{A,SE} \},
\]

where the maximum is taken over all adversaries that run for time \( t \).

2.2 Computational Problems

In Definition 3 below we define the general computational problem that our construction will use. Our formalization captures many of the most widely used cryptographic primitives such as RSA [21] and Diffie-Hellman [13]. Some illustrative examples are given following the definition. We call our general problem the \( Y \)-computational problem (YC). The reason for this can be seen in the shape of Figure 1.

Definition 3. An instance generator \( \mathcal{I}_{YC}(1^k) \) for YC outputs a description of \((S_1, S_2, f_1, f_2, t)\). Here \( S_1 \) and \( S_2 \) are sets with \(|S_1| = k\),

\[
f_1, f_2 : S_1 \rightarrow S_2
\]

are functions and \( t : S_2 \rightarrow S_2 \) is a (trapdoor) function such that for all \( x \in S_1 \),

\( t(f_1(x)) = f_2(x) \).

The functions \( f_1, f_2 \) and \( t \) should be easy to evaluate and it should be possible to sample efficiently from \( S_1 \).
Let $A$ be an adversary and define

$$\text{Adv}_{A, I^{YC}}(1^k) = \Pr \left[ (S_1, S_2, f_1, f_2, t) \leftarrow I^{YC}(1^k); x \leftarrow S_1; f_2(x) \leftarrow A(S_1, S_2, f_1, f_2, f_1(x)) \right] .$$

We define the advantage function

$$\text{Adv}_{I^{YC}}(1^k, t) = \max \{ \text{Adv}_{A, I^{YC}}(1^k) \}$$

where the maximum is taken over all adversaries that run for time $t$. We say that $YC$ is hard for $I^{YC}(1^k)$ if $t$ being polynomial in $k$ implies that the advantage function $\text{Adv}_{I^{YC}}(1^k, t)$ is negligible in $k$. Figure 1 illustrates the hard $Y$-computational problem.

![Figure 1. The $Y$-computational problem: Given $f_1(x)$, compute $f_2(x)$.]

2.3 Examples of Hard $Y$-Computational Problems

In this subsection we show that many known cryptographic primitives fit the general definition of $YC$ problems.

El Gamal. For the El Gamal cryptosystem, the instance generator $I^{YC}(1^k)$ computes a random $k$-bit prime $p$ and a random generator $g_1$ of the multiplicative group $\mathbb{Z}_p^*$. The sets $S_1$ and $S_2$ are $\mathbb{Z}_p^*$ together with the generator $g_1$. A random value $s \in \{1, \ldots, p-1\}$ is chosen and $g_2 \in \mathbb{Z}_p^*$ is computed as $g_2 = g_1^s$. The functions $f_1$ and $f_2$ are defined as $f_1(x) = g_1^x$ and $f_2(x) = g_2^x$. The trapdoor function is $t(x) = x^s$. Obviously, $t(f_1(x)) = (g_1^x)^s = g_1^{sx} = g_2^x = f_2(x)$ holds and $YC$ is hard if the computational Diffie-Hellman assumption [13] holds.

Pointcheval [15]. For the Pointcheval cryptosystem, the instance generator $I^{YC}(1^k)$ computes a random $k$-bit composite $n = pq$. The sets $S_1$ and $S_2$ are $\mathbb{Z}_n^*$. A random exponent $e$ is chosen with $\gcd(e, \varphi(n)) = 1$ and its inverse $d = e^{-1}$...
modulo \( \varphi(n) \) is computed. The functions \( f_1 \) and \( f_2 \) are defined as \( f_1(x) = x^e \) and \( f_2(x) = (x + 1)^e \). The trapdoor function is \( t(x) = (x^d + 1)^e \). Obviously, \( t(f_1(x)) = f_2(x) \) holds and YC is hard if the computational dependent RSA problem (see also [18]) is hard.

**Arbitrary trapdoor one-way functions.** Let \( \mathcal{I}_{\text{towf}} \) be an instance generator for trapdoor one-way functions. Informally speaking, on input \( 1^k \), \( \mathcal{I}_{\text{towf}} \) outputs the description of two sets \( S_1 \) and \( S_2 \), together with a one-way function \( f_1: S_1 \rightarrow S_2 \), and its trapdoor \( t \) such that \( t(f_1(x)) = x \), for all \( x \in S_1 \). The functions \( f_1 \) and \( t \) should be easy to evaluate.

The instance generator \( \mathcal{I}_{\text{YC}} \) runs \( \mathcal{I}_{\text{towf}} \) on input \( 1^k \), sets \( f_2(x) = x \) (\( f_2 \) is the identity), and outputs \( (S_1, S_2, f_1, f_2, t) \) as an instance of YC. Then obviously YC is hard if inverting the one-way function \( f_1 \) is hard.

The two most important examples of trapdoor one-way functions are the RSA [21] and the Rabin [19] function. The latter is especially interesting for cryptographic purposes because its one-wayness is provably equivalent to factoring.

**RSA-Paillier** [9]. For the RSA-Paillier cryptosystem, the instance generator \( \mathcal{I}_{\text{YC}}(1^k) \) computes a random \( k \)-bit composite \( n = pq \). It outputs the sets \( S_1 = \mathbb{Z}_n \) and \( S_2 = \mathbb{Z}_n^* \). Then it computes a random exponent \( e \) with \( \gcd(e, \varphi(n)) = 1 \) and its inverse \( d = e^{-1} \mod \varphi(n) \). For \( x = aN + b \in \mathbb{Z}_{N^2} \), we define \( [x]_1 \) as \( b \in \mathbb{Z}_n \) and \( [x]_2 \) as \( a \in \mathbb{Z}_n^* \). The functions \( f_1 \) and \( f_2 \) are defined as \( f_1(x) = [x^e \mod n^2]_1 = x^e \mod n \) and \( f_2(x) = [x^e \mod n^2]_2 \). The trapdoor function \( t(x) = [(x^d \mod N)^e \mod n^2 n^2]_2 \).

Obviously, \( t(f_1(x)) = f_2(x) \) holds. In [10] it was shown that YC is hard if the RSA problem is hard.

### 3 IND-CPA under YC in the RO Model

In this section we present a general construction of an IND-CPA secure cryptosystem based on the hardness of YC. The method uses a hash function which is modelled as a random oracle [5] in the security analysis.

**Definition 4 (The Cryptosystem \( \Pi_0 \)).**

- The key generator \( K(1^k) \) runs the instance generator \( \mathcal{I}_{\text{YC}}(1^k) \) for YC as in Definition 3 and outputs the description of \( (S_1, S_2, f_1, f_2) \) as the public key \( pk \). The corresponding secret key \( sk \) is the trapdoor \( t: S_2 \rightarrow S_2 \).
- The cryptosystem uses a symmetric encryption scheme \( SE = (E, D) \) with keys of length \( l \). It also uses a hash function \( G: S_2 \rightarrow \{0, 1\}^l \).
The encryption function works as follows. Choose \( x \sim S_1 \). Compute \( \kappa = G(f_2(x)) \).

\[ \mathcal{E}_{pk}(m, x) = (f_1(x), E_{\kappa}(m)) = (\alpha, \beta). \]

To decrypt \((\alpha, \beta)\) one computes \( \kappa = G(t(\alpha)) \) and outputs \( D_\kappa(\beta) \).

The following Theorem proves the IND-CPA security of the encryption scheme \( \Pi_0 \) in the random oracle model.

**Theorem 1 (IND-CPA security of \( \Pi_0 \)).** For the encryption scheme \( \Pi_0 \) we have

\[
\text{Adv}_{\Pi_0}^{\text{ind-cpa}}(t, q_g) \leq 2q_g \cdot \text{Adv}_{\mathcal{YC}}(1^k, t') + \text{Adv}_{\text{SE}}(t'),
\]

where \( t' \approx t \).

**Proof.** We prove the theorem by constructing algorithms using an adversary \( A \) as a subroutine to show that if \( A \) is to have any advantage then, with overwhelming probability, it must either solve an instance of \( \mathcal{YC} \) or it must break the symmetric encryption scheme \( SE = (E, D) \).

We begin by constructing an algorithm \( B \) to solve \( \mathcal{YC} \). Let us assume that \( \mathcal{YC}(1^k) \) has been run to produce \((S_1, S_2, f_1, f_2, t)\) and that we are given the description of \((S_1, S_2, f_1, f_2)\) and \( X = f_1(x) \) for some \( x \in S_1 \). We make \((S_1, S_2, f_1, f_2)\) the public key \( pk \) which \( A \) attacks.

The task of \( B \) is to compute \( f_2(x) \). We run \( B \) responding to its hash queries with a simulator \( G_{\text{sim}} \). Simulator \( G_{\text{sim}} \) keeps a list \( G_L \) of query/response pairs \((y, \kappa)\) to maintain consistency between calls.

We may now describe \( B \).

Algorithm \( B(X) \)

\[
(m_0, m_1, \text{state}) \leftarrow A_{y}^{\Pi_0}(pk) \\
b \leftarrow \{0, 1\} \\
\kappa* \leftarrow \{0, 1\}^l \\
\alpha* \leftarrow X \\
\beta* \leftarrow E_{\kappa*}(m_b) \\
c* = (\alpha*, \beta*) \\
b' \leftarrow A_{2}^{\Pi_0}(m_0, m_1, c*, \text{state}, pk) \\
(y, \kappa) \leftarrow G_{L} \\
\text{Return } y
\]

Let us now analyse our simulation. We will consider how \( A \) runs in a real run \( (\text{real}) \) and in our simulation \( (\text{sim}) \). We define an event \( \text{ERR} \) to be one that would cause \( A \)'s view to differ in \( \text{real} \) and \( \text{sim} \). We have
\[ [t] \Pr[A \text{ wins } \land \neg \text{ERR}]_{\text{sim}} = \Pr[A \text{ wins } \land \neg \text{ERR}]_{\text{real}} \]
\[ \geq \Pr[A \text{ wins}]_{\text{real}} - \Pr[\text{ERR}]_{\text{real}} \]
\[ = \frac{1}{2} + \frac{1}{2} \text{Adv}_{A,H}^{\text{ind-cpa}} - \Pr[\text{ERR}]_{\text{real}} \]
\[ = \frac{1}{2} + \frac{1}{2} \text{Adv}_{A,H}^{\text{ind-cpa}} - \Pr[\text{ERR}]_{\text{sim}}. \quad (1) \]

The final equality follows from the fact that, by definition of \text{ERR}, \(A\)'s view in \text{real} and in \text{sim} are identical up until \text{ERR} occurs.

We now consider \(\Pr[\text{ERR}]_{\text{sim}}\). The event can only be caused by an error in \(G_{\text{sim}}\). The only possible error here is caused by \(A\) making the query \(t(X) = f_2(x)\) to which \(G_{\text{sim}}\) should respond \(\kappa^*\). Moreover, if such a query is made algorithm \(B\) succeeds with probability \(1/q_g\). We infer that
\[ \Pr[\text{ERR}]_{\text{sim}} \leq q_g \cdot \text{Adv}_{B,\text{yc}}(1^k) \quad (2) \]

Let us now reconsider \(\Pr[A \text{ wins } \land \neg \text{ERR}]_{\text{sim}}\). We show that \(A\) can have no advantage in this situation unless it can break the one-time security of the symmetric encryption function \(SE\). To do this we construct an adversary \(C = (C_1, C_2)\) of \(SE\). This adversary will again run \(A\) as a subroutine. The simulator to respond to \(A\)'s queries to \(G\) will be as above.

Algorithm \(C_1()\)
\[(m_0, m_1, \text{state}) \leftarrow A_{\text{G,sim}}^1(pk) \]
Return \((m_0, m_1, \text{state})\)

Now outside of \(C\)'s view a random bit \(b\) is chosen and \(m_b\) is encrypted under a random key \(\kappa^*\) to produce \(c^*\).

Algorithm \(C_2(m_0, m_1, c^*, \text{state})\)
\[\alpha^* \leftarrow S_2 \]
\[\beta^* \leftarrow c^* \]
\[c^* \leftarrow (\alpha^*, \beta^*) \]
\[b' \leftarrow A_{\text{G,sim}}^2(m_0, m_1, c^*, \text{state}) \]
Return \(b'\).

The important things to note are first of all, in the event \(\neg \text{ERR}\), adversary \(C\) runs \(A\) in exactly the same way that the latter would be run in \(\text{sim}\). Secondly, if \(A\) wins in \(\text{sim}\) then \(C\) wins. We infer that
\[ \Pr[A \text{ wins } \land \neg \text{ERR}]_{\text{sim}} \leq \frac{1}{2} + \frac{1}{2} \text{Adv}_{C,SE}^{\text{ot}}. \quad (3) \]

The result now follows from (1), (2), (3) and the construction of \(B\) and \(C\). \(\square\)
Now consider \( \Pr[\text{ERR}]_{\text{sim}} \) from equation (2). If we had access to an efficient verify algorithm \( V \) that on input \( f_1(x_1) \) and \( f_2(x_2) \), checks if \( x_1 = x_2 \), then we could drop this error probability to
\[
\Pr[\text{ERR}]_{\text{sim}} \leq \text{Adv}_{B,YC}(1^k).
\]
This is done by simply running \( V \) on input \( (y,X) \) for all queries \( y \) from the list \( G_L \) (that contains all queries made to the oracle \( G_{\text{sim}} \)). Indeed, if such an algorithm \( V \) exists (we say that \( YC \) has the “easy to verify” property), we get the improved result in Remark 1 below.

**Remark 1.** If \( YC \) has the “easy to verify” property, then for the encryption scheme \( H_0 \) we have
\[
\text{Adv}_{H_0}^{\text{ind−cpa}}(t,q_G) \leq 2 \cdot \text{Adv}_{YC}^{\text{I}}(1^k,t') + \text{Adv}_{SE}^{\text{att}(t')},
\]
where \( t' = t + q_G(T_V(1^k) + O(k)) \). Here \( T_V(1^k) \) denotes the running time of the verify algorithm \( V \).

Note that, with the exception of El Gamal, all the \( Y \)-computational problems presented in subsection 2.3 have the easy to verify property.

**Remark 2.** If one removes the symmetric encryption algorithm in the IND-CPA scheme of Definition 4 and merely output the symmetric key, then the scheme becomes a key encapsulation mechanism as introduced by Cramer and Shoup [12]. This is another approach to the problem of designing IND-CCA2 secure encryption schemes.

### 4 The Fujisaki-Okamoto Transform

In [15] Fujisaki-Okamoto (FO) described a method to transform a cryptosystem with IND-CPA security into one with IND-CCA2 security. The method uses a hash function which is modelled as a random oracle [5] in the security analysis. The reduction is very tight. In this section we define the necessary notions and state the FO result.

**Definition 5.** Let \( \Pi = (\mathcal{K}, \mathcal{E}, \mathcal{D}) \) be an IND-CPA secure cryptosystem. We define the transformed scheme \( \Pi' = (\mathcal{K}, \mathcal{E}', \mathcal{D}') \) as follows.

- The key generator \( \mathcal{K}(1^k) \) runs the key generator \( \mathcal{K}(1^k) \).
- The cryptosystem uses a hash function
  \[
  H : \{0,1\}^* \rightarrow \{0,1\}^{k_0}
  \]
- The encryption function works as follows. Choose \( x \stackrel{R}{\leftarrow} \{0,1\}^{k_0} \) and compute
  \[
  \mathcal{E}_{\text{pk}}^H(m,x) = \mathcal{E}_{\text{pk}}((m||x),H(m||x)).
  \]
To decrypt the ciphertext $c$, one computes $m' || x' = D_{sk}(c)$ and outputs

$$\overline{DH}_{sk} = \begin{cases} m' & \text{if } \overline{E}_{pk}(m', x') = c \\ \bot & \text{otherwise.} \end{cases}$$

**Definition 6 (λ-uniformity).** Let $\Pi = (K, E, D)$ be a public-key cryptosystem taking random input from $\{0,1\}^{k_0}$ and messages from $\{0,1\}^{mlen}$. For given $x \in \{0,1\}^{mlen}$ and $y \in \{0,1\}^*$, define

$$\lambda(x, y) := \Pr_{x \leftarrow \{0,1\}^{k_0}} [y = \overline{E}_{pk}(m, x)].$$

We say that $\Pi$ is $\lambda$-uniform if, for any $x \in \{0,1\}^{mlen}$ and $y \in \{0,1\}^*$, $\lambda(x, y) \leq \lambda$.

Fujisaki and Okamoto proved the following result about $\Pi'$.

**Theorem 2 (IND-CCA2 security [15]).** Suppose that the encryption scheme $\Pi'$ is $\lambda$-uniform. Then we have

$$\text{Adv}^{\text{ind-cca2}}_{\Pi'}(1^k, t, q_d, q_h) \leq \text{Adv}^{\text{ind-cpa}}_{\Pi}(1^k, t') \cdot (1 - \lambda)^{-q_d} + q_h \cdot 2^{-k_0 - 1}.$$  

where $t' = t + q_h (T_\pi(1^k) + O(k))$. Here $T_\pi(1^k)$ denotes the running time of $\overline{E}_{pk}(\cdot)$.

5 IND-CCA2 under YC in the RO Model

As proved in Section 3, the cryptosystem $\Pi_0$ is IND-CPA secure in the random oracle model if the Y-computational problem YC is hard and the symmetric encryption function is OTE secure. It is now natural to apply the FO construction from the last section to this cryptosystem to get a cryptosystem $\Pi_1$ that is IND-CCA2 secure in the random oracle model. The construction uses two hash functions which are modelled as random oracles [5] in the security analysis. The reduction is very tight.

**Definition 7 (The Cryptosystem $\Pi_1$).**

- The key generator $K(1^k)$ runs the instance generator $I_{YC}$ for YC as in Definition 3 and outputs the description of $(S_1, S_2, f_1, f_2)$ as the public key $pk$.
  The corresponding secret key $sk$ is the trapdoor $t : S_2 \rightarrow S_2$.
- The cryptosystem uses a symmetric encryption scheme $SE = (E, D)$ with keys of length $l$. It also uses two hash functions
  $$G : S_2 \rightarrow \{0,1\}^l \text{ and } H : \{0,1\}^* \rightarrow S_1.$$
- The encryption function works as follows. Choose $x \leftarrow \{0,1\}^{k_1}$. Compute $h = H(m || x)$ and $\kappa = G(f_2(h))$.
  $$\overline{E}_{pk}(m, x) = (f_1(h), E_c(m || x)) = (\alpha, \beta).$$
To decrypt \((\alpha, \beta)\) one computes \(\kappa = G(t(\alpha)), m' || x' = D_\kappa(\beta), h' = H(m' || x').\)

\[D_{sk}(\alpha, \beta) = \begin{cases} m' & \text{if } \alpha = f_1(h') \\ \bot & \text{otherwise} \end{cases}\]

The symbol \(\bot\) denotes the fact that the ciphertext was rejected.

The following Theorem proves the IND-CCA2 security of the encryption scheme \(H_1\) in the random oracle model.

**Theorem 3 (IND-CCA2 security of \(H_1\)).** For the encryption scheme \(H_1\) we have

\[
\text{Adv}_{H_1}^{\text{ind-cca2}}(1^k, t, q_d, q_h) \leq (2q_g \cdot \text{Adv}_{\text{YCE}}(1^k, t')) + \text{Adv}_{\text{SE}}(t') \cdot (1 - 2^{-k})^{-q_d} + \frac{q_h}{2^{k_0+1}},
\]

where \(t' = t + q_h(T_\kappa(1^k) + O(k))\). Here \(T_\kappa(1^k)\) denotes the running time of \(\kappa(\cdot)\).

The proof of this Theorem directly follows by applying the Theorem 2 and Theorem 1 and the following Lemma about the \(\lambda\)-uniformity of the cryptosystem \(H_0\).

**Lemma 1.** The cryptosystem \(H_0\) from Definition 4 is \(2^{-k}\)-uniform.

**Proof.** By definition of \(\lambda\)-uniformity (see Definition 3), we have that

\[
\lambda(m, \alpha, \beta) = \Pr_{x \leftarrow \mathbb{Z}_k^{(0,1)}} \left[ \begin{array}{l} \alpha = f_1(x) \\ \beta = E_\kappa(m) \end{array} \right] \leq \Pr_{x \leftarrow \mathbb{Z}_k^{(0,1)}} [\alpha = f_1(x)] = \frac{1}{|S_1|} = \frac{1}{2^k}.
\]

\(\square\)

**Remark 3.** If \(YC\) has the “easy to verify” property, then for the encryption scheme \(H_1\) we have

\[
\text{Adv}_{H_1}^{\text{ind-cca2}}(1^k, t, q_d, q_h) \leq (2 \cdot \text{Adv}_{\text{YCE}}(1^k, t') + \text{Adv}_{\text{SE}}(t')) \cdot (1 - 2^{-k})^{-q_d} + \frac{q_h}{2^{k_0+1}},
\]

where \(t' = t + q_h(T_\kappa(1^k) + O(k)) + q_d(T_\kappa(1^k) + O(k))\). Here \(T_\kappa(1^k)\) denotes the running time of \(\kappa(\cdot)\), and \(T_\kappa(1^k)\) denotes the running time of \(\kappa(\cdot)\).
6 Examples

In this section we apply our construction of the cryptosystem $\Pi_1$ from section 5 to two important examples of instances of YC mentioned in Section 2.3, the El Gamal function and the Rabin function.

Enhanced El Gamal encryption scheme.

- The key generator $K(1^k)$ runs the instance generator $I_{YC}$ for the El Gamal case and gets $S_1$ and $S_2$ as $\mathbb{Z}_p^*$ together with a generator $g_1$. Furthermore it gets $f_1(x) = g_1^x$ and $f_2(x) = g_2^x$. $(S_1, S_2, f_1, f_2)$ form the public key pk. The corresponding secret key sk is the trapdoor $t(x) = g_1^s$ (where $s = \log_{g_1} g_2$).
- The cryptosystem uses a symmetric encryption scheme $SE = (E, D)$ with keys of length $l$. It also uses two hash functions $G : S_2 \to \{0, 1\}^l$ and $H : \{0, 1\}^* \to \mathbb{Z}_p^*$.
- The encryption function works as follows. Choose $x \leftarrow \{0, 1\}^k$. Compute $h = H(m||x)$ and $\kappa = G(g_2^h)$.
  
  $E_{pk}(m, x) = (g_1^h, E_{\kappa}(m||x)) = (\alpha, \beta)$.

- To decrypt $(\alpha, \beta)$ one computes $\kappa = G(\alpha^s)$, $m' = D_{sk}(\alpha^s)$, $h' = H(m'||x')$.
  
  $D_{sk}(\alpha, \beta) = \begin{cases} m' & \text{if } \alpha = g_1^{h'} \\ \bot & \text{otherwise} \end{cases}$

The symbol $\bot$ denotes the fact that the ciphertext was rejected.

Corollary 1. In the random oracle model, the enhanced El Gamal encryption scheme is IND-CCA2 secure if the computational Diffie-Hellman problem is intractable and the symmetric encryption scheme $SE$ is OTE secure.

We note that our Enhanced El Gamal scheme is exactly that proposed in [1, 2] (we refer to it as the BKL-scheme henceforth), when we use the onetime pad as the symmetric encryption function $SE$ (i.e., $E_c(m) = \kappa \oplus m$). Moreover, our method of security reduction is tight (linear in terms of both, time and probability), opposed to that of [1, 2] which gives a reduction that is cubic in the time parameter.

In [1, 2] a comparison of the BKL-scheme is made with El Gamal encryption once the FO-transform has been applied. It is claimed that the BLK-scheme is preferable since its security is guaranteed by the computational Diffie-Hellman problem rather than the, possibly easier, decisional Diffie-Hellman problem [7]. This argument is misleading since, if $G$ is a random oracle, the distributions $(g, g^a, g^b, G(g^{ab}))$ and $(g, g^a, g^b, G(g^a))$ are indistinguishable if and only if the computational Diffie-Hellman problem is hard. It is easy to see that, with a random oracle a decisional problem comes for free from a computational problem.
Enhanced Rabin encryption scheme. As an example of how to use our scheme with a trapdoor-one-way function we use the $Y$-computational problem induced by the Rabin function.

Applying our result to the Rabin function requires care because square roots modulo $n = pq$ are not unique. To this end we slightly modify our decryption algorithm and make the trapdoor function $t$ act from $S_2 \to S_2 \times S_2$.

- The key generator $K(1^k)$ runs the instance generator $I_{YC}$ for Rabin and gets a modulus $n = pq$ where $n$ is a $(k - 1)$ bit number and $p$ and $q$ are two primes of roughly the same size with $p = q = 1 \mod 4$. The set $S_1$ is

$$S_1 = \{1, \ldots, (n - 1)/2\} \cap \mathbb{Z}_n^*,$$

and $S_2$ is the set of quadratic residues modulo $n$. The function $f_1$ is $f_1(x) = x^2$ and $f_2(x) = x$. The quadruple $(S_1, S_2, f_1, f_2)$ forms the public key $pk$.

- The corresponding secret key $sk$ is the trapdoor $t(x)$ which maps $y \in S_2$ to a pair $(z_1, z_2) \in S_1 \times S_1$ such that $z_1^2 = z_2^2 = y$ ($z_1$ and $z_2$ differ in their Jacobi symbol).

- The cryptosystem uses a symmetric encryption scheme $SE = (E, D)$ with keys of length $l$. It also uses two hash functions $G : S_2 \to \{0, 1\}^l$ and $H : \{0, 1\}^* \to S_1$.

- The encryption function works as follows. Choose $x \leftarrow \{0, 1\}^{k_1}$. Compute $h = H(m||x)$ and $\kappa = G(h)$.

$$E_{pk}(m, x) = (h^2, E_\kappa(m||x)) = (\alpha, \beta).$$

- To decrypt $(\alpha, \beta)$ one computes $(z_1, z_2) = t(\alpha)$ and for $i \in \{1, 2\}$, $\kappa_i = G(z_i)$, $m'_i||x'_i = D_{\kappa_i}(\beta)$, $h'_i = H(m'_i||x'_i)$.

$$D_{sk}(\alpha, \beta) = \begin{cases} m'_1 & \text{if } \alpha = (h'_1)^2 \\ m'_2 & \text{if } \alpha = (h'_2)^2 \\ \perp & \text{otherwise} \end{cases}$$

The symbol $\perp$ denotes the fact that the ciphertext was rejected.

**Corollary 2.** In the random oracle model, the enhanced Rabin encryption scheme is IND-CCA2 secure if the factoring problem is intractable and the symmetric encryption scheme $SE$ is OTE secure.

The encryption procedure of the Enhanced Rabin encryption scheme seems to be very efficient. When we neglect the cost of using the hash functions $G$ and $H$, and the symmetric encryption scheme $SE$, the scheme uses only one squaring modulo $n$. Decryption requires two exponentiation, one modulo $p$ and the other modulo $q$.

As already noted before, the “easy to verify” property (see Remark 4) is true in the case of the Rabin function, since $f_2(x) = x$ is the identity function. Therefore, the running time of the reduction algorithm is tight (Remark 3).
7 Conclusions

We have introduced a general construction for public key encryption schemes that are IND-CCA2 secure in the random oracle model. Our construction may be used with many of the number theoretic primitives in the literature. The scheme generalises that of [12] and we have provided an improved security reduction.

There is some doubt concerning the meaning of a proof of security in the random oracle model. In [8] it is demonstrated that there exist cryptosystems that are provably secure in the random model, but insecure when the random oracle is instantiated with any hash function. Following from our remark in Section 6 it may be interesting to investigate the possibility of $Y$-computational problems where there is a separation between the computational problem and the decisional analogue no matter what hash function is used to instantiate the random oracle.
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Abstract. To mitigate the damage of secret key exposure, key updating signature schemes can be used such as a key-insulated signature scheme and an intrusion-resilient signature scheme. We propose efficient key updating signature schemes based on a secure identity-based signature (IBS) scheme. KUS-SKI is a strong \((N - 1, N)\) key-insulated signature scheme with random-access key updates, and KUS-IR is a Type (I) intrusion-resilient signature scheme. We also provide an equivalence theorem between a secure identity-based signature scheme and a strong \((N - 1, N)\) key-insulated signature scheme with random-access key up-dates.
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1 Introduction

Exposure of Secret Key. To achieve secure communication, the cryptographic community has conducted much research based on Kerckhoffs’ assumption that all details of an encryption function except the secret key are known to adversaries. Even though this assumption seems theoretically reasonable, the real world shows that this often fails. Careless users store their secret keys in an insecure place and frequent losses even occur. It commonly occurs that an adversary gains access to a user’s secret key without breaking the underlying cryptographic schemes. As portable devices are spreading widely, this threat has increased considerably.

To reduce the damage of secret key exposure, secret sharing [17] and threshold cryptography [6] can be used. In these models, the secret key is shared in a distributed manner and the attacker should compromise more than a predefined number of share holders. However, distributed computation is required to generate a valid signature or to decrypt a ciphertext, and this is undesirable in many circumstances. While secret sharing and threshold cryptography can be

* This research was supported by University IT Research Center Project, the Brain Korea 21 Project, POSTECH PIRL and Com²MaC-KOSEF.
considered as a separation of secret information in location, there is another approach, i.e., a separation in time. A forward-secure public key cryptosystem \[2\] evolves the secret key at the beginning of every time period while standard cryptographic computation is performed by a single device. Note that the public key remains for the lifetime of the scheme. A forward-secure public key cryptosystem prevents an adversary with a secret key for one time period from breaking the scheme for previous time periods. This model is conceptually the basis of other key updating (or evolving) public key cryptosystems, such as key-insulated cryptosystems \[8][9\] and intrusion-resilient cryptosystems \[11][7\].

**Key-Insulated Cryptosystems.** In a key-insulated public key cryptosystem \[8][9\], a user’s secret key is stored in an insecure device and updated regularly through collaboration with a physically-secure device which stores a master key. When a user generates a public key \(PK\) which remains for the lifetime of the scheme, a master key \(SK^*\) is stored on a physically-secure device. If the lifetime of the scheme is divided into distinct periods \(1, 2, \ldots, N\), the user interacts with the secure device to derive a temporary secret key \(SK_i\) which will be used by the insecure device to perform cryptographic operations like signing and deciphering for the time period \(i\). The user executes this key updating procedure at the beginning of every time period. When an adversary who compromises the insecure device up to \(t < N\) periods cannot break the remaining \(N - t\) periods, we call the scheme \((t, N)\) key-insulated. Additionally, an adversary who compromises the physically-secure device cannot break the scheme for any time period in a “strong” \((t, N)\) key-insulated scheme. Hence, the strong key-insulated cryptosystem is immune to break-ins either on the secure device or on the insecure device (not both). The first key-insulated public key cryptosystem \[8\] had a drawback that the length of the public key depends on the parameter \(t\) and removal of this dependency was attained in \[3][9\].

**Intrusion-Resilient Cryptosystems.** Key-insulated cryptosystems preserve the security of past and future time periods when either a user (an insecure device) or a base (a secure device) is compromised. This feature can be extended by adopting a proactivation paradigm \[14\]. Intrusion-resilient cryptosystems \[11][12][7\] are designed such that an adversary who obtains keys stored at both the user and the base on multiple occasions (but not at the same time) cannot break the scheme for any time period other than that for which the user’s key was exposed. Therefore, the intrusion-resilient model appears to provide maximum possible security in the face of corruptions that often occur. However, there are some trade-offs between the two models, since intrusion-resilient cryptosystems are inefficient and more complex than key-insulated cryptosystems.

**Our Contribution.** The generic constructions of key-insulated encryption and key-insulated signature schemes do not show good performance in practical implementation. More practical key-insulated encryption scheme in \[8\] and signature scheme in \[9\] are constructed based on the DDH assumption and the CDH assumption, respectively. These schemes employ Pedersen commitment \[16\] and the length of the public key is linearly dependent on a system parameter. This dependency in a key-insulated signature scheme can be removed by using a trap-
door signature scheme [9] and the same dependency in a key-insulated encryption scheme is eliminated with an identity-based encryption scheme [3]. Bellare and Palacio also showed that the existence of a secure identity-based encryption scheme is equivalent to that of an \((N - 1, N)\) key-insulated encryption scheme with random-access key updates [3]. In this paper, we show that a similar existence equivalence result holds between a secure identity-based signature scheme and an \((N - 1, N)\) key-insulated signature scheme with random-access key updates. Additionally, we show that this result can be extended to the case for a “strong” \((N - 1, N)\) key-insulated signature scheme with random-access key updates. Afterwards, we construct an efficient example of a “strong” \((N - 1, N)\) key-insulated signature scheme with random-access key updates based on a secure identity-based signature scheme due to J. C. Cha and J. H. Cheon [4]. Another contribution of our paper is that we revisit the definition of the intrusion-resilient cryptosystems and classify three types of intrusion-resilient model according to the security requirements. We construct a Type (I) intrusion-resilient signature scheme based on a secure identity-based signature scheme, which is more efficient than previous intrusion-resilient signature schemes.

2 Key-Insulated Signature and Identity-Based Signature

In this section, we review key-insulated signature schemes [9] and identity-based signature schemes [1][2][10][15]. After reviewing their definition and security, we provide an equivalence result between the two signature schemes.

2.1 Key-Insulated Signature

Definition 1. A key-insulated signature scheme is a 5-tuple of poly-time algorithms \((\text{Gen}, \text{Upd}^*, \text{Upd}, \text{Sign}, \text{Vrfy})\) such that:

- **Gen**, the key generation algorithm, is a probabilistic algorithm that takes as input a security parameter \(1^k\) and the total number of time periods \(N\). It returns a public key \(PK\), a master key \(SK^*\), and an initial key \(SK_0\).
- **Upd\(^*\)**, the device key-update algorithm, is a probabilistic algorithm that takes as input indices \(i, j\) for time periods (throughout, we assume \(1 \leq i, j \leq N\)) and the master key \(SK^*\). It returns a partial secret key \(SK_{i,j}^*\).
- **Upd**, the user key-update algorithm, is a deterministic algorithm that takes as input indices \(i, j\), a secret key \(SK_i\), and a partial secret key \(SK_{i,j}^*\). It returns the secret key \(SK_j\) for time period \(j\).
- **Sign**, the signing algorithm, is a probabilistic algorithm that takes as input an index \(i\) of a time period, a message \(M\), and a secret key \(SK_i\). \(\text{Sign}_{SK_i}(i, M)\) returns a signature \((i, s)\) consisting of the time period \(i\) and a signature value \(s\).
- **Vrfy**, the verification algorithm, is a deterministic algorithm that takes as input the public key \(PK\), a message \(M\), and a pair \((i, s)\); \(\text{Vrfy}_{PK}(M, (i, s))\) returns a bit \(b\), where \(b = 1\) means the signature is accepted.
If \( \text{Vrfy}_{PK}(M, (i, s)) = 1 \), we say that \((i, s)\) is a valid signature of \(M\) for period \(i\). We require that all signatures output by \(\text{Sign}_{SK_i}(i, M)\) are accepted as valid by \(\text{Vrfy}\).

In a key-insulated signature scheme, a user begins by generating \((PK, SK^*, SK_0) \leftarrow \text{Gen}(1^k, N)\), registering \(PK\) in a central location (just as he would for a standard public key scheme), storing \(SK^*\) on a physically-secure device, and storing \(SK_0\) himself. When the user who currently holds \(SK_i\), wants to obtain \(SK_{i,j}\), the user requests \(SK_{i,j}' \leftarrow \text{Upd}^*(i, j, SK^*)\) from the secure device. Using \(SK_i\) and \(SK_{i,j}'\), the user computes \(SK_j \leftarrow \text{Upd}(i, j, SK_i, SK_{i,j}')\). \(SK_j\) may then be used to sign messages during the time period \(j\) without further access to the secure device. After computation of \(SK_j\), the user erases \(SK_i\) and \(SK_{i,j}'\).

Note that verification is always performed with respect to a fixed public key \(PK\) which is never changed. If it is possible to update the secret key from \(SK_i\) to \(SK_j\) in one step, we say that the scheme supports random-access key updates.

The above definition includes this property implicitly.

For security considerations, we define a key exposure oracle \(\text{Exp}_{SK^*, SK_0}(\cdot)\) that performs the following on input \((i)\): (1) The oracle first checks whether period \(i\) has been activated; if so, the oracle returns the value already stored for \(SK_i\). Otherwise, (2) the oracle runs \(SK_{0,i}' \leftarrow \text{Upd}^*(0, i, SK^*)\) followed by \(SK_i \leftarrow \text{Upd}(0, i, SK_0, SK_{0,i}')\), returns and stores the value \(SK_i\), and labels period \(i\) as activated. We also give the adversary access to a signing oracle \(\text{Sign}_{SK^*, SK_0}(\cdot, \cdot)\) that does the following on inputs \((i, M)\): (1) The oracle first checks whether period \(i\) has been activated; if so, the oracle returns \(\text{Sign}_{SK_i}(i, M)\) where a value for \(SK_i\) is already stored. Otherwise, (2) the oracle runs \(SK_{0,i}' \leftarrow \text{Upd}^*(0, i, SK^*)\) followed by \(SK_i \leftarrow \text{Upd}(0, i, SK_0, SK_{0,i}')\), stores \(SK_i\), returns \(\text{Sign}_{SK_i}(i, M)\), and labels period \(i\) as activated. Here we give the formal definition of an \((N - 1, N)\) key-insulated signature scheme.

**Definition 2.** Let \(\Pi\) be a key-insulated signature scheme and fix \(t\). For any adversary \(A\), we may perform the following experiment:

\[
(PK, SK^*, SK_0) \leftarrow \text{Gen}(1^k, N);
(M, (i, s)) \leftarrow A^{\text{Sign}_{SK^*, SK_0}(\cdot, \cdot), \text{Exp}_{SK^*, SK_0}(\cdot)}(PK).
\]

We say that \(A\) succeeds if \(\text{Vrfy}_{PK}(M, (i, s)) = 1\), \((i, M)\) was never submitted to the signing oracle, \(i\) was never submitted to the key exposure oracle, and \(A\) made at most \(t\) calls to the key-exposure oracle. Denote the probability of \(A\)'s success by \(\text{Suc}_{A,\Pi}(k)\). We say that \(\Pi\) is \((t, N)\) key-insulated if for any PPT \(A\), \(\text{Suc}_{A,\Pi}(k)\) is negligible. We say that \(\Pi\) is perfectly key-insulated if \(\Pi\) is \((N - 1, N)\) key-insulated.

In a key-insulated signature scheme, an adversary can compromise the user’s storage while a key is being updated from \(SK_i\) to \(SK_j\); we call this a key-update exposure at \((i, j)\). When this occurs, the adversary receives \(SK_i\), \(SK_{i,j}'\), and \(SK_j\). We say a scheme has secure key updates if a key-update exposure at \((i, j)\) is of no more help to the adversary than key exposures at both periods \(i\) and \(j\).
**Definition 3.** A key-insulated signature scheme \( \Pi \) has secure key updates if the view of any adversary \( A \) making a key-update exposure at \( (i, j) \) can be perfectly simulated by an adversary \( A' \) making key exposure requests at periods \( i \) and \( j \).

Finally, we address attacks that compromise the physically-secure device (this includes attacks by the device itself, in case it cannot be trusted). The definition is similar to Definition 2 except that instead of having access to the key exposure oracle, the adversary is simply given the master key \( SK^* \). A \((t, N)\) key-insulated scheme which is secure in this sense is termed strong \((t, N)\) key-insulated.

**Definition 4.** Let \( \Pi = (\text{Gen, Upd}^*, \text{Upd, Sign, Vrfy}) \) be a signature scheme which is \((t, N)\) key-insulated. For any adversary \( B \), we perform the following experiment:

\[
\begin{align*}
(\text{PK, } SK^*, SK_0) &\leftarrow \text{Gen}(1^k, N); \\
(M, \langle i, s \rangle) &\leftarrow B^{\text{IBSign}^*_i, SK_0} (\cdot, \cdot) (\text{PK, } SK^*).
\end{align*}
\]

We say that \( B \) succeeds if \( \text{Vrfy}_{\text{PK}} (M, \langle i, s \rangle) = 1 \) and \( (i, M) \) was never submitted to the signing oracle. Denote the probability of \( B \)'s success by \( \text{Succ}_{B, \Pi} (k) \). We say that \( \Pi \) is strong \((t, N)\) key-insulated if for any PPT \( B \), \( \text{Succ}_{B, \Pi} (k) \) is negligible.

### 2.2 Identity-Based Signature

Shamir’s original motivation for the identity-based cryptosystem [18] was to simplify certificate management. To securely communicate with Bob, Alice does not need to obtain Bob’s public key certificate in identity-based cryptosystems; instead, she need only know Bob’s e-mail address. Since the notion was introduced in 1984, there were several proposals for identity-based cryptosystems [19][20][13]. However, practical implementation with provable security was achieved only recently [1][14][10][15]. Here, we review the definition of identity-based signature schemes and their security.

**Definition 5.** An identity-based signature scheme is a 4-tuple of poly-time algorithms \((\text{IBGen, Extract, IBSign, IBVrfy})\) such that:

- **IBGen**, the key generation algorithm, is a probabilistic algorithm that takes as input a security parameter \( 1^k \). It returns a master key \( IBSK^* \) and a parameter list \( IBPK \).
- **Extract**, the signing key issuance algorithm, is a probabilistic algorithm that takes as input a user identity \( i \) and a master key \( IBSK^* \). It returns the user \( i \)'s secret signing key \( IBSK_i \).
- **IBSign**, the signing algorithm, is a probabilistic algorithm that takes as input a message \( M \) and a secret key \( IBSK_i \). \( \text{IBSign}_{IBSK_i}(M) \) returns a signature \( s \).
- **IBVrfy**, the verification algorithm, is a deterministic algorithm that takes as input a parameter list \( IBPK \), a message \( M \), a user identity \( i \), and a signature \( s \). \( \text{IBVrfy}_{IBPK}(M, i, s) \) returns a bit \( b \), where \( b = 1 \) means the signature is accepted.
If \( \text{IBVrfy}_{\text{IBPK}}(M, i, s) = 1 \), we say that \( s \) is a valid signature of \( M \) by a user \( i \). We require that all signatures output by \( \text{IBSign}_{\text{IBSK}}(\cdot) \) are accepted as valid by \( \text{IBVrfy}_{\text{IBPK}}(\cdot, i, \cdot) \).

In an identity-based signature scheme, \( \text{IBGen} \) and \( \text{Extract} \) are performed by a trusted center. A secret key \( \text{IBSK}_i \) is given to a user \( i \) by the center (through a secure channel). Note that key escrow of user’s secret key is inherent in an identity-based signature scheme.

For security considerations, we define a key exposure oracle \( \text{IBExp}_{\text{IBSK}_i}(\cdot) \) that returns a secret key \( \text{IBSK}_i \) on input \( i \). We also give the adversary access to a signing oracle \( \text{IBSign}_{\text{IBSK}_i}(\cdot, \cdot) \) that returns \( \text{IBSign}_{\text{IBSK}_i}(M) \) on input \( (i, M) \). The security goal of an identity-based signature scheme is existential unforgeability. This means that any PPT adversary \( A \) should have a negligible probability of generating a valid signature of a new message given access to the key exposure oracle \( \text{IBExp}_{\text{IBSK}_i}(\cdot) \) and the signing oracle \( \text{IBSign}_{\text{IBSK}_i}(\cdot, \cdot) \). Naturally, \( A \) is considered successful if it forges a valid signature \( s \) of \( M \) by a user \( i \) where \( i \) was not queried to the key exposure oracle and \( (i, M) \) was not queried to the signing oracle.

### 2.3 Equivalence Result

An \((N - 1, N)\) key-insulated encryption scheme with random-access key updates is effectively the same as a secure identity-based encryption scheme [3]. We show that a similar result holds between a secure identity-based signature scheme and an \((N - 1, N)\) key-insulated signature scheme with random-access key updates. Note that these equivalence results do not guarantee the existence of a “strong” \((N - 1, N)\) key-insulated cryptosystem with random-access key updates. Hence, we go one step forward and show that these equivalent results can be extended to “strong” \((N - 1, N)\) key-insulated cryptosystems with random-access key updates.

**Theorem 1.** A secure identity-based signature scheme exists if and only if there is an \((N - 1, N)\) key-insulated signature scheme with random-access key updates.

**Proof.** Let \( \Pi_{\text{IBS}} = (\text{IBGen}, \text{Extract}, \text{IBSign}, \text{IBVrfy}) \) be a secure identity-based signature scheme. From \( \Pi_{\text{IBS}} \), we build an \((N - 1, N)\) key-insulated signature scheme with random-access key updates \( \Pi_{\text{KIS}} = (\text{Gen}, \text{Upd}^*, \text{Upd}, \text{Sign}, \text{Vrfy}) \). The underlying idea is that two implementations of \( \Pi_{\text{IBS}} \) are used for the construction. The notation \( i - 1 \) means the previous period of \( i \) and & denotes the bit-wise AND operation. We assume that an update is immediately followed by a key generation.

Conversely, let \( \Pi_{\text{KIS}} = (\text{Gen}, \text{Upd}^*, \text{Upd}, \text{Sign}, \text{Vrfy}) \) be an \((N - 1, N)\) key-insulated signature scheme with random-access key updates. From \( \Pi_{\text{KIS}} \), we build a secure identity-based signature scheme \( \Pi_{\text{IBS}} = (\text{IBGen}, \text{Extract}, \text{IBSign}, \text{IBVrfy}) \). The input \( N \) of \( \text{Gen} \) can be determined by the security parameter \( k \).
Since IBSK (the other two signature schemes: a secure identity-based signature scheme, an
Theorem 2.

Proof. In the proof of Theorem 1, $\Pi_{\text{KIS}}$ derived from $\Pi_{\text{IBS}}$ is actually a strong
(N – 1, N) key-insulated signature scheme with random-access key updates, since $\text{IBSK}_1$ and $\text{IBSK}_2$ are from two different implementations of $\Pi_{\text{IBS}}$. In addition, the existence of a strong (N – 1, N) key-insulated signature scheme with random-access key updates implies by definition that of an (N – 1, N)
key-insulated signature scheme with random-access key updates. Along with
Theorem 1, we can obtain Theorem 2.

$$\text{Q.E.D.}$$

Since this paper concentrates on key updating signature schemes, we provided
Theorem 1 and Theorem 2 for signature schemes. Theorem 1 and Theorem 2 can
be easily converted to the case for encryption schemes. Hence, a secure identity-
based cryptosystem can be used to construct a strong \((N - 1, N)\) key-insulated
cryptosystem with random-access key updates. In the next section, we give an
efficient example for the case of a signature scheme.

3 KUS-SKI: Key Updating Signature with Strong Key
Insulation

A strong \((N - 1, N)\) key-insulated signature scheme based on a secure identity-
based signature scheme can be constructed by employing the method presented
in the proof of Theorem 1. However, more efficient constructions can be achieved
if we utilize the algebraic properties of the underlying identity-based signature
scheme. We will devise an efficient strong \((N - 1, N)\) key-insulated signature
scheme with random-access key updates based on the identity-based signature
scheme of J. C. Cha and J. H. Cheon [4]. We will call this scheme KUS-SKI
(Key Updating Signature with Strong Key Insulation). Note that other identity-
based signature schemes [10] [15] can be used to construct strong \((N - 1, N)\)
key-insulated signature schemes with different characteristics.

3.1 The Scheme

We assume that readers are familiar with the identity-based signature scheme
from gap Diffie-Hellman groups. Let \(G\) be a group of prime order \(q\) in which
DDH problems can be solved – w.l.o.g., we write \(G\) additively.

1. **Gen**: On inputting \(1^k\), \(\text{Gen}\) chooses a generator \(P\) of \(G\), picks random numbers
\(SK_1, SK_2\) in \(\mathbb{Z}_q\), sets \(PK = (SK_1 + SK_2)P, SK^* = SK_1, SK_0 = (SK_{0,0}, SK_{0,1}) = (SK_0, 0)\), and chooses cryptographic hash functions
\(H_1: \{0, 1\}^* \times G \rightarrow \mathbb{Z}_q\) and \(H_2: \{0, 1\}^* \rightarrow G\).

2. **Upd\(^*\)**: On inputting indices \(i, j\) and the master key \(SK^*\), \(\text{Upd}^*\) computes and returns a partial secret key
\(SK'_{i,j} = SK^*H_2(j)\).

3. **Upd**: On inputting indices \(i, j\), a secret key \(SK_i\), and a partial secret key
\(SK'_{i,j}\), \(\text{Upd}\) parses \(SK_i\) as \((SK_{i,0}, SK_{i,1})\), sets \(SK_{j,0} = SK_{i,0}, SK_{j,1} = SK_{i,0}H_2(j) + SK'_{i,j}\), erases \(SK_i, SK'_{i,j}\), and returns \(SK_j = (SK_{j,0}, SK_{j,1})\).

4. **Sign**: On inputting an index \(i\) of a time period, a message \(M\), and a secret
key \(SK_i\), \(\text{Sign}\) picks a random number \(r \in \mathbb{Z}_q\), computes \(U = rH_2(i), h = H_1(M, U), V = (r + h)SK_{i,1}\), and returns \(\langle i, s \rangle\) where \(s = (U, V)\).
5. Vrfy: On inputting the public key $PK$, a message $M$, and a pair $\langle i, s \rangle$, Vrfy parses $s$ as $(U, V)$ and checks whether $(P, PK, U + hH_2(i), V)$, where $h = H_1(M, U)$, is a valid Diffie-Hellman tuple. If so, Vrfy returns $b = 1$ and returns $b = 0$, otherwise.

Note that $SK_{i,0} = SK^2$ and $SK_{i,1} = (SK^1 + SK^2)H_2(i)$ hold for all $i$. The consistency of KUS-SKI can be proved by the following equations:

\[
(P, PK, U + hH_2(i), V) = (P, PK, (r + h)H_2(i), (r + h)(SK^1 + SK^2)H_2(i))
\]

The key length of KUS-SKI is not dependent on a parameter and the computational cost of signing and verifying is comparable to ordinary signature schemes.

### 3.2 The Security Analysis

We follow the proof technique in [3]. Nonetheless, our simulation is different from that in [3] because we adopt the original security model of key-insulated signature schemes in [9]. For example, we do not allow an adversary compromising a period $i$ secret key $SK_i$ to access the channel between the user and the secure device for the period $i$ with no cost.

**Theorem 3.** KUS-SKI has secure key updates and supports random key updates.

**Proof.** Let $A$ be an adversary who makes a key-update exposure at $(i, j)$. This adversary can be perfectly simulated by an adversary $A'$ who makes key exposure requests at periods $i$ and $j$. Since $A'$ can get $SK_i$ and $SK_j$, he can compute $SK'_{i,j}$ by $SK'_{i,j} = SK_{i,1} - SK_{i,0}H_2(j)$. The property of random-access key updates follows from the definition of $\text{Upd}^*$ and $\text{Upd}$ in KUS-SKI.

Q.E.D. □

**Theorem 4.** KUS-SKI is an $(N - 1, N)$ key-insulated signature scheme.

**Proof.** Let $\text{CC-IBS} = (\text{IBGen}, \text{Extract}, \text{IBSign}, \text{IBVrfy})$ be the identity-based signature scheme in [4]. Note that CC-IBS is a secure signature scheme, assuming the hardness of CDH problems. We will show that an adversary $A$, who breaks KUS-SKI = $(\text{Gen}, \text{Upd}^*, \text{Upd}, \text{Sign}, \text{Vrfy})$, can be translated into an adversary $B$ who can break CC-IBS. After $\text{IBGen}$ generates a master key $IBSK^* \in \mathbb{Z}_q$ and a parameter list $IBPK = (P, P_{pub}, H_1, H_2)$ where $P_{pub} = (IBSK^*)P$, $B$ randomly selects $SK^2 \in \mathbb{Z}_q$ and runs $A$. The adversary $B$, who is given access to $\text{IBSign}_{IBSK^*, (\cdot, \cdot)}$ and $\text{IBExp}_{IBSK^*, (\cdot, \cdot)}$, has to answer $A$’s queries to $\text{Sign}_{SK^*, SK_0, (\cdot, \cdot)}$ and $\text{Exp}_{SK^*, SK_0, (\cdot, \cdot)}$. In response to a query $(i, M)$ to the signing oracle $\text{Sign}_{SK^*, SK_0, (\cdot, \cdot)}$, $B$ forwards the query to its signing oracle.
IBSign_{IBSK^*}(\cdot, \cdot) and returns the oracle’s answer s with i as \langle i, s \rangle to A. In response to a query i to the key exposure oracle \text{Exp}_{SK^*,SK^0}(\cdot), B forwards the query to its key exposure oracle \text{IBExp}_{IBSK^*}(\cdot) and obtains the oracle’s answer \text{IBSK}_i. B returns \text{IBSK}_i. B returns \text{IBSK}_i = (SK_{i,0}, SK_{i,1}) = (SK^2, IB_{SK^2}). Since B simulates A’s environment in its attack against KUS-SKI perfectly, B can forge a valid signature of a new message based on A’s answer.

Q.E.D. □

Theorem 5. KUS-SKI is a strong \((N - 1, N)\) key-insulated signature scheme.

Proof. Assume that there is an adversary A, who breaks KUS-SKI = (Gen, Upd^*, Upd, Sign, Vrfy) with access to the secure device. We will show that A can be translated into an adversary B who can break CC-IBS = (IBGen, Extract, IBSign, IBVrfy). After IBGen generates a master key IBSK^* ∈ Z_q and a parameter list IBPK = (P, P_{pub}, H_1, H_2) where P_{pub} = (IBSK^*)P, B randomly selects \text{IBSK}_i^* ∈ Z_q and gives \text{IBSK}_i^* to A. B forwards the query to its signing oracle IBSign_{IBSK^*}(\cdot, \cdot), has to answer A’s queries to \text{Sign}_{SK^*,SK^0}(\cdot, \cdot). In response to a query (i, M) to the signing oracle \text{Sign}_{SK^*,SK^0}(\cdot, \cdot), B forwards the query to its signing oracle IBSign_{IBSK^*}(\cdot, \cdot) and returns the oracle’s answer s with i as \langle i, s \rangle to A. Since B simulates A’s environment in its attack against KUS-SKI perfectly, B can forge a valid signature of a new message based on A’s answer.

Q.E.D. □

4 Intrusion-Resilience Signature

The notion of signer-base intrusion-resilient (SiBIR) signatures was proposed in [11] and extended in [12]. The case for the encryption scheme was studied in [7]. As in key-insulated schemes, the user in SiBIR signature schemes has two modules, the signer (an insecure device) and the base (a physically-secure device). The main strength of intrusion-resilient schemes is that they remain secure even after many arbitrary compromises of both modules, as long as the compromises are not simultaneous. In this section, we review the definition of SiBIR signature schemes and their security. Afterwards, we classify SiBIR signature schemes into three types.

4.1 SiBIR Signature Schemes

The system’s secret key may be modified in two different ways, called update and refresh. Updates change the secrets from one time period to the next while refreshes affect only the internal secrets of the system. The notation SK_{t,r} (respectively, SK^*_{t,r}) denotes the signer’s (respectively, the base’s) secret key for time period t following r refreshes. We assume for convenience that a key update occurs immediately after key generation to obtain keys for t = 1, and that a key refresh occurs immediately after every key update to obtain keys for r = 1.
Definition 6. A SiBIR signature scheme $\Pi$ is a 7-tuple of poly-time algorithms $(\text{Gen, Sign, Vrfy, UB, US, RB, RS})$ such that:

- $\text{Gen}$, the key generation algorithm, takes as input security parameter $1^k$ and the total number of time periods $N$. It returns the initial signer key $SK_{0,0}$, the initial base key $SK^*_0$, and the public key $PK$.
- $\text{Sign}$, the signing algorithm, takes as input the current signer key $SK_{t,r}$ and a message $M$. It returns a signature $\langle t, s \rangle$ consisting of the time period $t$ and a signature value $s$.
- $\text{Vrfy}$, the verifying algorithm, takes as input a message $M$, a signature $\langle t, s \rangle$ and the public key $PK$. It returns a bit $b$ where $b = 1$ means the signature is accepted.
- $\text{UB}$, the base key update algorithm, takes as input the current base key $SK^*_{t,r}$. It returns a new base key $SK^*_{(t+1),0}$ for the next time period as well as a key update message $SKU_t$.
- $\text{US}$, the signer key update algorithm, takes as input the current signer key $SK_{t,r}$ and a key update message $SKU_t$. It returns the new signer key $SK_{(t+1),0}$ for the next time period.
- $\text{RB}$, the base key refresh algorithm, takes as input the current base key $SK^*_{t,r}$. It returns a new base key $SK^*_{t,(r+1)}$ as well as a key refresh message $SKR_{t,r}$. It returns a new signer key $SK_{t,(r+1)}$.

Let $RN(t)$ denote the number of refreshes that occur in time period $t$. $RN$ is used for notational convenience. Consider the following “thought experiment,” which generates all keys for the entire run of the signature scheme.

Experiment Generate-Keys($k, N, RN$)

$t \leftarrow 0, r \leftarrow 0$;
$(SK_{0,0}, SK^*_0, PK) \leftarrow \text{Gen}(1^k, N)$;
for $t = 1$ to $N$
    $(SK^*_{t,0}, SKU_{t-1}) \leftarrow \text{UB}(SK^*_{(t-1),r})$;
    $SK_{t,0} \leftarrow \text{US}(SK_{(t-1),r}, SKU_{t-1})$;
for $r = 1$ to $RN(t)$
    $(SK^*_{t,r}, SKR_{t,(r-1)}) \leftarrow \text{RB}(SK^*_{t,(r-1)})$;
    $SK_{t,r} \leftarrow \text{RS}(SK_{t,(r-1)}, SKR_{t,(r-1)})$;

Let $\tilde{SK}$, $\tilde{SK}^*$, $\tilde{SKU}$ and $\tilde{SKR}$ denote the sets of singer keys, base keys, update messages, and refresh messages generated in the course of the above experiment. For security considerations, we define the following oracles available to the adversary:

- $\text{Osig}$, the signing oracle, which on input $(M, t, r)$ outputs $\text{Sign}(SK_{t,r}, M)$.
- $\text{Osec}$, the key exposure oracle (based on the sets $\tilde{SK}$, $\tilde{SK}^*$, $\tilde{SKU}$ and $\tilde{SKR}$), which
1. On input \( ("s", t.r) \) outputs \( SK_{t.r} \);
2. On input \( ("b", t.r) \) outputs \( SK_*_{t.r} \);
3. On input \( ("u", t) \) outputs \( SKU_t \) and \( SKR_{(t+1).0} \);
4. On input \( ("r", t.r) \) outputs \( SKR_{t.r} \).

Queries to \( \text{Osec} \) correspond to compromise of the signer or base, or to intercepting update or refresh messages. Note that a key exposure at \((i, j)\) in key-insulated signature schemes can be realized by two queries \(("s" \text{ and } "u")\) to \( \text{Osec} \) in SiBIR signature schemes. We assume that queries to the oracles always have \( t, r \) within the appropriate bounds.

For any set \( Q \) of key exposure queries, we say that \( SK_{t.r} \) is \( Q \)-exposed if at least one of the following is true:

- \(("s", t.r) \in Q\)
- \( r > 1, ("r", t.(r-1)) \in Q \), and \( SK_{t.(r-1)} \) is \( Q \)-exposed
- \( r = 1, ("u", t-1) \in Q \), and \( SK_{(t-1).RN(t-1)} \) is \( Q \)-exposed

Replacing \( SK \) with \( SK_* \) throughout the above definition yields the definition of base key exposure.

We say that the scheme is \((t, Q)\)-compromised, if either \( SK_{t.r} \) is \( Q \)-exposed (for some \( r \)) or both \( SK_{t',r} \) and \( SK_*_{t',r} \) are \( Q \)-exposed (for some \( r \) and \( t' < t \)).

The following experiment captures adversary’s functionality.

Experiment Run-Adversary\((A, k, N, RN)\)

\[
\begin{align*}
\text{Generate-Keys}(k, N, RN); \\
(M, (t, s)) &\leftarrow A_{\text{Osig,Oscc}}(1^k, N, PK, RN); \\
b &\leftarrow \text{Vrfy}(M, (t, s), PK); \\
\text{Let } Q \text{ be the set of queries made by } A \text{ to } \text{Oscc}; \\
\text{if } b = 0 \text{ or } (M, t, r) \text{ was queried by } A \text{ to } \text{Osig} \\
\text{or the scheme is } (t, Q)\text{-compromised} \\
\text{then return } 0 \\
\text{else return } 1
\end{align*}
\]

We define \( A \)'s probability of success as the probability that 1 is output in the above experiment. We denote this probability by \( \text{Succ}_{A,\Pi}(k) \).

**Definition 7.** A signature scheme \( \Pi \) is said to be an existentially unforgeable SiBIR signature scheme if, for any PPT adversary \( A \) and all \( N, RN(\cdot) \) polynomial in \( k \), we have \( \text{Succ}_{A,\Pi}(k) < \epsilon(k) \) for some negligible function \( \epsilon(\cdot) \).

SiBIR signature schemes treat all compromises in one definition, as opposed to defining security against different kinds of compromises separately in key-insulated signature schemes.

### 4.2 Classification of SiBIR Signature Schemes

SiBIR signature schemes remain secure in the face of multiple compromises of the signer and the base, as long as they are not both compromised simultaneously. Furthermore, in case both are compromised simultaneously, prior time
periods remain secure, as in forward-secure signature schemes. While the first requirement is desirable without doubt, we find that the latter requirement can be adjusted according to the security requirements. We introduce three types of SiBIR signature schemes.

- Type (I) SiBIR signature schemes do not guarantee the security of other time periods in case of a simultaneous compromise.
- Type (II) SiBIR signature schemes guarantee the security of prior time periods in case of a simultaneous compromise.
- Type (III) SiBIR signature schemes guarantee the security of prior and posterior time periods in case of a simultaneous compromise.

Type (I) SiBIR signature schemes are appropriate for the case that the signer and the base can be at least one time period apart at a given time. In this case, it is difficult for an adversary to compromise both the signer and the base simultaneously. Type (II) SiBIR signature schemes correspond to those in Section 4.1. Type (III) SiBIR signature schemes provide the highest security level. However, it seems that we need additional secret information such as passwords or biometric information to achieve this level of security.

5 KUS-IR: Key Updating Signature with Type (I) Intrusion Resilience

Previous Type (II) SiBIR signature schemes [11] are less efficient than ordinary signature schemes. In addition, cumbersome techniques are needed to avoid the limit on the total number of periods in Type (II) SiBIR signature schemes [12]. In this section, we introduce an efficient Type (I) SiBIR signature scheme, called KUS-IR (Key Updating Signature with type (I) Intrusion Resilience). Even though the security level of Type (I) is lower than that of Type (II), KUS-IR is very efficient and has no limit on the total number of periods. The computational cost of signing and verifying is comparable to ordinary signature schemes. Furthermore, KUS-IR enables the honest user to request “old” keys thereby allowing, e.g., the signing of documents for prior time periods when needed. Note that this property can be offered in key-insulated cryptosystems [9] and is especially invaluable for encryption schemes.

5.1 The Scheme

KUS-IR is constructed on KUS-SKI and employs proactive security techniques. Let $G$ be a group of prime order $q$ in which DDH problems can be solved.

1. Gen: On inputting $1^k$, Gen chooses a generator $P$ of $G$, picks random numbers $SK^1$ and $SK^2$ in $\mathbb{Z}_q$, sets $PK = (SK^1 + SK^2)P$, $SK^s_{0,0} = SK^1$, $SK_{0,0} = (SKA_{0,0}, SKB_{0,0}) = (SK^2, \phi)$, and chooses cryptographic hash functions $H_1: \{0,1\}^* \times G \rightarrow \mathbb{Z}_q$ and $H_2: \{0,1\}^* \rightarrow G$. 
2. **Sign**: On inputting the current signer key $SK_{t,r}$ and a message $M$, Sign picks a random number $r \in \mathbb{Z}_q$, computes $U = rH_2(t)$, $h = H_1(M, U)$, $V = (r + h)SKB_{t,r}$, and returns $(t, s)$ where $s = (U, V)$.

3. **Vrfy**: On inputting the public key $PK$, a message $M$, and a pair $(t, s)$, Vrfy parses $s$ as $(U, V)$ and checks whether $(P, PK, U + hH_2(t), V)$, where $h = H_1(M, U)$, is a valid Diffie-Hellman tuple. If so, Vrfy returns $b = 1$ and returns $b = 0$, otherwise.

4. **UB**: On inputting the current base key $SK^*_{t,r}$, UB returns a new base key $SK^*_{t,r+1}$ as well as a key refresh message $SKU_t = SK^*_t, H_2(t+1)$.

5. **US**: On inputting the current signer key $SK_{t,r}$ and a key update message $SKU_t$, US sets $SKA_{t+1,0} = SKA_{t,r}, SKB_{t+1,0} = SKA_{t,r}H_2(t + 1) + SKU_t$ and returns the new signer key $SK_{(t+1),0} = (SKA_{(t+1),0}, SKB_{(t+1),0})$.

6. **RB**: On inputting the current base key $SK^*_{t,r}$, RB chooses a random $w_{t,(r+1)} \in \mathbb{Z}_q$ and returns $SK^*_{t,(r+1)} = SK^*_t + w_{t,(r+1)}$, as well as $SKR_{t,r} = w_{t,(r+1)}$.

7. **RS**: On inputting the current signer key $SK_{t,r}$ and a key refresh message $SKR_{t,r}$, RS sets $SKA_{t,(r+1)} = SKA_{t,r} - SKR_{t,r}, SKB_{t,(r+1)} = SKB_{t,r}$ and returns a new signer key $SK_{t,(r+1)} = (SKA_{t,(r+1)}, SKB_{t,(r+1)})$.

Recall that each update is immediately followed by a refresh and keys with refresh index 0 are never actually used.

### 5.2 The Security Analysis

Since we did not present a formal definition of three types of SiBIR signature schemes, we will merely give an intuitive clue to the security analysis. Firstly, KUS-IR maintains the security condition of KUS-SKI, i.e., a strong $(N, N - 1)$ key-insulated signature scheme with random-access key updates. Next, assume that an adversary obtains $z$ different keys. If we let $W_{t,r} = \sum_{i=1}^{t-1} \sum_{j=1}^{RN(i)} w_{i,j}$, then $SK^*_{t,r} = SK^1 + W_{t,r}$ and $SKA_{t,r} = SK^2 - W_{t,r}$. When $C$ denotes a column matrix whose elements are composed of the exposed keys of $SK^*$ and $SKA$, we get $C = A \times B$ where

$$A = \begin{bmatrix}
\alpha_1 & \beta_1 & E_1 & 0 & 0 & 0 \\
\alpha_2 & \beta_2 & 0 & E_2 & 0 & 0 \\
\alpha_3 & \beta_3 & 0 & 0 & E_3 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\alpha_z & \beta_z & 0 & 0 & 0 & E_z
\end{bmatrix}, \quad B = \begin{bmatrix}
SK^1 & SK^2 & W_{t_1,r_1} & W_{t_2,r_2} & W_{t_3,r_3} & \cdots & W_{t_z,r_z}
\end{bmatrix}^T$$

s.t. $\alpha_i, \beta_i \in \{0, 1\}$, $\alpha_i + \beta_i = 1$, and $E_i \in \{-1, +1\}$ for $\forall i \in [1, z]$.

Note that $W_{t_i,r_i}$'s have all different values (with very high probability) in a Type (1) SiBIR signature scheme and $A$ is a $z \times (z + 2)$ matrix whose rows are linearly independent. In addition, each row of $A$ contains two unknown values. Hence, the adversary cannot obtain any information on an element of $B$. This argument can be extended to include the exposed messages of $SKU$ and $SKR$.

**Theorem 6.** KUS-IR is an existentially unforgeable Type (1) SiBIR signature scheme.
6 Concluding Remarks

The danger of secret key exposure can be significantly reduced by key updating cryptosystems. In this paper, we proposed efficient key updating signature schemes based on a secure identity-based signature scheme. We showed that the existence of a secure identity-based signature scheme implies that of a “strong” \((N-1,N)\) key-insulated signature scheme with random-access key updates. Hence, identity-based cryptosystems can play an important role in research on key updating cryptosystems. Starting from a secure identity-based signature scheme, we could reach a strong \((N-1,N)\) key-insulated signature scheme with random-access key updates and a Type (I) intrusion-resilient signature scheme. We leave the efficient construction of a Type (II) intrusion-resilient signature scheme based on a secure identity-based signature scheme as a challenging topic for future research.
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Abstract. C. Ding, W. Shan and G. Xiao conjectured a certain kind of trade-off between the linear complexity and the $k$-error linear complexity of periodic sequences over a finite field. This conjecture has recently been disproved by the first author, by showing that for infinitely many period lengths $N$ and some values of $k$, both complexities may take very large values (contradicting the above conjecture). Here we use some recent achievements of analytic number theory to extend the class of period lengths $N$ and the number of admissible errors $k$ for which this conjecture fails for rather large values of $k$. We also discuss the relevance of this result for stream ciphers.

1 Introduction

Let $S = (s_i)_{i=0}^\infty$ be a sequence of elements of a finite field $\mathbb{F}_q$ of $q$ elements. For an integer $N \geq 1$, we say that $S$ is $N$-periodic if $s_{i+N} = s_i$ for all $i \geq 0$. Since an $N$-periodic sequence is determined by the terms of one period, we can completely describe $S$ by the notation $S \leftrightarrow (s_0, s_1, \ldots, s_{N-1})$.

The linear complexity $L(S)$ of an $N$-periodic sequence $S \leftrightarrow (s_0, s_1, \ldots, s_{N-1})$ of elements of $\mathbb{F}_q$ is the smallest nonnegative integer $L$ for which there exist coefficients $c_1, \ldots, c_L \in \mathbb{F}_q$ such that

$$s_j + c_1 s_{j-1} + \cdots + c_L s_{j-L} = 0, \quad j = L, L+1, \ldots$$

It is obvious that for any $N$-periodic sequence $S$ over $\mathbb{F}_q$ we have $L(S) \leq N$.

A natural generalisation of the notion of linear complexity has been introduced in [17] by defining, for an integer $k \geq 0$, the $k$-error linear complexity $L_{N,k}(S)$ to be

$$L_{N,k}(S) = \min_{T: d(S,T) \leq k} L(T),$$

where $d(S,T)$ denotes the Hamming distance between the sequences $S$ and $T$. This quantity measures the number of positions at which the corresponding symbols of the two sequences disagree.

where the minimum is taken over all \( N \)-periodic sequences \( T \leftrightarrow (t_0, t_1, \ldots, t_{N-1}) \) over \( \mathbb{F}_q \) for which the Hamming distance \( d(S, T) \) of the vectors \( (s_0, s_1, \ldots, s_{N-1}) \) and \( (t_0, t_1, \ldots, t_{N-1}) \) is at most \( k \). It is useful to remark that we do not insist that \( N \) be the smallest period of \( S \), however the value of \( L(S) \) does not depend on \( N \) but rather only on the sequence \( S \) itself, that is, \( L_{N,0}(S) = L(S) \) for any multiple \( N \) of the smallest period of \( S \). We also remark that the concept of \( k \)-error linear complexity is closely related to \( k \)-error sphere complexity, see [2, 3].

The linear complexity, \( k \)-error linear complexity and related complexity measures for periodic sequences over a finite field play an important role for stream ciphers in cryptology (see [12,13,15,16]). Periodic sequences that are suitable as keystreams in stream ciphers should possess a large linear complexity to thwart an attack by the Berlekamp-Massey algorithm. Moreover, a cryptographically strong sequence should not only have a large linear complexity, but also changing a few terms should not cause a significant decrease of the linear complexity. In other words, the \( k \)-error linear complexity of the sequence should also be large for a reasonable range of small values of \( k \).

In [3, Section 7.1] a conjecture has been made that that there may be a trade-off between the linear complexity and the \( k \)-error linear complexity (or rather the closely related \( k \)-error sphere complexity). In particular, it has been conjectured that for any binary \( N \)-periodic sequence \( S \) and for any positive integer \( k \leq N \) we have

\[
L_{N,k}(S) + L(S) \leq \left(1 + \frac{1}{k}\right) N - 1, \quad (1)
\]

thus that \( L_{N,k}(S) \) and \( L(S) \) cannot be simultaneously large. In fact, as we have mentioned, the conjecture has been made in terms of the \( k \)-error sphere complexity which however would immediately imply (1).

This conjecture has recently been disproved in [14], see also [11]. In particular, it has been shown in [14] that for almost all primes \( p \) (that is, for all primes \( p \leq x \) except maybe at most \( o(x/\ln x) \) of them, for \( x \to \infty \)) there is a sequence \( S \) over \( \mathbb{F}_2 \) of period \( N = p \) and with

\[
L(S) = N \quad \text{and} \quad L_{N,k}(S) \geq N - 1 \quad (2)
\]

simultaneously for all \( k \leq N^{1/2 - \varepsilon} \) for any fixed \( \varepsilon > 0 \).

Here we use some recent advances in analytic number theory [1] to show that in fact for infinitely many primes \( p \) and \( N = p \), one can achieve (2) for a substantially larger range of values of \( k \). In fact, we obtain our result for an arbitrary (but fixed) value of the prime power \( q \).

We also show that for almost all integers \( N \) coprime to \( q \) there is a sequence \( S \) with \( L(S) = N \) and \( L_{N,k}(S) \sim N \) for a large range of values of \( k \).
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2 Preparations

Here we collect some, mainly well known, facts which we use in the sequel.

Let $\mathbb{Z}_N = \{0, 1, \ldots, N - 1\}$ be the residue ring modulo $N$. We assume from now on that $\gcd(N, q) = 1$. We say that two integers $a, b \in \mathbb{Z}_N$ are equivalent (relative to powers of $q$) if $a \equiv bq^u \pmod{N}$ for some integer $u \geq 0$. Let $C_1, C_2, \ldots, C_h$ be the different equivalence classes with respect to this equivalence relation. We note that the sets $C_1, \ldots, C_h$ are called the cyclotomic cosets modulo $N$ (relative to powers of $q$). We assume that they are ordered in such a way that $\ell_1 \leq \ldots \leq \ell_h$ where $\ell_i = \#C_i$, $1 \leq i \leq h$. We also remark that $\gcd(a, N)$ is the same for all elements from the same cyclotomic coset $C_i$ which we denote by $d_i$, $1 \leq i \leq h$. In particular $\ell_1 = 1$ and $\ell_h = t_N$, where for a positive integer $n$ with $\gcd(n, q) = 1$ we denote by $t_n$ the multiplicative order of $q$ modulo $n$ (that is, the smallest positive integer $k$ with $q^k \equiv 1 \pmod{n}$). More generally, $\ell_i = t_{N/d_i}$ for $1 \leq i \leq h$.

The following result is a special partial case of [11, Theorem 1].

Lemma 1. Let $\gcd(N, q) = 1$ and $N \geq 2$. Then for any positive integers $\ell \leq \ell_h$ and $k \leq N$ with

$$\sum_{j=0}^{k} \binom{N}{j} (q - 1)^j < q^\ell$$

there is a sequence $S$ of elements of $\mathbb{F}_q$ of period $N$ with

$$L(S) = N \quad \text{and} \quad L_{N,k}(S) \geq N - \sum_{\ell_i < \ell} \ell_i.$$  

We need a lower bound on $t_{N/d}$ which is a special case of [4, Lemma 2], combined with the inequality $\varphi(mn) \leq m\varphi(n)$ which holds for any positive integers $m, n$, where as usual $\varphi$ is the Euler totient function.

Lemma 2. For any divisor $d|N$ we have $t_{N/d} \geq t_{N/d}$.

We are mainly interested in integers $N$ for which $t_N$ is large enough.

Lemma 3. Let $q$ be fixed. Then for infinitely many primes $N = p$ we have $t_N \geq N^{0.677}$. 

Proof. Let $x > 0$ be sufficiently large and let $Q$ be the set of primes $p \leq x$ for which $t_p < p^{2/5}$. Obviously
\[ \prod_{p \in Q} p \mid \prod_{j \leq x^{2/5}} (q^j - 1). \]
Therefore
\[ 2^\# Q \leq \prod_{p \in Q} p \leq \prod_{j \leq x^{2/5}} (q^j - 1) \leq q^{x^{4/5}}. \]
Thus $\# Q = O(x^{4/5})$.

On the other hand, it is shown in [1] that there exist a constant $A > 0$ and a set $R$ of cardinality $\# R \geq x/\ln^A x$, consisting of primes $p \leq x$ for which $p - 1$ has the largest prime factor $P(p - 1) > p^{0.677}$. It is clear that $t_p \geq P(p - 1) > p^{0.677}$ for each prime $p$ from the set $R \setminus Q$ of cardinality
\[ \# (R \setminus Q) \geq x/\ln^A x + O(x^{4/5}) \geq x/2\ln^A x \]
for sufficiently large $x$. \hfill \Box

The famous Artin’s conjecture asserts that for any $q$ which is not a perfect square, $q$ is a primitive root modulo $p$, that is, $t_p = p - 1$, for infinitely many primes $p$. This conjecture remains unproved, however Heath-Brown [6] has shown that it holds for most of the prime powers $q$ which are not perfect squares. In particular, by [6] we have the following statement.

**Lemma 4.** For all but at most three primes $r$ and any fixed power $q = r^{2m+1}$ of $r$ with odd exponent, there are infinitely many primes $p$ such that $t_p = p - 1$.

We also need the following result from [9].

**Lemma 5.** For any fixed $\varepsilon > 0$ and sufficiently large $x > 0$, $t_N \geq N^{1/2 - \varepsilon}$ for all but $o(x)$ positive integers $N \leq x$ coprime to $q$.

Finally, we recall that the number of integer divisors $\tau(N)$ of an integer $N$ satisfies the estimate
\[ \tau(N) = N^{o(1)}, \quad \text{see [5, Theorem 317].} \]

### 3 Main Results

**Theorem 1.** For any fixed prime power $q$, there are infinitely many primes $p$ such that for $N = p$ there is a sequence $S$ over $\mathbb{F}_q$ of period $N = p$ and such that (2) holds for all positive integers $k \leq N^{0.677}/2\ln N$. 
Proof. Let \( N = p \) be a prime described in Lemma 3 that is, \( t_N \geq N^{0.677} \).

We note that there is only one cyclotomic coset with \( \ell_i < t_N \), namely \( C_1 = \{0\} \). Trivially, for \( k \leq N^{0.677}/2 \ln N \) and sufficiently large \( N \), we have

\[
\sum_{j=0}^{k} \binom{N}{j} (q-1)^j < kq^k N^k < q^{\ell N}.
\]

We now apply Lemma 1 (or \cite[Theorem 1]{[1]}) with \( \ell = \ell_h = t_N \) which finishes the proof.

\[\square\]

**Theorem 2.** For all but at most three primes \( r \) and any fixed power \( q = r^{2m+1} \) of \( r \) with odd exponent, there are infinitely many primes \( p \) such that for \( N = p \) there is a sequence \( S \) over \( \mathbb{F}_q \) of period \( N = p \) and such that (2) holds for all positive integers \( k \leq (N-3)/2 \).

Proof. Let \( N = p \) be a prime described in Lemma 4 that is, \( t_p = p - 1 \). The rest of the proof repeats the arguments of \cite[Example 1]{[1]}. \[\square\]

**Theorem 3.** For any fixed prime power \( q \), any \( \epsilon > 0 \) and sufficiently large \( x > 0 \), for all but \( o(x) \) positive integers \( N \leq x \) coprime to \( q \), there is a sequence \( S \) over \( \mathbb{F}_q \) of period \( N \) and such that

\[
L(S) = N \quad \text{and} \quad L_{N,k}(S) = N + o(N)
\]

for all positive integers \( k \leq N^{1/2-\epsilon} \).

Proof. Let \( N \) be an integer described in Lemma 5 but applied with \( \epsilon/4 \) instead of \( \epsilon \), that is, \( t_N \geq N^{1/2-\epsilon/4} \).

We now apply Lemma 1 with \( \ell = \lceil t_N N^{-\epsilon/4} \rceil \). By Lemma 2 we see that if \( \ell_i < \ell \) for some cyclotomic coset \( C_i \), \( 1 \leq i \leq h \), then

\[
t_N N^{-\epsilon/4} \geq \ell - 1 \geq \ell_i = t_N/d_i \geq t_N/d_i,
\]

thus \( d_i \geq N^{\epsilon/4} \). Therefore,

\[
\sum_{\ell_i < \ell} \sum_{a \in \mathbb{Z}_N \atop \gcd(a,N) \geq N^{\epsilon/4}} 1 \leq \sum_{d \mid N} \frac{N}{d} \sum_{\gcd(a,N) = d} 1 \leq \sum_{d \mid N} \frac{N}{d} \leq \tau(N) N^{1-\epsilon/4} = o(N)
\]

by the inequality (3).

Trivially, for \( k \leq N^{1/2-\epsilon} \) and sufficiently large \( N \), we have

\[
\sum_{j=0}^{k} \binom{N}{j} (q-1)^j < kq^k N^k < q^{\ell N}
\]

which finishes the proof. \[\square\]
4 Remarks

We remark that using the full power of [11, Theorem 1] one can show that there are exponentially many sequences satisfying the bounds of Theorem 1, Theorem 2 and Theorem 3. It is an interesting open question to find explicit constructions of sequences satisfying the bounds of these theorems (note that the proof of [11, Theorem 1] does not lead to explicit constructions).

We have seen that our results depend drastically on the size of the multiplicative order of $q$ modulo $N$. In particular, as it has been noticed in [14], Artin’s conjecture becomes relevant, see also Theorem 2. Hooley [7] has shown that the Extended Riemann Hypothesis (ERH) is enough to prove an asymptotic formula for the number of such primes (which shows that they form a set of positive density in the set of all primes). It has also been shown in [9] that, for any fixed $q$ and $\varepsilon > 0$, for almost all $N$ coprime to $q$ the bound $t_N \geq N^{1/2-\varepsilon}$ holds. Furthermore, under the ERH, for any fixed $q > 1$ and $\varepsilon > 0$ we have $t_N \geq N^{1-\varepsilon}$ for almost all $N$ coprime to $q$, see [8]. In fact, this bound has recently been improved in [10, Corollary 2] as

$$t_N \geq \frac{N}{(\ln N)^2 \ln \ln N}$$

for almost all $N$ coprime to $q$, again under the ERH.
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Abstract. We give estimates for the running-time of the function field sieve (FFS) to compute discrete logarithms in $F_{p^n}$ for small $p$. Specifically, we obtain sharp probability estimates that allow us to select optimal parameters in cases of cryptographic interest, without appealing to the heuristics commonly relied upon in an asymptotic analysis. We also give evidence that for any fixed field size some may be weaker than others of a different characteristic or field representation, and compare the relative difficulty of computing discrete logarithms via the FFS in such cases.

1 Introduction

The importance of the discrete logarithm problem (DLP) to modern cryptography is difficult to overestimate. It has been for more than two decades now, the subject of intense research activity, and failing an imminent development of superior computer technology (see [19]), it appears unlikely that an efficient process for computing discrete logarithms will be forthcoming in the near future. As such, it is a basic imperative for cryptographers to obtain a practical knowledge of the computational security that this primitive bestows.

Currently the best publically known algorithm for the DLP over a finite field of size $p^n$, with $p$ small, has asymptotic complexity $L_{p^n}[1/3,(32/9)^{1/3}] = \exp((32/9)^{1/3} + o(1)) \log(p^n)^{1/3} \log(\log(p^n))^{2/3}$). This result was first obtained by Adleman and Huang [2] using the function field sieve (FFS) with the restriction that $p^6 \leq n$ as $p^n \to \infty$, and later by Joux and Lercier [10], with a slightly more practical algorithm. As we show however, these asymptotics do not necessarily yield reliable estimates of running-times for the DLP in finite fields of cryptographic interest, since the assumptions they rely upon are either heuristic, or are valid only in the asymptotic case. Moreover this result appears to be blind to the characteristic of the finite field under consideration; we show this is not the case for practical field sizes.

The problem we refer to is as follows. Let $\mathbb{F}_q$ denote the finite field of $q$ elements, where $q = p^n$, and let $g$ be a generator for the multiplicative group $\mathbb{F}_q^\times$. 

The DLP over $\mathbb{F}_q^\times$ is to compute, for a given element $h \in \mathbb{F}_q^\times$ the unique integer $x \mod q - 1$ such that $g^x = h$. Note that in contrast to the analogous problem of integer factorisation, which has approximately the same asymptotic complexity [11] as the DLP in a finite field, an exact expression exists for the solution in this case [14].

$$\log_g h = \sum_{m=0}^{n-1} \left\{ \sum_{i=1}^{q-2} h^i(1 - g^i)^{-p^m} \right\} p^m,$$

though this is clearly less effective than a naive enumeration of powers of $g$.

In any large-scale implementation of the FFS it is essential to solve many small example DLP’s to gain an idea of what parameter choices are most effective. This initial understanding of the performance of an implementation can then be used to extrapolate optimal parameter choices to the larger, more costly example. To date there are only very few published accounts of discrete logarithm computations undertaken in reasonably large fields in characteristic two [9,10,20], and none in fields of other small characteristics. Considering that the current record for the field $\mathbb{F}_{2^{607}}$ [20] was the result of over a year’s worth of highly parallelised computation, rather than implementing another example, we develop a detailed model of the behaviour of the FFS that allows one to make practical estimates of optimal parameters and expected running-times for any $\mathbb{F}_q$ where the FFS applies.

In recent years fields of characteristic three have gained cryptographic interest. For instance, to optimise security parameters in the use of supersingular elliptic curves in identity based encryption schemes, it is recommended that finite fields with $p = 3$ should be used [17]. Furthermore fast implementations in hardware of these fields have been studied [16,3] where arithmetic need not significantly under-perform comparable characteristic two alternatives. For this reason alone, it is prudent to consider how hard is it to solve discrete logarithms in characteristic three, and how this compares with the characteristic two case for fields of approximately the same size. We also consider the possible effect of different field representations, when the extension degree is composite, and indicate that in some cases these may offer an advantage to the cryptanalyst.

Currently the linear algebra step is considered to be a bottleneck in the index calculus method, due the difficulty of parallelising this stage efficiently. Although the situation is improving, the heuristically optimum factor base sizes are still beyond what can adequately be accommodated in the matrix step. One question we answer is how varying the size of the factor base, which is the main constraint in the linear algebra step, affects the efficiency of the FFS. It is the notion of ‘smoothness’ that allows us to assess the probability that a random element will factor in the factor base, and this is based solely on the degree of that element. Consequently if the factor base is chosen to consist of all monic irreducible polynomials up to a certain degree bound, then although we can make good estimates of smoothness probabilities, we are restricted in the choice of the size of the factor base. In higher characteristics this problem renders typical estimates of smoothness probabilities useless.
Ideally for an optimisation analysis we would like to allow the size of the factor base to vary over \( N \), but it is essential that we have highly accurate estimates for the probabilities involved. Such an interpolation is often used in practice, yet no formal analysis has been given. We give such an analysis, and allow implementors to decide whether such an interpolation is useful in practice.

The model we assume in our running-time estimates is the version of the FFS as detailed in [2]. In order to assess these times accurately, it is necessary to provide in detail an analysis of how we expect a basic implementation of the FFS to behave in practice. In the next section we briefly explain the general principle of the FFS. In Section 3 we give the revised probability estimates we need and describe our model. In Section 4 we present our results, and in Section 5 we draw some conclusions.

2 The Index Calculus Method

Currently the most effective principle for calculating discrete logarithms in finite fields of small characteristic is the ‘index-calculus’ method. It can be applied if we choose as our representation of \( \mathbb{F}_q \) the set of equivalence classes in the quotient of the ring \( \mathbb{F}_p[t] \) by one of its maximal ideals \( f(t)\mathbb{F}_p[t] \), where \( f(t) \) is an irreducible polynomial of degree \( n \). Each equivalence class can then be uniquely identified with a polynomial in \( \mathbb{F}_p[t] \) of degree strictly less than \( n \). Arithmetic is performed as in \( \mathbb{F}_p[t] \), except that when we multiply two elements we reduce the result modulo \( f(t) \). The utility of this representation is that its elements are endowed with a notion of size (the degree), and hence ‘smoothness’, where we call an element of \( \mathbb{F}_p[t] \) \( m \)-smooth if all its irreducible factors have degrees \( \leq m \).

The index calculus method essentially consists of two stages: one first fixes a subset \( F = \{ b_1, \ldots, b_{|F|} \} \) of \( \mathbb{F}_q^* \) called the factor base and one then generates multiplicative relations between elements of \( \mathbb{F}_q^* \) in the hope that they factor completely within \( F \). For this reason the factor base is usually chosen to exhaust all the monic irreducible polynomials up to a certain degree bound, since the size of the subset of \( \mathbb{F}_q^* \) generated by this set is larger than that generated by any other set of the same cardinality. With this choice, heuristically the probability that a random polynomial factors wholly within the factor base is maximised. The notion of degree therefore is essential to this method.

Upon taking logarithms with respect to a generator \( g \) one obtains a set of equations of the form

\[
\sum_{(j_i,b_i) \in \mathbb{Z} \times F} j_i \log_g b_i \equiv 0 \mod q - 1.
\] (1)

Once sufficiently many such relations have been collected, one inverts the corresponding linear system mod \( q - 1 \) to obtain the quantities \( \log_g b_i \) for each \( b_i \in F \). If the prime factors of \( q - 1 \) are known this computation can be simplified by solving for the \( b_i \) modulo each prime divisor of \( q - 1 \), and then reconstructing their values mod \( q - 1 \) using the Chinese Remainder Theorem.
The second stage then allows one to find the discrete logarithm of an arbitrary element \( h \in \mathbb{F}_q^* \) not in \( F \). One looks for an integer \( l \) such that \( g^l h \) is a product of elements of \( F \), yielding the relation

\[
\log_g h = \left\{ -l + \sum_{(k_i, b_i) \in \mathbb{Z} \times F} k_i \log_g b_i \right\} \pmod{q - 1}.
\]

The main issues to address in such a calculation are: by what method should we collect relations? What is the most time-efficient size for the factor base? And can we do better than randomly guessing in the second stage? The first question is dealt with effectively by the FFS, see Section 2.1, \([2,10]\); the second has been answered in the asymptotic case \([2,10]\); and the third, while also answered in the asymptotic case using the FFS \([1,2,18]\), or Coppersmith’s method \([5,6,15]\), is relatively easy in practice. For this reason, we do not consider the third problem here.

### 2.1 The Function Field Sieve

The idea of using a function field to obtain relations of the form (2) is originally due to Adleman \([1]\) and generalises Coppersmith’s early algorithm \([5,6]\) for the characteristic two case. Here we give a brief overview of the algorithm.

One selects a polynomial \( \mu \) in \( \mathbb{F}_p[\![t]\!] \), and an absolutely irreducible bivariate polynomial \( H(t, X) \) such that \( H(t, \mu(t)) = 0 \pmod{f(t)} \), where \( f(t) \) is the irreducible polynomial in \( \mathbb{F}_p[\![t]\!] \) which defines \( \mathbb{F}_q \). This condition provides a map \( \phi \) from the ring \( \mathbb{F}_p[\![t, X]\!] / (H) \) to \( \mathbb{F}_q^* \) induced by sending \( X \mapsto \mu \). Given \( H(t, X) \), its function field \( L \) is defined as \( \text{Quotient}(\mathbb{F}_p[\![t, X]\!] / (H)) \).

In the FFS we have two factor bases. The small degree monic irreducible polynomials in \( \mathbb{F}_q \) form the rational factor base \( F_R \), while those places in \( L \) that lie above the primes of \( F_R \) and are of degree \( \leq \) the maximum degree of elements of \( F_R \), form the algebraic factor base \( F_A \). For a given coprime pair \((r, s) \in \mathbb{F}_p[\![t]\!]^2\), we check if \( r\mu + s \) decomposes on the rational side as a product of primes from \( F_R \), and also whether the divisor associated to the function \( rX + s \) decomposes as a sum of places in \( F_A \) on the algebraic side. To verify the second condition we need only compute the norm of \( rX + s \) over \( \mathbb{F}_p[\![t]\!] \), \( r^d H(t, -s/r) \), where \( d \) is the degree in \( X \) of \( H \), and check this for smoothness in \( F_R \).

Provided that \( H(t, X) \) satisfies eight technical conditions as given by Adleman, we obtain a relation in \( \mathbb{F}_q^* \) by raising the function \( rX + s \) to the power \( h_L \), the class number of \( L \), and applying the morphism \( \phi \) to the components of its associated divisor, and also to \( rX + s \), giving \( r\mu + s \). One point to note is that for each element of the algebraic factor base \( F_A \) occurring in the decomposition of the divisor associated to \( (rX + s)^{h_L} \), the previous computation gives an additional logarithm for an element of \( \mathbb{F}_q^* \) (which we need not compute explicitly), and so with regard to the linear algebra step of the algorithm, we expect the matrix to have about \( F_R + F_A \) rows.

The sieving stage of the FFS refers to various methods which may be employed to enhance the probability that the pairs \((r, s)\) will be coprime and ‘doubly
smooth’, see [15]. For simplicity we do not incorporate these methods into our probabilistic model.

In Section 3.2 we describe the properties of the curve \( H(t, X) \) that are essential to our model.

3 Methodology of Our Analysis

In this section we describe the methodology of our calculations. Our goal here is twofold: primarily we want to ensure that our model portrays as accurately as possible the behaviour of a practical implementation of the FFS; and secondly to ensure that the full spectrum of choice for the relevant variables is thoroughly investigated. With regard to the former, we first give a refinement of the well-known smoothness probability function [15].

3.1 Some Factorisation Probabilities

Let \( \eta = |F_R| \) and let

\[
I_p(j) = \frac{1}{j} \sum_{d | j} \mu(d) p^{j/d}
\]

be the number of monic irreducible polynomials in \( F_p[t] \) of degree \( j \), where \( \mu \) is the moebius function. This then determines a unique \( m \in \mathbb{N} \) such that

\[
\sum_{j=1}^{m} I_p(j) \leq \eta < \sum_{j=1}^{m+1} I_p(j)
\]

so that while we have all irreducible polynomials in \( F_p[t] \) of degrees \( \leq m \) in our factor base, we are also free to select a fraction \( \alpha \) of primes of degree \( m+1 \), with

\[
\alpha = (\eta - \sum_{j=1}^{m} I_p(j))/I_p(m+1).
\]

Such a proportion \( \alpha \) is used in some implementations of the FFS, and in the following we investigate the practical implications of such a parameter. We assume that the additional degree \( m+1 \) members of the factor base have been chosen at random, before sieving begins. In an implementation these would probably be selected dynamically, as the sieve progressed, though we do not believe this would affect these estimates significantly.

Definition 1. Let \( \rho_{p,\alpha}(k, m) \) be the probability that a given monic polynomial in \( F_p[t] \) of degree \( k \) has all of its irreducible factors of degrees \( \leq m+1 \), and that those of degree \( m+1 \) are contained in a proportion \( \alpha \) of preselected irreducible polynomials of degree \( m+1 \).
We implicitly assume throughout that elements of $\mathbb{F}_p[t]$ behave like independent random variables with respect to the property of being smooth. Provided we have a process to generate elements uniformly, this is reasonable, and as do all authors on this subject, we take this assumption for granted. Note that the case $p = 2, \alpha = 0$ is the definition of $\rho(k, m)$ in [15], which can be computed using the counting function we introduce in Definition 2, and with which we derive an exact expression for $\rho_{p, \alpha}(k, m)$. When a given polynomial factors within this extended factor base we say it is $(m, \alpha)$-smooth.

**Definition 2.** Let $N_p(k, m)$ be the number of monic polynomials $e(t) \in \mathbb{F}_p[t]$ of degree $k$ such that $e(t)$ has all of its irreducible factors of degrees $\leq m$, i.e.

$$e(t) = \prod_i e_i(t)^{\beta_i}, \deg(e_i(t)) \leq m.$$  

For exactness we further define $N_p(k, 0) = 0$ for $k > 0$, $N_p(k, m) = p^k$ if $k \leq m$, and $N_p(k, m) = 0$ if $k < 0$ and $m \geq 0$.

We are now ready to state

**Theorem 1.**

i. $N_p(k, m) = \sum_{n=1}^{m} \sum_{r \geq 1} N_p(k - nr, n - 1) \binom{r + I_p(n) - 1}{r}$,

ii. $\rho_{p, \alpha}(k, m) = \sum_{r \geq 0} N_p(k - r(m + 1), m) \binom{r + I_p(m + 1) - 1}{r} \alpha^r$.

See the Appendix for a proof.

### 3.2 Model of the Function Field Sieve

In this section we describe the details of the model we use in our estimates, which is based on the FFS as set forth in [2].

Let $d$ be the degree in $X$ of the curve $H(t, X)$, and let $d' = \lceil n/d \rceil$, where $n$ is the extension degree of $\mathbb{F}_q$ over $\mathbb{F}_p$. Let $\delta(\cdot)$ be the degree function. The irreducible polynomial $f$ of degree $n$ which defines $\mathbb{F}_q$ is chosen to be of the form $f(t) = t^n + \hat{f}(t)$, where $\delta(\hat{f}) \approx \log_p n$. We make this last assertion since by (2) the proportion of degree $n$ monic polynomials in $\mathbb{F}_p[t]$ that are irreducible is about $1/n$, and so we expect to be able to find one satisfying $\delta(\hat{f}) \leq \log_p n$. A further condition on $\hat{f}$ is that it has at least one root of multiplicity one, so that the curve $H(t, X) = X^d + t^{dd - n} \hat{f}(t)$ is absolutely irreducible. We let $\mu(t) = t^d$ and it is easily checked then that $H(t, \mu(t)) \equiv 0 \mod f$. Lastly we assume that we can easily find such curves for each set of parameter values we analyse, that furthermore satisfy the remaining technical requirements.

Within the model itself, we are slightly conservative in some approximations. This means our final estimates for the running-times will tend to err on the upper...
side of the average case, so that we know with a fair degree of certainty that given a final estimate, we can compute discrete logarithms within this time. We take as the unit run-time of our calculations the time to perform a basic field operation in $\mathbb{F}_p$, but do not discriminate between which ones as this will only introduce a logarithmic factor into the estimates. Furthermore, for a real implementation the computational difference for different $p$ will often be irrelevant, since all small $p$ will fit in the word size, and for characteristics two and three, there will be only a small constant difference in performance.

Given a factor base size $\eta$ as in Section 3.1, we determine the corresponding $m$, and $\alpha$. We assume that $F_A$ has the same cardinality as the set of primes we use in the factor base $F_R$ on the rational side. So for a given size of matrix that we can theoretically handle in the linear algebra step, the set of useful logarithms that we obtain is only half of this.

We now consider the number of relations we expect to obtain. Since we wish to minimise the degree of the polynomials we generate, we consider those pairs $(r, s) \in \mathbb{F}_p[t]^2$ where $\delta(r) = R, \delta(s) = S$ are as small as possible, and $R \leq S$. We refer to this collection of elements as the sieve base, and it is typically chosen to consist of all relatively prime pairs of polynomials with degrees bounded by $l$, a parameter to be selected. We observe though that since we are looking to generate pairs $(r, s)$ such that $r\mu + s$ and $rX + s$ give useful relations, we may assume that either $r$ or $s$ is a monic polynomial, as otherwise we will obtain $p-1$ copies of each useful pair $r\mu + s$ and $rX + s$.

With this in mind let $a_{R,S}$ be the number of coprime pairs of polynomials $(r, s)$ of degrees $0 \leq R \leq S$ with $r$ monic. Then (see the appendix) we have that

$$a_{R,S} = \begin{cases} (p - 1)^2 p^{R+S-1} & R, S > 0 \\ (p - 1)p^S & \text{otherwise}. \end{cases}$$

For a given $\mu \in \mathbb{F}_p^\times$ of degree $[n/d]$ and a given pair $(r, s)$ with degrees $(R, S)$, $0 \leq R, S \leq l$, the degrees of the rational and algebraic sides are respectively bounded by

$$\delta_{\text{RAT}}(R, S) \leq \max\{R + [n/d], S\},$$
$$\delta_{\text{ALG}}(R, S) \leq \max\{dR + d + \log p n, dS\}.$$

As discussed above we assume both these bounds are equalities.

The probability that each of these is $(m, \alpha)$-smooth, assuming they are independent, is

$$\rho_{p,\alpha}(\delta_{\text{RAT}}(R, S), m), \rho_{p,\alpha}(\delta_{\text{ALG}}(R, S), m),$$

and the number of suitable pairs $(r, s)$ such that this can occur is $a_{R,S}$. Since $0 \leq R \leq S \leq l$, the number of $(m, \alpha)$-smooth relations we expect to obtain is

$$M(l) = \sum_{S=0}^{l} \sum_{R=0}^{S} \rho_{p,\alpha}(\delta_{\text{RAT}}(R, S), m), \rho_{p,\alpha}(\delta_{\text{ALG}}(R, S), m)a_{R,S}.$$
For each such set of relations we assume that we obtain the same number of linearly independent equations amongst the corresponding logarithms. To obtain a matrix of full rank we require that this number exceeds $|F_R| + |F_A|$. A basic constraint therefore is

$$M(l) \geq 2\eta. \quad (4)$$

When this is the case, we calculate the expected running-time as follows. We estimate the running-time of a gcd calculation for a pair $r, s$ simply as $RS$, as we do not presume any fast multiplication algorithm. The time for this stage is therefore

$$\sum_{S=1}^{l} \sum_{R=1}^{S} RS^{p^{R+S}}, \quad (5)$$

as for each $(R, S)$ there are $p^{R+S}$ such pairs of monic polynomials $(r, s)$. Furthermore, with regard to factoring both the rational and algebraic sides, it only makes sense to factor both if the first one factored possesses factors lying entirely within the factor base, which cuts down the number factorisations needed to be performed considerably. With this in mind and noting the form of $\delta_{ALG_d}$ and $\delta_{RAT_d}$, we choose the rational side to be the first factored. Again we suppose a naive polynomial factoring algorithm and simply estimate the running time as $\delta^3$. For this stage the running-time is therefore

$$\sum_{S=0}^{l} \sum_{R=0}^{S} a_{R,S} \left\{ \delta_{RAT_d}(R, S)^3 + \rho_{p,\alpha}(\delta_{RAT_d}(R, S), m)\delta_{ALG_d}(R, S)^3 \right\}. \quad (6)$$

This is essentially all that we need. The process of minimising the expected running-time for each factor base size is to compute, for various pair values $(d, l)$, the value of $(5)$ and $(6)$ provided the constraint $(4)$ is satisfied, and simply choose the pair which gives the smallest result. Preliminary runs of our model indicated however that the estimated running-times altered considerably when the optimal value for $l$ was changed by just one. A little reflection will reveal that the process of varying $l$, the bound of the degrees of the sieve base elements, is analogous to the way in which we initially regarded $m$, the bound of the degrees of the factor base elements. To remedy this problem we interpolate between successive values of $l$. Let

$$L_l(i) = \lfloor p^{l+1}i/100 \rfloor, \quad i = 0, ..., 100,$$

and suppose that we have $L_l(i)$ additional monic sieve base polynomials of degree $l + 1$. The choice of 100 here is arbitrary, but we did not want to extend running-times excessively, and we can view this number simply as the percentage of monic polynomials of degree $l + 1$ in the sieve base, since there are $p^{l+1}$ monic polynomials of degree $l + 1$. This gives us an additional number of expected doubly-smooth relations $M_+(L_l(i))$ equal to

$$\sum_{R=0}^{l+1} \rho_{p,\alpha}(\delta_{RAT_d}(R, l + 1), m)\rho_{p,\alpha}(\delta_{ALG_d}(R, l + 1), m)a_{R,l+1}L_l(i)/p^{l+1},$$
where here we have implicitly assumed that the proportion of pairs that are coprime is propagated uniformly for each interpolation value. Our constraint (4) then becomes

\[ M(l) + M_+(L_i(l)) \geq 2\eta, \]

and the total expected running-time is then

\[
T(m, \alpha, l, d, i) = \sum_{S=0}^{l} \sum_{R=0}^{S} \left\{ R^{S+R} + \delta_{RAT_d}(R, S)^3 a_{R,S} + \right. \\
+ \rho_{p,\alpha}(\delta_{RAT_d}(R, S), m) \delta ALG_d(R, S)^3 a_{R,S} \right\} \\
+ \sum_{R=0}^{l+1} \left\{ R(l+1)p^R L_i(i) + \delta_{RAT_d}(R, l+1)^3 a_{R,L+1} L_i(i)/p^{l+1} + \right. \\
+ \rho_{p,\alpha}(\delta_{RAT_d}(R, l+1), m) \delta ALG_d(R, l+1)^3 a_{R,L+1} L_i(i)/p^{l+1} \right\}.
\]

(7)

This equation accounts for the effect of the differing degrees in sieve base pairs, the necessary gcd and factorisation computations, and for the \( l \) value interpolations. Note that this differs considerably from the 
\[ 2\eta/\rho_{p,0}(dl + d + l + \lceil n/d \rceil + \log p n, m) \]

typically assumed in an asymptotic analysis.

4 Empirical Results

In the following computations we looked at fields of characteristics 2, 3 and 107, with bitsizes of 336, 485, 634, and 802. We let the size of the factor base vary from 100,000 to 2,000,000, with increments of 50,000. The correspondence was as follows:

- \( \mathbb{F}_{2^{336}} \sim \mathbb{F}_{3^{212}} \sim \mathbb{F}_{107^{70}} \)
- \( \mathbb{F}_{2^{485}} \sim \mathbb{F}_{3^{306}} \sim \mathbb{F}_{107^{72}} \)
- \( \mathbb{F}_{2^{634}} \sim \mathbb{F}_{3^{400}} \sim \mathbb{F}_{107^{74}} \)
- \( \mathbb{F}_{2^{802}} \sim \mathbb{F}_{3^{506}} \sim \mathbb{F}_{107^{719}} \)

These bit-lengths were chosen so that for each pair of characteristics \( p, r \) and for each corresponding pair of extension degrees \( n, b, \lceil \log(p^n)/\log(r^b) \rceil - 1 \leq 10^{-2} \) holds. This restriction on the field sizes is superficial and was chosen only to permit a fair comparison of the characteristics, and as such, these fields may not be directly of cryptographic interest. This is because in practice the group order \( p^n - 1 \) should possess a large prime factor to prevent the Pohlig-Hellman attack [17]. For all three characteristics, we let \( d \), the degree of the function
field, vary from 3 to 7. The maximal degree of the sieve base elements was 70 for characteristic two, 60 for characteristic three, and 20 for characteristic 107. In none of the calculations we performed were these bounds reached, and so we can be confident that the time-optimal parameters we found in each case were optimal over all feasible parameters. The figures below compare the minimum expected running-times for the three characteristics, for each factor base size tested.

Fig. 1. Minimum sieving times for characteristics 2,3 and 107: bit-length 336

4.1 Discussion

We observe first that for each field size investigated, there appears to be a negligible difference between the difficulty of computing discrete logarithms in characteristics 2 and 3. For characteristic 107 however, the difference is significant. Furthermore, for the two smaller characteristics, the sieving time continues to fall quite smoothly as the factor base size is increased, whereas for \( p = 107 \), the optimum factor base size is reached for \( \eta \approx 400,000 \), with the sieving time then remaining almost constant beyond this number. The asymptotic analysis of [2] applied to the field \( \mathbb{F}_{107^{50}} \) implies that the optimum factor base size is about 4 million, and for the larger extension degrees is far larger than this still. Note however that for this \( p \) and \( n \), there is not yet a proven \( L[1/3] \) algorithm for the DLP, and so the results of [2] do not properly apply. Clearly though, if we are faced with this problem, we can not rely solely on asymptotic arguments if we are trying to optimise time-efficiency in using the FFS.

The question of whether or not increasing \( \eta \) improves the efficiency of a discrete logarithm computation can be seen from the figures to depend on the field size, its characteristic, and the factor base size. The case \( p = 107 \) just mentioned shows that it is not necessarily beneficial to increase the factor base
Fig. 2. bit-length 485

Fig. 3. bit-length 634
size as far as possible, though with the two smaller characteristics, we probably should increase $\eta$. However to make a fair assessment we need to analyse not only the sieving time but also the running-time for the linear algebra step. There are no references however which for sparse matrices give a precise complexity estimate, although it is commonly estimated to be $O(\eta^2)$. We note though that the linear algebra step for larger characteristics will in general be faster than for smaller ones: the degree of the relations generated among field elements is bounded by the extension degree of $\mathbb{F}_q$ over $\mathbb{F}_p$, and hence will on average be smaller in the former case, and so the corresponding matrix will be sparser and more easy to compute with. Moreover the probability of an element having a square factor is also diminished (it is $\approx 1/p$), and so most non-zero entries will be $\pm 1$, further reducing the time needed for this step. The cut-off point at which the reward for increasing $\eta$ becomes negligible will naturally depend on the implementation being used.

These results raise the obvious question of why in the fields $\mathbb{F}_{107^n}$ is the optimum factor base size seemingly much lower than that predicted by the asymptotic analysis, presuming it is adequate? To this end, we define a simple measure of the smoothness of a field in the usual representation. For a given factor base size $\eta$, let $S(\eta, \mathbb{F}_q^\times)$ be the proportion of $\eta$-smooth monic polynomials in $\mathbb{F}_q^\times$, where here $\eta$-smooth means the $(m, \alpha)$-smoothness corresponding to a factor base of size $\eta$. The point of this measure is to obtain an idea of how increasing $\eta$ affects the ‘total’ smoothness of a given field. In Figure 5 we show the computations of this measure for some $\eta$ in our range for fields of bit-length 802 and characteristics 2, 3, 107, and also 199.
We notice immediately that ignoring the characteristic 199 example, this graph is almost Figure 4 inverted. This is intuitive since the time needed for sieving is inversely related to the smoothness probabilities involved. It also suggests a reason why within the range of factor base sizes we ran estimates for, increasing this size did not yield a significant reduction in the running-time for $F_{107^{119}}$: the total smoothness of $F_{107^{119}}$ does not increase much for $\eta$ from $4 \times 10^5$ to $2 \times 10^6$. Since this measure is independent of any particular implementation of the FFS, we can be fairly confident that for any index calculus computation there would be very little benefit in increasing the size of the factor base beyond $4 \times 10^6$ for this field, as a huge saving of time is gained in the linear algebra step.

In contrast, for $p = 199$ we found a significant reduction in our estimates for the minimum running-times over the same range of $\eta$. The improvement of running-time estimates for $\eta = 2 \times 10^6$ over $\eta = 4 \times 10^5$ for $p = 199$ is in fact about $1.5 \times 10^{15}$. For $p = 2, 3,$ and 107, the corresponding improvements are $1.0 \times 10^4$, $3.2 \times 10^4$, and 1.1. The running-time estimates themselves for $F_{199^{105}}$ are however still slower than those for $F_{2^{802}}$ by a factor of 300 for $\eta = 2 \times 10^6$. Again, this may just reflect the improper application of the FFS to the DLP with these parameters.

Figure 5 indicates though that we may obtain useful information regarding the use of the FFS simply from this smoothness measure, in that while it does not take into account the details of any particular implementation the FFS, it may be used as a good heuristic for its behaviour.

Of course, given a system whose security is based on the DLP in a finite field, one can not choose the characteristic, and so these results may not seem applicable. However, for fields with a composite extension degree, we are free
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Fig. 6. Comparison of $S(\eta, F_{3^474})$ for different field representations

to choose which representation to work with, since every representation can be efficiently converted to any other [13,12]. Figure 6 gives a comparison of $S(\eta)$ for four representations of the field $F_{3^474}$. The graphs suggest that for fields with a composite extension degree, it may be the case that some representations are more susceptible to attack than others. Whether this translates into a noticeable speed-up in practice remains to be seen. It would clearly be useful to have an efficient implementation of the FFS in small characteristics to verify these results and their implications, and this is currently a work-in-progress.

5 Concluding Remarks

The purpose of this paper was to gain an idea of how different parameter choices affect the performance of a basic probabilistic FFS model. The model we have developed permits the easy computation of optimal parameter estimates that should be used in implementations, for any finite field where the FFS applies. This model may be developed or specialised to a particular implementation, if needed, but already there is some indication that there are perhaps some subtleties of the FFS that are enshrouded by the broad form of its asymptotic complexity.

Furthermore the question of whether finite fields with a composite extension degree are potentially weaker than others due to the multiple representations available was shown, with some heuristic evidence, to be an area worthy of future research.
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A Proofs of Assertions

Theorem 1.

i. \( N_p(k, m) = \sum_{n=1}^{m} \sum_{r \geq 1} N_p(k - nr, n-1) \binom{r + I_p(n) - 1}{r} \),

ii. \( \rho_{p,\alpha}(k, m) = \sum_{r \geq 0} \frac{N_p(k - r(m+1), m)}{p^k} \left( r + I_p(m+1) - 1 \right) \alpha^r \).

Proof. The proof of (i) is virtually identical to the derivation of \( \rho_{2,0}(k, m) \) in [15], since in \( \mathbb{F}_2[t] \) all non-zero polynomials are monic. For (ii) let \( e(t) \) be any monic polynomial in \( \mathbb{F}_p[t] \) of degree \( k \), all of whose irreducible factors are of degrees \( \leq m + 1 \). Such a polynomial can be written uniquely as

\[ e(t) = g(t) \prod_{u(t)} u(t)^{\beta_{u(t)}} \],

where the \( u(t) \) are monic and of degree \( m + 1 \), \( \sum \beta_{u(t)} = r \) for some \( r \in \mathbb{N} \), and \( g(t) \) is a monic polynomial of degree \( k - r(m+1) \), all of whose prime factors are of degrees \( \leq m \). Given \( m + 1 \) and \( r \), there are \( N_p(k - r(m+1), m) \) such \( g(t) \), and the number of such \( \prod u(t)^{\beta_{u(t)}} \) is the number of \( I_p(m+1) \)-tuples of non-negative integers which sum to \( r \) (since we have \( I_p(m+1) \) possibilities for the \( u(t) \)), which is just

\[ \binom{r + I_p(m+1) - 1}{r} \].

So for a given \( r \), the probability that a monic polynomial \( e(t) \in \mathbb{F}_p[t] \) of degree exactly \( k \) has all its irreducible factors of degrees \( \leq m + 1 \), exactly \( r \) of its irreducible factors having degree \( m + 1 \), and that these are in the preselected factor base is then

\[ \frac{N_p(k - r(m+1), m)}{p^k} \left( r + I_p(m+1) - 1 \right) \alpha^r \],

since there are \( p^k \) monic polynomials of degree \( k \). Hence the total probability that \( e(t) \) has all its irreducible factors in the chosen factor base is

\[ \sum_{r \geq 0} \frac{N_p(k - r(m+1), m)}{p^k} \left( r + I_p(m+1) - 1 \right) \alpha^r \],

which is our theorem.

\[ \square \]

Remark. We have noted already that for \( \alpha = 0 \), we obtain \( \rho_p(k, m) \); while for \( \alpha = 1 \), we obtain

\[ \rho_p(k, m) + \sum_{r \geq 1} \frac{N_p(k - r(m+1), m)}{p^k} \left( r + I_p(m+1) - 1 \right) \].
which, by the recurrence (i) is equal to

\[
\rho_p(k, m) + \frac{1}{p^k} \{ N_p(k, m + 1) - N_p(k, m) \} = \rho_p(k, m + 1),
\]

verifying our calculation.

With regard to equation (3) we reason as follows. Considering first just monic polynomials, let \(0 \leq R \leq S\). Since there are \(p^R\) monic polynomials of degree \(R\), and \(p^S\) monic polynomials of degree \(S\), there are \(p^{R+S}\) pairs of monic polynomials in this range. Let \(\hat{a}_{R,S}\) be the number of monic polynomial pairs \((r, s)\) with degrees \(R\) and \(S\) such that \(\gcd(r, s) = 1\), and for each pair \((r, s)\), let \(h = \gcd(r, s)\) where \(0 \leq k = \delta(h) \leq R\). There are \(p^k\) possible such monic \(h\). Furthermore since \(\gcd(r/h, s/h) = 1\), there are \(\hat{a}_{R-k,S-k}\) possibilities for the pair \((r/h, s/h)\). Summing these possibilities over \(k\) we obtain the recurrence relation

\[
p^{R+S} = \sum_{k=0}^{R} \hat{a}_{R-k,S-k} p^k.
\]

Noting that \(\hat{a}_{0,S-R} = p^{S-R}\) we see this has the solution

\[
\hat{a}_{R,S} = \begin{cases} 
(p - 1)p^{R+S-1} & 0 < R \leq S \\
p^S & R = 0
\end{cases}
\]

If we allow \(s\) to be non-monic then we simply multiply \(\hat{a}_{R,S}\) by \(|\mathbb{F}_p^*|\), giving the stated result.
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Abstract. We conduct an investigation of large prime variant modifications to the well-known index calculus method for discrete logarithm computation modulo a prime $p$. We highlight complications in this technique that do not occur in its analogue application in factoring, and show how a simple adaption of the methods of [16] can be used to resolve relations such that the yield of the technique is within some $\epsilon$ of that obtained in factoring. We then consider how these techniques scale to the use of more large primes, and demonstrate how the techniques of [10], [16] allow us to resolve relations involving more large primes, such that yield is generally the same as that obtained in factoring. Finally, we consider the impact that ‘large prime’ relations have on both the linear algebra stage of the index calculus method, and on actual discrete logarithm computation – a problem with no analogue in factoring.

1 Introduction

Computation of discrete logarithms over finite fields is of great importance due to their widespread use as the foundations of a variety of cryptographic protocols [9], [20]. We consider computation of discrete logarithms modulo a prime $p$ via the well-known index calculus method. In particular, we are interested in gaining a better understanding of the application of ‘large prime variants’ of this method, as have been successfully applied to factoring [10], [16], [18]. Such methods have also been used for discrete logarithm computation [25], [26], but few details are given concerning the resolution of large prime relations and the problems one can encounter in this latter application.

Index calculus-type methods can take a variety of forms [6], [21], [23], but in their most basic form$^1$ can be described as follows. Define a factor base $P$ of all primes up to some smoothness bound $B_1$. Choose some random value $a \in \mathbb{Z}/(p-1)\mathbb{Z}$, and compute $g^a \mod p$ where $g$ is a generator of $(\mathbb{Z}/p\mathbb{Z})^*$. If the result of this calculation is $B_1$-smooth, i.e. if

$$g^a = \prod q_i^{e_i}, \quad q_i \in P$$  \hspace{1cm} (1)

$^1$ The method as outlined here is often denoted by ‘Hafner-McCurley variant’ following the method described in [12].
then

\[ a = \sum e_i DL(q_i) \]  

(2)

where the \( DL(q_i) \) are the discrete logarithms of the prime factors \( q_i \) to the base \( g \). Once we have enough of these expressions – some number greater than the number of factor base elements – we can solve them modulo \( p - 1 \) (or rather modulo the prime factors of \( p - 1 \)) to obtain values for the discrete logarithms of the elements of our factor base \( P \). We thus build a database of known discrete logarithms.

In order to compute the discrete logarithm of a given \( \beta \), we now pick a random \( a \) and compute \( \beta g^a \). If this number is \( B \)-smooth, then

\[ \beta g^a \mod p = \prod q_i^{e_i}, \ q_i \in P \]  

(3)

and so

\[ DL(\beta) + a = \sum e_i DL(q_i) \]  

(4)

and we can use our values for \( DL(q_i) \) to compute \( DL(\beta) \). Runtime for the basic method is dominated by the time taken to build the database of known values, which takes roughly \( L^{1.581} \) as \( p \to \infty \), where

\[ L = \exp((1 + o(1))(\log p \log \log p)^{1/2}) \]  

(5)

The organisation of the paper is as follows: in section 2 we recall how one may introduce ‘partial’ relations to the precomputation phase of the index calculus method, and consider how such techniques from factoring adapt to the discrete logarithm case. In section 3 we discuss how best to resolve relations involving more than two large primes. Section 4 briefly discusses the impact of such techniques on the linear algebra step of the index calculus method, and in section 5 we look at making use of ‘large prime’ data to gain substantial speedup in the final step of actual logarithm computation.

\section{Large Prime Variants}

A simple modification to the basic method is to relax the smoothness bound by allowing one large prime factor in the factorisation of \( g^a \mod p \) which is larger than the factor base bound \( B_1 \) but less than some second bound \( B_2 \). We shall refer to such a relation as a ‘1-partial’, and a relation involving factor base elements only as a ‘full’. Choosing \( B_2 \leq B_1^2 \) simplifies processing in that one can then identify a 1-partial if the remainder of \( g^a \mod p \) after division by factor base elements is less than \( B_2 \). In practice, one generally takes \( B_2 \) to be around 100\( B_1 \) in order to restrict the amount of data generated.

It is reasonably straightforward to extend this idea to the use of two large primes \[16\]. We consider the remainder after division by elements of \( P \). If this remainder is both less than some bound \( B_3 \leq B_1 B_2 \), and is composite, it is the product of exactly two large primes \( Q_1 \) and \( Q_2 \), with \( B_1 < Q_1, Q_2 \leq B_2 \).
Application of a factoring method such as Pollard’s ‘rho’ method [13] can be used to obtain the $Q_i$ and produce what we shall refer to as a ‘2-partial’ relation.

Going further, one can of course consider relations involving 3 or more large primes. Such relations can be found either by using one or two large primes per relation over multiple factor bases (as used in the Number Field Sieve for both factoring and discrete logarithm computation [10], [17], [26]), or extending the technique as described above to use three (or more) large primes [3], [18]. In order to generate such data for testing purposes, we used the so-called Waterloo variant of the basic index calculus method [1], [5]. Here, instead of testing a single value $A \equiv g^a \mod p$ for smoothness, we use the extended Euclidean algorithm [13] on $A$ and $p$ to obtain values $d$, $x$ and $y$ such that

$$d = xA + yp$$

where $d = \gcd(A, p)$. Of course, on termination of the extended Euclidean algorithm, $d$ will be 1 since $p$ is prime; however, the absolute sizes of both $d$ and $x$ are smallest when $x \approx \sqrt{p}$, and at this point we exit extended Euclid². If both $d$ and $x$ are smooth, we obtain a full relation by computing

$$A = g^a \equiv dx^{-1} \mod p$$

Use of the Waterloo variant does not improve the asymptotic complexity of the method, but does give practical speedup. Also, since we are now testing two values for smoothness, we may accept partial relations from each one. Allowing up to two large primes per test gives us 3 and 4-partial relations in addition to the 1 and 2-partial from the original method; however, we now need to take account of the exponent of the large primes when resolving. We assume that any cancellation among the large primes in a relation is completed when the relation is created. The authors of [10] note that the additional costs of using a ‘2 + 2’ large prime approach is prohibitively high when using a basic index calculus approach, but can be made more practical with improved sieving methods. The generation of our data is then similar to that described in [10], [26] in that we use two smoothness tests and allow up to two large primes in each. However, the subsequent cycle finding is more like that in [18] (which allows up to three large primes in a single smoothness test), as we have a single set of large primes.

Using the Number Field Sieve approach of [10], [26], one obtains two sets of large prime ideals, and values cannot generally be matched between one set and the other.

Various papers give estimates for the number of partial relations one can expect to obtain after a given number of smoothness tests – see, for example, [3], [15]. Due to the large amounts of data generated by the use of partial relations, it is advisable to ‘prune’ datasets prior to attempting to eliminate the large primes – keeping only those relations whose large primes all occur in at least

² We note that we could consider several values from successive iterations of extended Euclid, while both $|d|$ and $|x|$ are less than some bound. Here we tested for smoothness at up to 3 successive iterations.
one other relation ensures that all remaining relations form part of some cycle.
We now look at the practicalities of resolving such relations by eliminating the
large primes.

2.1 Resolving 1 and 2-Partial Relations

To resolve partial relations we must eliminate the large primes in order to ensure
that all relations consist only of elements from the factor base. Resolving 1-
partials is simply a matter of storing them in some ordered way, such as by the
hash of their large prime, and dividing relations if the exponents of the large
primes match, or multiplying them otherwise\(^3\). For \(k\) 1-partial relations having
the same large prime, we can obtain \(k - 1\) independent full relations. The total
yield for this technique can be estimated reasonably accurately – see [2], [16] for
details.

In order to resolve 2-partial relations, the authors of [16] use a graph theoretic
approach. The large primes are represented as the vertices of a graph, and a
relation involving two large primes is considered as an edge in this graph. For
the purposes of factoring, we are looking for relations of the form \(x^2 \equiv y^2 \mod n\)
with \(x \neq \pm y\). A cycle in the graph is thus sufficient to ‘eliminate’ the large
primes from a relation, since each large prime will appear an even number of
times in a cycle. As we are solving modulo 2 in the exponent, the product of
the partial relations representing the edges in the cycle may be considered as a
full relation for factoring purposes – likewise for resolving 1-partial for factoring
purposes, we can always simply multiply relations with matching large primes,
rather than having to ensure we divide out the large prime.

Even and Odd Cycles. The crucial difference for discrete logarithm calcula-
tion is that we are not solving modulo 2, but over a large finite ring. As a result,
we must divide out the large primes. [26] accomplishes this by firstly building
cycles as described in [16], and subsequently solving a small linear system in
order to eliminate the large primes [27]. However, if we take account of both the
nature of the cycles and the order of edges in the cycles as they are built, we
can avoid this latter step, as we now discuss.

Consider the graphic at the left of Fig. 1 which shows an even and an odd
cycle. The \(Q_i\) correspond to large primes and the \(E_i\) correspond to relations
such that, for example, \(E_1\) represents the relation \(g^{a_1} = Q_1 Q_2 f_1\), where \(f_1\) is
the factorisation using elements from the factor base only. It can be seen that evaluating

\[
\frac{E_1 E_3}{E_2 E_4} = g^{a_1 - a_2 + a_3 - a_4} = \frac{Q_1 Q_2 Q_3 Q_4 f_1 f_3}{Q_2 Q_3 Q_1 f_2 f_4} = \frac{f_1 f_3}{f_2 f_4}
\]

(8)

(in a similar manner to that described in [17] sect. 2.12) eliminates the large
primes \(Q_i\). However, such an operation cannot be carried out on the odd-length

\(^3\) Of course, relations as not multiplied or divided per se; we simply add or subtract
the exponents of the factor base elements found during the smoothness tests.
cycle without one of the large primes remaining – for example

\[
\frac{E_1 E_3}{E_2} = g^{a_1-a_2+a_3} = \frac{Q_1 Q_2 Q_3 Q_1}{Q_2 Q_3} \frac{f_1 f_3}{f_2} = Q_1^2 \frac{f_1 f_3}{f_2}
\]  

\hspace{1cm} (9)

is still a 2-partial (with repeated large prime \(Q_1\)). We thus cannot eliminate all the large primes in an odd cycle. However, by considering 1-partial as pseudo 2-partial (with 1 as the second ‘large prime’), we permit one of the vertices in the graph to be 1. This is standard practice anyway\(^4\), but for discrete logarithm computation it has further importance. If this vertex occurs in an odd cycle, we can order edges to ensure that all other vertices cancel, leaving 1 as the repeated – but irrelevant – ‘large prime’.

Since our data come via a Waterloo variant approach, we must also take account of the exponent of the large primes. This is accomplished quite simply by ‘reducing’ cycles as shown in the right hand diagram in Fig. 1. As we build the cycles, we can ‘flip’ edges such that the exponents of the vertices match. We then consider the final edge in the cycle, corresponding to edge \(E_1 = Q_1 Q_2^{-1}\) in this example. Either the exponents of the final vertex in the cycle will match – in which case we do nothing – or they will differ. In our example, suppose we are linking \(Q_1^{-1}\) in \(E_1\) to \(Q_1^{-1}\) in \(E_2\). We can simply multiply edges \(E_1\) and \(E_2\) to eliminate \(Q_1\) (and effectively create the new edge \(E_5\)), and subsequently resolve the cycle as before.

We thus have the additional criteria that for discrete logarithm purposes, we must either restrict ourselves to looking for even cycles in our graph, or else we must add the special vertex 1 and process 1 and 2-partial together. The nature of cycles in the graph and the order in which the edges are processed are consequently more important for discrete logarithm computation than for factoring. However, the manner in which cycles are constructed in the method of [16] makes identifying and resolving even and odd cycles quite straightforward.

As a brief summary of this approach, the union-find algorithm is used to determine the number of edges \(E\), vertices \(V\) and components \(C\) in the graph, where the root of each component is taken to be the smallest vertex. Determining the graph structure allows one to compute the number of fundamental cycles as

\hspace{1cm} \[^4\text{Adding 1 as a vertex brings a variety of benefits: increased yield as a result of more relations in the graph, shorter cycle length, etc.}\]
\[ E + C - V \] and thus estimate how much longer one needs to generate relations. A breadth first search is then used to build the cycles.

We start by adding the component root vertices at depth zero. Edges are added to the graph until one comes across an edge whose vertices are both already held in the graph – we then have a cycle. If both vertices of the new edge occur at the same depth, we have an odd cycle. If the depths differ, we have an even cycle, as shown in Fig. 2. In each case, multiplying the edges labelled a and dividing by the product of the edges labelled b will eliminate all large primes for the even cycle, and all but the root vertex for the odd cycle. So long as the root vertex is the special vertex 1, we can make use of all these cycles. Large primes can thus be eliminated as the cycle is built, avoiding the need to build and solve a small linear system.

**Maximising Yield.** In practice, we find that the largest component in the graph – generally containing all cycles – is that having the special vertex 1 as its root. Since the method of [10] tends to create cycles which include the root vertex, we find that almost all odd and even cycles can be resolved for the discrete log situation. The exceptions correspond to any odd cycles which do not pass through the root vertex. Occasionally one comes across 2-partial relations with a repeated large prime. These form loops in the graph, which are odd cycles but do not include the special vertex 1. One can however look for 1-partial relations having this large prime, and eliminate by dividing (or multiplying) twice. For factoring purposes, a loop is not a problem since the repeated prime forms a square, and thus cancels directly modulo 2. It is also possible to find other odd cycles which do not include the special vertex 1; perhaps in a secondary component of the graph. It may still be possible to resolve these, but only if we can find a second odd cycle having at least one vertex in common. We can then ‘join’ these cycles to create an even cycle. The downside of this technique is that it creates longer cycles, which usually leads to more factor base elements being represented in the final full relation. This in turn reduces the sparsity of the ensuing matrix and has a detrimental effect on algorithms to solve for the discrete logarithms of the factor base. However, by allowing for all these possibilities we can try to maximise the yield of the technique, and be within some \( \epsilon \) of the yield obtained in factoring. As an alternative strategy, one could partially resolve these
'isolated' odd cycles without 1, and simply add the unresolvable vertex $Q$ to the factor base. This will of course add to the size of the linear system, but would generally give a sparser row than if we had created a larger even cycle. Extra factor base values would also improve the efficiency of final discrete logarithm computation; although we show later how one can easily gain further factor base values by back substituting over the original partial relations. The author of [26] reports that, in certain cases, some 2.8% of cycles could not be resolved. Our experiments are much smaller, but using the above techniques allowed us to recover a full relation for all cycles in the graph.

3 Towards $n$ Large Primes

Partial relations involving up to 4 large primes are discussed from a factoring perspective in [10], [18], and are mentioned in the context of discrete logarithm computation in [26]. All take essentially the same ‘reduction’ approach – one firstly resolves 1-partials, and subsequently removes all primes in the set of 1-partial relations from the set of relations having more than one large prime. We then separate these remaining relations into 1-partials and ‘$>1$’-partials, and repeat the procedure until no further reduction is possible. In order for this procedure to be effective, we firstly ‘prune’ the datasets as before, such that any given large prime occurs in at least two relations. This gives us the set of all relations occurring in cycles. It also allows us to determine the number of vertices $V$ and edges $E$ in the graph (or rather hypergraph), from which we can estimate the number of ‘hypercycles’ present by computing $E - V$.

The method is then almost the opposite of the graph resolve method, in that one effectively ‘deconstructs’ the cycles in order to build them. This procedure implies that all cycles built will contain at least one 1-partial relation. For factoring purposes, again, any subset of relations where all large primes occur an even number of times will give a full relation on multiplying all relations in the subset. In order to divide out all large primes for discrete logarithm purposes, we can now have complications. It is simple to find examples of hypercycles which cannot be resolved – consider Fig. 3. On the left we have a 3-partial with repeated large prime $Q_1$, together with a 2-partial. The two relations form a simple hypercycle, yet we cannot eliminate all large primes – for factoring or for discrete log – since $Q_1$ occurs an odd number of times (assuming that these are ‘genuine’ partial relations and that the vertex 1 is not present).
Of course, such a hypercycle would not be built by the procedure outlined above, as it does not contain a 1-partial. However, even if a hypercycle does contain a 1-partial, as on the right, it too may not be built, as noted by Leyland [19] – in this example, we need another 1-partial with large prime \( Q_3 \) or \( Q_4 \). This hypercycle differs from the other example in that we can resolve it by dividing the 3-partial by the product of the 1-partial and the 2-partial. This, however, assumes that all exponents are 1 – in reality, for Waterloo-derived data, either one or two of \( Q_2 \), \( Q_3 \), \( Q_4 \) will have exponent -1. If we consider the possibilities for the exponents of the primes, we find that, even had we built it, we only have a 50% chance of resolving a full relation. For factoring purposes, solving modulo 2 would always allow us to resolve such a hypercycle.

Using 1-partials to reduce higher-order partial relations means that we always find an even number of edges incident at any vertex in the hypercycle, with the exception of the special vertex 1. Thus, for factoring purposes one can eliminate the large primes modulo 2 simply by multiplying all edges in the hypercycle. If we allow vertices to be repeated for diagrammatic purposes, we can consider the hypercycles found by such a procedure as trees, as shown in Fig. 4. It can now be seen that we can also divide out all large primes in the hypercycle.

The actual hypercycle is shown on the left. What is built by recursively removing 1-partials is the ‘tree’ on the right. Now every vertex (except maybe the vertex 1) occurs in an even number of edges, and tracking round the tree one can eliminate all the large primes. The question of order is again all-important – if we do not maintain the order of edges as built, we are in danger of hitting a problem at a vertex such as \( Q_3 \) in the example, in that we may have a choice of direction to take. If we follow the order in which the hypercycle was built, we will always take a ‘depth first’ route through the tree and end up at a 1-partial.

Since this method of building hypercycles means that the vertex 1 is always present at the end of every ‘branch’, we do not have the unresolvable cases of odd cycles without the vertex 1 (including loops) which we had previously. We can thus resolve all hypercycles that are actually built by this technique, both for factoring and for discrete logarithm computation. We did find that, as noted in [10], after the build procedure, occasionally one is left with a small subset of partials (having more than one large prime) which together form a cycle. In practice, for our implementations, these remaining relations were always 2-
partials. Some of these were loops, which could not be resolved (since no 1-partials match the repeated prime, and unsurprisingly we did not find two loops at the same prime). The others were pairs of 2-partials, having the same primes \( Q_1 \) and \( Q_2 \). As these are even cycles, these could be resolved. Any odd cycles among the remaining edges would probably cause problems, since 1 is not present in the graph component under consideration. If relations remain, then, after recursively removing 1-partials, we may not quite reach the same yield as in factoring.

Another point to note about Fig. 4 is that, in the case of processing 1 and 2-partials only, the methods of [11], [18] will often create slightly longer cycles than the method of [10] – the repeated path from \( Q_2 \) to the special vertex 1 is unnecessary as we could have stopped at vertex \( Q_3 \) where the paths join. For higher order partial relations, however, we do need to follow paths all the way to vertex 1 in order to guarantee removal of all large primes. This suggests that, if using 1 and 2-partials only, the method of [10] would be preferable. The length of cycles can be reduced further by a strategy such as that described in [8].

We implemented these techniques to compute discrete logarithms modulo primes of up to 40 digits on a 1.8GHz Pentium IV desktop. Yield for different combinations of partials for computation modulo a prime of 40 digits is shown in Fig. 5. The left hand graphic shows overall yield as more partial relations are added to the hypergraph. The right hand graphic highlights the explosive increase in yield as noted by [10], [18]. The yield of the 1-partials here is roughly quadratic in the number of relations taken, while the yield when processing 1 and 2-partials together is roughly cubic.

It is interesting to note the weight – i.e. number of factor base elements represented – in the full relations we obtain from partials. This is directly related to the length of the cycles which we find. Figure 5 shows (left) the average length of (hyper)cycles found, using the same dataset as in Fig. 5. As noted by [10], the explosive growth in cycles is accompanied by a massive increase in cycle length. This in turn causes the actual time taken to build and resolve these cycles to increase (right). However, if we continue adding to the hypergraph, the
average length of cycles reduces quite quickly. The resulting full relations have considerably fewer entries, as noted by Fig. 7.

Here we show the number of nonzeros per relation for full relations resolved from 1, 2 and 3-partials (left) and 1, 2, 3 and 4-partials (right). Thus, had we processed 50% of the 1, 2, 3 and 4-partial relations for this dataset, the 3000 or so resulting fulls would have had an average of some 2600 nonzeros. Had we processed 60%, this average would have dropped to around 1000 nonzeros, while processing all relations would have lead to fulls with an average of around 400 nonzeros per row. Processing 1, 2 and 3-partials only, we see a similar effect, although the ‘explosion’ comes with slightly more relations than before. It therefore pays to go beyond the ‘big bang’ in resolving partial relations with more than two large primes, as the resulting full relations are considerably less dense and consequently take less time to resolve.

4 Impact on Linear Algebra

The linear algebra step of the index calculus method is not important asymptotically, but forms a practical bottleneck. To obtain the discrete logarithms of the factor base elements, we build a matrix with rows corresponding to full relations and columns corresponding to factor base elements (or vice versa). Nonzero entries occur only when a given factor base element occurs in a full relation, so the matrix is extremely sparse. Further, most of the nonzeros occur in the columns corresponding to smaller factor base elements. Techniques for solving such a system try to exploit this sparseness and structure. It is well known that full relations derived from partial relations lead to a denser matrix, and in general, one tries to avoid using the densest relations. Further, the absolute sizes of the

5 Compared with other full relations, of course, these are still far more dense – for this dataset, the average full has some 15 nonzero entries, fulls via 1-partial have around 24, and fulls via 1 and 2-partial (cycles of length 3 or more) have around 45, compared with 160 and 405 nonzeros for fulls via 1, 2 and 3-partial and 1, 2, 3 and 4-partial respectively.
coefficients in such relations are generally larger, which encourages the numerical blowup in pivoting strategies noted in [11].

Strategies have been developed to reduce the density of relations obtained via partials, and to reduce the size of the linear system prior to solving [3, 8, 14, 22]. The former builds on [7] and foregoes a graph-theoretic resolve to eliminate large primes; instead using linear algebra on both full and partial relations, over a factor base which now includes those large primes occurring with high frequency. Steps are taken to control the weight of the system and maximise the efficiency of the block Lanczos algorithm[4].

The index calculus method for discrete logarithms and its analogue for factoring now diverge, however. While it remains the case that we wish to minimise the time taken to solve the linear system, for the discrete log case we also want to solve for as many of the factor base elements as possible, to maximise the size of our database of known values. In general, not all factor base elements are represented in the matrix, even when one takes many excess rows as recommended in [14]. Using a certain amount of denser relations will allow us to increase this coverage of values. We can then recover more values and improve the performance of the second phase of the method; but this compromises the efficiency of methods for solving sparse linear systems, as shown in Table[1]

Here we used a basic structured Gaussian elimination (SGE)/Lanczos algorithm method [14] to solve a system of 19,783 full relations in 17,985 unknowns, where the 10% excess rows were either further direct fulls, or else fulls derived from 1, 2, 3 or 4-partials. Timings are in hundredths of a second. Adding these denser relations increases the number of values in our solution vector, but takes its toll on the time taken to resolve the system. We had hoped that the SGE routine would reject the small number of dense rows without taking too much

---

6 In a discrete logarithm application, this approach would still suffer from failing to eliminate certain large primes modulo $q$ for $q > 2$ (corresponding to the ‘isolated’ odd cycles). In this case, all but one large prime could be eliminated, and the number of unknowns in the system would increase by 1.
Table 1. Increased factor base coverage using fulls via partials – 40 digit $p$

<table>
<thead>
<tr>
<th>Coverage</th>
<th>Nonzeros</th>
<th>Time to solve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fulls</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17,985</td>
<td>17,066</td>
<td>5.11%</td>
</tr>
<tr>
<td>+1,798</td>
<td>270,996</td>
<td>330,908</td>
</tr>
<tr>
<td>via 1P</td>
<td>17,194</td>
<td>4.40%</td>
</tr>
<tr>
<td>via 2P</td>
<td>17,282</td>
<td>3.91%</td>
</tr>
<tr>
<td>via 3P</td>
<td>17,435</td>
<td>3.06%</td>
</tr>
<tr>
<td>via 4P</td>
<td>17,737</td>
<td>1.38%</td>
</tr>
</tbody>
</table>

more time, but that the increased coverage would allow us to recover more values. This, however, was not the case. We are better off concentrating on making the matrix as sparse as possible, as in factoring, and increasing coverage in a secondary step prior to computation, as we now discuss.

5 Discrete Logarithm Computation

Using large prime variants for discrete logarithm computation has an important secondary benefit which does not occur in factoring applications. For the final phase of the index calculus method – actual computation of an arbitrary discrete logarithm – one can make use of the ‘partial’ data to extend the database of known discrete logarithms. Assuming we have recovered the discrete logarithms of all factor base elements in the linear algebra step, we can back substitute over the 1-partial relations to obtain further values. We can subsequently back substitute over the other partial relations and recover still more values. As one would expect, this allows us to take considerably fewer attempts at finding a smooth value, as shown in Fig. 5. This also shows the effect of an incomplete solution vector for the factor base elements – we see that losing some 30% of the factor base values causes a doubling in the number of attempts needed to find a smooth element. Using an extended factor base allows us to improve dramatically on the number of attempts needed. It also gives us more resistance to any loss in the linear algebra step; but without having to resort to using denser rows in the matrix.

The maximum number of extra values we can find by using partials is simple to find in the case of 1-partial – it is the number of unique large primes in the dataset. This is easily found by computing

$$\text{(# 1-partial)} - \text{(# fulls resolved from 1-partial)}$$

If, for some reason, an estimate is required before we have resolved the 1-partial, one can adapt the yield estimate from [16] sect. 3. For the case of using 2-
partials, if we assume that we have solved for all factor base elements and obtained the maximum possible further values from the 1-partials, then we should be able to obtain the logarithms of the large primes contained in all the 2-partial relations which form a connected component in the graph of both 1 and 2-partials (as used in resolving the 2-partial relations). Here, however, the datasets are not pruned beforehand, as in this situation ‘singletons’ are also of use. We note that, once we have back substituted over some set of partials to gain further known discrete logarithms, we can then back substitute over any partials for which we know the discrete logarithm of the large prime(s) but which contain as yet unknown factor base discrete logarithms. Further back substitution is of course also possible over the sets of 3 and 4-partials. As with using the 2-partials, processing is much slower since we need to take several passes through the data (in Table 2 we required 9 passes through the 2-partial data). This may be made more efficient by re-using the (hyper)graph structure used to resolve full relations, and then iterating only over the singletons dropped in pruning – timings in Table 2 are from extremely basic implementations.

In actual discrete logarithm computation, testing for smoothness using a trial division approach with such an extended factor base is obviously impractical, but we can of course use the same approach used in relation generation, by considering the remainder after removing factors from the original factor base. Table 2 shows the average number of attempts needed to compute an arbitrary logarithm modulo a 30 digit prime using the basic index calculus technique with trial division (TD), the single large prime variant (1PV) and the double large prime variant (2PV). Here we assume that we have solved for all factor base values. It was found that allowing at most one large prime per smoothness test, with a table lookup to determine the discrete logarithm of the large prime (if
Table 2. Effect of back substitution over partials – 30 digit $p$

<table>
<thead>
<tr>
<th></th>
<th>Fulls only</th>
<th>+1-partials</th>
<th>+2-partials</th>
</tr>
</thead>
<tbody>
<tr>
<td>FB size</td>
<td>25,998</td>
<td>+719,261</td>
<td>+1,110,254</td>
</tr>
<tr>
<td>Time to solve</td>
<td>161,867</td>
<td>+3,105</td>
<td>+74,185</td>
</tr>
<tr>
<td>Attempts via TD</td>
<td>7816</td>
<td>1448</td>
<td>348</td>
</tr>
<tr>
<td>Time per attempt</td>
<td>0.29</td>
<td>12.62</td>
<td>31.13</td>
</tr>
<tr>
<td>Time per log</td>
<td>2,266</td>
<td>18,273</td>
<td>10,833</td>
</tr>
<tr>
<td>Attempts via 1PV</td>
<td>n/a</td>
<td>2578</td>
<td>1371</td>
</tr>
<tr>
<td>Time per attempt</td>
<td>n/a</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>Time per log</td>
<td>n/a</td>
<td>747</td>
<td>397</td>
</tr>
<tr>
<td>Attempts via 2PV</td>
<td>n/a</td>
<td>n/a</td>
<td>406</td>
</tr>
<tr>
<td>Time per attempt</td>
<td>n/a</td>
<td>n/a</td>
<td>1.30</td>
</tr>
<tr>
<td>Time per log</td>
<td>n/a</td>
<td>n/a</td>
<td>430</td>
</tr>
</tbody>
</table>

known), was faster than using the double large prime variant with a lookup on both primes due to the additional effort the latter entails in factoring the remainder. These examples are again too small for anything but illustration purposes – for larger datasets, the fewer attempts required by allowing two large primes should make such an approach more competitive.

6 Conclusions

Using ‘large prime variant’ index calculus techniques for discrete logarithm computation is rather more complicated than their use in factoring, due to the fact that we are working in a large finite ring rather than modulo 2. We have shown that, by considering the ordering of edges within cycles, it is possible to resolve single and double large prime relations without the need to solve a small linear system. By considering all possibilities in the graph representation of the partial relations, one can try to maximise the yield of the technique. In practice, we found that all cycles in such a graph could be resolved, but it remains the case that, unlike in factoring, certain situations – namely ‘isolated’ odd cycles – cannot be resolved for discrete logarithm computation without increasing the size of the linear system which must subsequently be solved.

Moving on to consider relations involving more than two large primes, we found empirically that the techniques of [10], [18] can be adapted such that all cycles which are suitable for factoring purposes can also be resolved for discrete logarithm computation. The downside of this technique is that it can create slightly longer cycles; so if one is using a maximum of two large primes per relation, it would probably be advisable to use the method of [16].

Subsequent consideration of the second phase of the index calculus method showed that using partial relations in a simple back substitution step allowed
us to substantially increase our database of known values. Using these values, coupled with the single (rather than double or more, for the sizes implemented here) large prime variant in discrete logarithm computation, leads to substantial speedup – a factor of 5 or more for our examples – in computation. While large prime variant derived relations do allow more values to be recovered in the linear algebra step, the increased time needed to solve the system means that one is better off using as sparse a linear system as possible, as in factoring, and subsequently back substituting over partial relations to increase performance when computing an arbitrary discrete logarithm.

Acknowledgements. The authors would like to thank Dr. P. Leyland and Prof. D. Weber for their advice during the course of this study. All implementations were carried out in C++ using Victor Shoup’s NTL library [24] and the GMP multiprecision package – we note that code was not optimised by hand, and could without doubt be made more efficient.
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1 Introduction

The hardness of the shortest and closest vector problem in integer lattices can be used for cryptographic purposes and several encryption techniques have been proposed on that basis [11]. Among these the NTRU encryption system [8] appears to be the most practical and efficient. It is based on a special lattice, related to and defined by certain rings, which facilitates the easy description of the public and private keys, as well as efficient encryption and decryption.

The task of defining a signature scheme based on the NTRU lattice appears more difficult. The scheme NSS as proposed in [9] and its successor “R-NSS” defined in the CEES standard [4], have been proven insecure by Gentry and Szydlo [5]. Conceptually different from these schemes is the latest scheme NTRUSign [7] which is more clearly related to the closest vector problem in lattices. NTRUSign is itself closely related to the Goldreich, Goldwasser and Halevi (GGH) signature scheme [6]. However, NTRUSign allows much smaller key sizes and signing/verification speeds. The GGH signature scheme requires $N^2 \log N$ bits to specify both the keys and the signature, where as for NTRUSign these are only $N \log N$, where $N$ is the dimension of the underlying lattice.

The basic idea is that a signer has to prove knowledge of the secret key, which is a “short” basis, by solving an approximate closest vector problem related to a message using this basis. The verifier on the other hand has to check that indeed the right approximate closest vector problem has been solved, by using his public
key, which is a “long” basis. A first cryptanalysis of this scheme was carried out
by Gentry and Szydlo in [5]. Besides various other results it was observed that if
one could solve a certain matrix decomposition problem, then one could recover
the private key given a sufficiently long transcript of signatures.

The precise matrix decomposition problem is as follows. Suppose $M$ is a
unimodular, symmetric positive definite matrix of dimension $n$. The matrix $M$
is the Gram matrix of a basis, given by a unimodular matrix $U$, of the standard
lattice $\mathbb{Z}^n$. As such we can write

$$M = UU^t.$$  

Our goal is to write down such a matrix $U$. This problem of matrix factorisation
is interesting in its own right, as it is closely related to the problem of lattice basis
reduction and lattice distinction [12]. Since $M$ is a Gram matrix of the standard
lattice $\mathbb{Z}^N$ the problem is essentially asking for a change of basis matrix from
the basis represented by $M$ to the standard basis given by the identity matrix.

In this paper we investigate this matrix decomposition problem further. We
use a heuristic algorithm to reduce coefficient sizes in addition to LLL lattice
reduction. In [7] a different approach using lattice reduction is discussed and it is
concluded that it too does not lead to an easier way to recover the secret key than
previous lattice attacks on the public basis of the NTRU lattice. Our conclusion
is that with current recommended parameters for NTRUSign the problem of
matrix decomposition is hard, since extrapolation suggests that our method is
not a threat for the recommended dimension of $n = 2N = 2 \cdot 251$.

2 NTRUSign and the $M = UU^t$ Decomposition

For details on NTRUSign and its cryptanalysis we refer to [5,7]. The public and
private keys can be represented by two matrices with integer coefficients

$$B_{priv}, B_{pub} \in \mathbb{Z}^{2N \times 2N}$$

of a special “bicirculant” form. In addition, $B_{pub}$ is in row upper Hermite normal
form. For the precise definitions of these matrices see later.

The matrices $B_{priv}$ and $B_{pub}$ are related by a unimodular matrix $U$ via the
formula

$$B_{pub} = U B_{priv}.$$  

Our goal is to recover the matrix $U$, and hence determine the private matrix
$B_{priv}$.

An “averaging” attack (cf. [5], section 4.3) on a transcript of signatures can
provide us with $R = B_{priv}^t B_{priv}$, see [5] for details on how this is accomplished.
This leads to the question, whether it is possible to determine $B_{priv}$ given

$$R = B_{priv}^t B_{priv} \text{ and } B_{pub} = U B_{priv}.$$
This is equivalent to decomposing

\[ UU^t = (B_{pub}B_{priv}^{-1})(B_{pub}B_{priv}^{-1})^t = B_{pub}(B_{priv}^{-1}B_{priv})^{-1}B_{pub}^t = B_{pub}R^{-1}B_{pub}^t = M. \]

Observe that such a \( U \) is uniquely determined up to multiplication by a signed permutation matrix from the right. For if \( M = UU^t \) and \( M = UT(UT)^t \) then \( TT^t = 1 \) and \( T^{-1} = T^t \), i.e. \( T \) is orthogonal. But since \( T \) is integral and unimodular, it must be a signed permutation matrix.

We will need some properties of lattices and lattice reduction, so we recap on these here. A lattice is given by a set of \( \mathbb{R} \)-linear independent vectors \( \{b_1, \ldots, b_m\} \), \( b_i \in \mathbb{R}^n \), \( 1 \leq i \leq m \), and is defined to be the \( \mathbb{Z} \)-module \( L = \{ \sum_{i=1}^{m} a_i b_i : a_i \in \mathbb{Z} \} = \{ Ba : a \in \mathbb{Z}^m \} \).

The set \( \{b_1, \ldots, b_m\} \) is called the set of basis vectors and the matrix \( B \) is called the basis matrix. A basis \( \{b_1, \ldots, b_m\} \) is called LLL reduced \([10]\) if the associated Gram–Schmidt basis \( \{b^*_1, \ldots, b^*_m\} \), \( b^*_i := b_i - \sum_{j=1}^{i-1} \mu_{i,j} b^*_j \), \( 1 \leq i \leq m \) with \( \mu_{i,j} := \frac{b_i b^*_i}{b^*_j b^*_j} \), \( 1 \leq j < i \leq m \) satisfies

\[
|\mu_{i,j}| \leq \frac{1}{2} \quad \text{for } 1 \leq j < i \leq m, \\
\|b^*_i\|^2 \geq (\delta - \mu_{i,i-1}^2) \|b^*_{i-1}\|^2 \quad \text{for } 1 < i \leq m,
\]

where \( \delta \) is a constant chosen to satisfy \( \frac{1}{4} \leq \delta < 1 \). The larger the value of \( \delta \) the better the resulting lattice reduction, however this improvement comes at the expense of cost of the reduction.

If \( B \) is a basis matrix of a lattice, then the matrix \( BB^t \) is called the Gram matrix of the basis. The LLL algorithm can either be applied to a lattice basis or to the Gram matrix associated to a basis, in both cases it produces a new matrix which is “smaller” than the previous one, although the quality of the reduction decreases as the dimension increases.

One can phrase our problem above as given the Gram matrix \( M \), find a change of basis matrix \( U \) such that

\[ UMU^t = I_n, \]

in which case we have

\[ M = U^{-1}(U^{-1})^t. \]

Hence, our problem is essentially one of lattice reduction. Repetition of lattice basis reduction with increasing values of \( \delta \) seems to eventually always recover \( U \), but this can take a large number of iterations. The goal of this paper is to heuristically reduce the number of such LLL iterations and therefore minimise the total amount of time.
3 The Algorithm

In this section we describe the strategy and techniques which lead to our algorithm. The basic intuition of our approach is to apply LLL reduction, modify and reorder the basis of the Gram matrix $M$ and to repeat this procedure. The fact that the corresponding lattice is completely reducible, e.g. $M$ is a Gram matrix of the standard lattice $\mathbb{Z}^N$ will render this approach successful.

In order to describe our algorithm we need a few tools from matrix theory. We recall that matrix multiplication from the right (left) yields an operation on the columns (rows) of the given matrix. Especially we are interested in multiplications by elementary matrices of $\mathbb{Z}^{n \times n}$. For an easy description we introduce the following matrix types ($1 \leq i, j \leq n$).

The matrix $E_{ij}$ contains exactly one entry 1 in column $j$ and row $i$, otherwise zeros; hence

$$I_n := \sum_{i=1}^{n} E_{ii}$$

$$S_{ij} := \sum_{k=1, k \neq i,j}^{n} E_{kk} + E_{ij} + E_{ji} \ (i \neq j)$$

$$T_{ij}(a) := I_n + aE_{ij} \ (a \in \mathbb{Z}, i \neq j)$$

Multiplication of a matrix $M \in \mathbb{Z}^{n \times n}$ from the right (left) by $S_{ij}$ swaps the columns (rows) $i$ and $j$. Multiplication of a matrix $M$ from the right (left) by $T_{ij}(a)$ adds $a$-times column $i$ (row $j$) to column $j$ (row $i$). Moreover, the inverse and transpose matrices of $S_{ij}, T_{ij}(a)$ are easily seen to be $S_{ij}^{-1} = S_{ij}^t = S_{ij}, T_{ij}(a)^{-1} = T_{ij}(-a)$ and $T_{ij}(a)^t = T_{ji}(a)$.

We use these matrices and other unimodular transformations to transform the given matrix $M$ into the identity matrix, in a sequence of steps. Denote by $U_i, (i \in \mathbb{N}_{>0})$ the unimodular transformations applied in each step, this yields

$$M_0 = M,$$

$$M_1 = U_1 \cdot M_0 \cdot U_1^t,$$

$$\vdots$$

$$M_{n-1} = U_{n-1} \cdot M_{n-2} \cdot U_{n-1}^t,$$

$$M_n = U_n \cdot M_{n-1} \cdot U_n^t = I_n,$$

Recursively replacing the $M_i$s results in

$$I_n = U_n \cdot M_{n-1} \cdot U_n^t$$

$$= (U_n \cdots U_1) \cdot M \cdot (U_1^t \cdots U_n^t)$$

and it follows that

$$M = (U_n \cdots U_1)^{-1} \cdot (U_1^t \cdots U_n^t)^{-1}$$

$$= (U_n \cdots U_1)^{-1} \cdot ((U_n \cdots U_1)^{-1})^t$$

$$= U U^t,$$
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where

$$U = (U_n \cdots U_1)^{-1}.$$ 

So the question is, how do we apply these transformations? The goal appears to be to produce a matrix whose entries are as small as possible, i.e. the identity matrix. Hence, the following heuristic strategy seems to be a good one. We apply the following ideas in turn, returning to the start once a single operation is performed.

1. Apply the $S_{ij}$ for various values of $i$ and $j$ so as to make the matrix have diagonal entries in increasing order.
2. If the absolute value of the entries $m_{ji}$, $(1 \leq i \leq n - 1, i + 1 \leq j \leq n)$ (e.g. the entries below the diagonal) are equal or bigger then the $m_{ii}$ reduce them by an appropriate multiple $a \in \mathbb{Z}$ of $m_{ii}$. In other words apply $T_{ij}(a), T_{ij}(a)^t$ to the matrix $M$. The effect is to keep the entries of the matrix as small as possible. If $m_{ii} = 1$ we can reduce $m_{ji}$ to zero.
3. Compute the LLL reduced Gram matrix of $M$ in order to try to minimise the entries on the diagonal.

Part 2 of the above strategy leads to the following definition.

**Definition 1.** We call a symmetric matrix $M = (m_{ij})_{1 \leq i,j \leq n} \in \mathbb{Z}^{n \times n}$ diagonally-reduced, if and only if

$$|m_{ji}| < |m_{ii}|, (1 \leq i \leq n - 1, i + 1 \leq j \leq n).$$

Before we state the actual algorithm consider the following example which just involves parts 1 and 2 of the above strategy. Suppose we are given

$$M = \begin{pmatrix} 6 & 7 & 1 \\ 7 & 13 & -7 \\ 1 & -7 & 14 \end{pmatrix}. $$

Then we apply $T_{21}(-1)$ since $[-6/7] = -1$, and $S_{12}$ to obtain

$$M_2 = S_{12}T_{21}(-1)MT_{21}^t S_{12}^t = \begin{pmatrix} 5 & 1 & -8 \\ 16 & 1 \\ -8 & 14 \end{pmatrix}. $$

Then we apply, since $[8/5] = 2$, $T_{31}(2)$ and then $S_{13}, S_{23}, T_{21}(-1), T_{31}(-1)$ and $S_{23}$ to obtain

$$M_8 = \begin{pmatrix} 2 & 1 & 0 \\ 1 & 2 & -2 \\ 0 & -2 & 3 \end{pmatrix}. $$
We now apply $T_{32}(1), S_{13}, T_{31}(-1), S_{23}$ and finally $T_{32}(-1)$ to obtain

$$M_{13} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$ 

Hence, we have

$$U = (T_{32}(-1) \cdot S_{23} \cdot T_{31}(-1) \cdot S_{13} \cdot T_{32}(1) \cdot S_{23} \cdot T_{31}(-1) \cdot S_{13} \cdot T_{32}(1) \cdot S_{23} \cdot T_{31}(-1))^{-1}$$

$$= \begin{pmatrix} 1 & 2 & 1 \\ 3 & 2 & 0 \\ -3 & 1 & 2 \end{pmatrix}.$$ 

It is readily checked that

$$UU^t = M.$$ 

We now explain the full algorithm in detail. Essentially our heuristic philosophy is to use the above naive technique to aid the LLL algorithm in trying to reduce the Gram matrix to the identity.

**Algorithm 2** $(M = UU^t)$

**Input:** An unimodular, symmetric positive definite matrix $M = (m_{ij})_{1 \leq i,j \leq n} \in \mathbb{Z}^{n \times n}$. 

**Output:** Unimodular matrix $U \in \mathbb{Z}^{n \times n}$ with $M = UU^t$.

1. (Initialise) $n \leftarrow \text{rank}(M), U \leftarrow I_n$. 

2. (Hermite normal form) Compute the Hermite normal form $H \in \mathbb{Z}^{n \times n}$ of $M$ and an invertible transformation matrix $T = (t_{ij})_{1 \leq i,j \leq n} \in \mathbb{Z}^{n \times n}$ with $T \cdot M = H$.

3. (Choose $T$?) If $\prod_{i=1}^{n} t_{ii} < \prod_{i=1}^{n} m_{ii}$ then

   $$M_{\text{new}} = (m_{ij})_{1 \leq i,j \leq n} \leftarrow T \text{ and inv} \leftarrow 1$$

   else

   $$M_{\text{new}} = (m_{ij})_{1 \leq i,j \leq n} \leftarrow M \text{ and inv} \leftarrow 0$$

4. (LLL Gram) Compute the LLL-reduced Gram matrix $G$ of $M_{\text{new}}$ with $\delta := 0.75$ and a unimodular matrix $T \in \mathbb{Z}^{n \times n}$ with $G = T \cdot M_{\text{new}} \cdot T^t$. Set

   $$M_{\text{new}} \leftarrow G \text{ and } U \leftarrow T \cdot U.$$
5. (Main Loop) While $M_{\text{new}} \neq I_n$ do

5.1 (Arrange diagonal entries) Apply the unimodular transformations $S_{ij}$ so as to arrange the diagonal entries of $M_{\text{new}}$ in increasing order. Set

$$M_{\text{new}} \leftarrow S_{ij} \cdot M_{\text{new}} \cdot S_{ij} \quad \text{and} \quad U \leftarrow S_{ij} \cdot U.$$  

5.2 (Reduce matrix) While $M_{\text{new}}$ is not diagonally-reduced, apply suitable unimodular transformations $T_{ij}(a)$, set

$$M_{\text{new}} \leftarrow T_{ij}(a) \cdot M_{\text{new}} \cdot T_{ij}(a)^t \quad \text{and} \quad U \leftarrow T_{ij}(a) \cdot U, \quad (a \in \mathbb{Z}).$$

Arrange the diagonal entries of $M_{\text{new}}$ in increasing order, by applying, for suitable choices of $S_{ij}$,

$$M_{\text{new}} \leftarrow S_{ij} \cdot M_{\text{new}} \cdot S_{ij} \quad \text{and} \quad U \leftarrow S_{ij} \cdot U.$$  

5.3 (Further reduction of diagonal entries) If it is possible to reduce the diagonal entries of $M_{\text{new}}$ by applying $T_{ij}(a)$ for $a = \pm 1$ by setting

$$M_{\text{new}} \leftarrow T_{ij}(a) \cdot M_{\text{new}} \cdot T_{ij}(a)^t \quad \text{and} \quad U \leftarrow T_{ij}(a) \cdot U$$

and return to the start of the while loop.

5.4 Set $d \leftarrow \prod_{i=1}^{n} m_{ii}$, $d_{\text{new}} \leftarrow d$.

5.5 While $M_{\text{new}} \neq I_n$ and $d_{\text{new}} \geq d$ do

a) Compute LLL-reduced Gram matrix $G$ of $M_{\text{new}}$ with $\delta := 0.99$ and a unimodular matrix $T \in \mathbb{Z}^{n \times n}$ with $G = T \cdot M_{\text{new}} \cdot T^t$. Set

$$M_{\text{new}} \leftarrow G \quad \text{and} \quad U \leftarrow T \cdot U.$$  

b) Produce a diagonally reduced matrix as in step 5.2 and try to reduce diagonal entries of $M_{\text{new}} = (m_{ij})_{1 \leq i,j \leq n}$ as in step 5.3.

c) Set $d_{\text{new}} \leftarrow \prod_{i=1}^{n} m_{ii}$.

6. (Reduced $T$?) If $\text{inv} = 1$ then set $U = U^t$, else if $\text{inv} = 0$ then set $U = U^{-1}$.

7. (End) Return $U$.

Some remarks are in order here:

1. The given matrix $M = (m_{ij})_{1 \leq i,j \leq n} \in \mathbb{Z}^{n \times n}$ will always be positive definite, since it is the Gram matrix of the standard scalar product. We also note that $m_{ii} > 0, (1 \leq i \leq n)$.
2. Step 2 is important to overcome problems relating to the size of the entries of the given matrix, which would slow down computations considerably. The Hermite normal form computation essentially computes the inverse of the matrix $M$. Due to Proposition 1 below, we can use the inverse of $M$ in place of $M$ within the calculation if it is advantageous to do so. In turns out that often the inverse has much smaller entries, which enables us to deal with larger dimensions than would otherwise be the case.

3. The $\delta$ constant used in the LLL-reduced Gram matrix computation is usually set to be $0.75$, see [2], Algorithm 2.6.3, Step 3 or equation (1) of this paper, but can be replaced by any real number $\delta$ in the range $0.25 < \delta < 1$. A large value of $\delta$ tends to yield a higher quality result while taking extra time; whereas a small value of $\delta$ will give lower quality while taking less time. In practice we have obtained the best running times if the constant $\delta$ is varied in the course of the algorithm in the following way: starting the reduction with a lower constant, so that the reduction is relatively fast and increasing it to $\delta = 0.99$ during the following steps, so that the quality of the reduced basis is as good as possible.

4. During the whole computation (see step 5.2) we keep the matrix always in diagonally-reduced form with the values of the diagonal entries increasing. The value $a \in \mathbb{Z}$ is chosen in a way that $|m_{ji}| - a \cdot m_{ii}$ is positive and has smallest possible value. This has the following positive side effect, that the number of required LLL-reduced Gram matrix computations will decrease considerably. For example in dimension $n = 142$ ($N = n/2 = 71$) the number of LLL-reduced Gram matrix computations was decreased by 4606 computations.

For a given integer matrix $A$ with $\det(A) \neq 0$ the Hermite Normal form $H$ is a matrix $H = (h_{ij})_{1 \leq i,j \leq n} \in \mathbb{Z}^{n \times n}$ with $h_{ii} > 0$ and $h_{ij} = 0$, $(1 \leq i \leq n, j < i \leq n)$. It is unique (provided we also insist on the condition $0 \leq h_{ij} < h_{ii}$, $(1 \leq i < j \leq n)$) and can be computed along with a unimodular transformation matrix $T \in \mathbb{Z}^{n \times n}$ with $T \cdot A = H$. See [2] for details.

**Proposition 1.** Let $M = (m_{ij})_{1 \leq i,j \leq n} \in \mathbb{Z}^{n \times n}$ be a unimodular, symmetric positive definite matrix. Then the Hermite Normal Form satisfies $H = I_n$ and $T = M^{-1}$ and $T$ is a unimodular, symmetric positive definite matrix.

**Proof.** Since $H$ is an upper triangular matrix with $h_{ii} > 0$, we have $\det(T) \cdot \det(M) = \det(H) = 1$. According to the uniqueness condition of $H$ it follows $H = I_n$. From Cramer’s rule for matrix inversion it is easily deduced that $T = M^{-1}$ is a symmetric matrix. Since $M$ is positive definite, the matrix $M^{-1}$ is also positive definite according to the spectral theorem for Euclidean vector spaces.

4 Timings

We first introduce some notation for the NTRUSign algorithm.

- The main security parameter is an integer $N$ which is public and chosen to be prime.
Two other public integer parameters are $p$ and $q$ where $q$ is coprime to $N$, and is usually chosen to be a power of two, and $p$ is coprime to $q$ and is usually chosen to be three.

Operations take place on polynomials in the rings

$$R = \mathbb{Z}[X]/(X^N - 1) \text{ and } R_q = \mathbb{Z}_q[X]/(X^N - 1).$$

Multiplication in these rings we denote by $\otimes$, the precise context in which we use $\otimes$ we shall make clear.

We also require other integers $d_u, d_g$ and $d_f$ to define various sets of polynomials.

If $d_1$ and $d_2$ are integers then we define $\mathcal{L}(d_1, d_2)$ to be the set of polynomials in $R_q$, with $d_1$ coefficients equal to 1, $d_2$ coefficients equal to $-1$ and all other coefficients are set to zero.

To define the public and private keys we set

$$f = u + p \cdot f_1,$$
$$g = u + p \cdot g_1,$$

where

$$u \in \mathcal{L}(d_u, d_u+1),$$
$$f_1 \in \mathcal{L}(d_f, d_f),$$
$$g_1 \in \mathcal{L}(d_g, d_g)$$

for our choices of $d_u, d_f$ and $d_g$. From $f$ and $g$ one also derives polynomials $F$ and $G$ such that

$$f \otimes G - g \otimes F = q$$

as an equation in $R$. Note, that $F$ and $G$ are not unique.

The tuple $(f, g, F, G)$ represents the private basis and the polynomial $h$ is the public key, where

$$f \otimes h = g$$

as an equation in $R_q$.

The matrices $B_{\text{priv}}, B_{\text{pub}} \in \mathbb{Z}_{2N \times 2N}$, mentioned earlier, are of the form

$$B_{\text{priv}} = \begin{pmatrix} M_f & M_g \\ \frac{M_f}{M_G} & M_G \end{pmatrix} \text{ and } B_{\text{pub}} = \begin{pmatrix} I_N & M_h \\ 0 & qI_N \end{pmatrix},$$

The $N \times N$ matrix $M_f$ is derived from the polynomial

$$f = \sum_{i=0}^{N-1} f_i x^i$$

by placing the coefficients $f_0, \ldots, f_{N-1}$ of $f$ in the first row and then rotating each row to the right by one place to obtain the next row. The same method
is used to produce $M_g, M_F, M_G$ and $M_h$. This cyclic structure of the matrices arises from the convolution nature of the $\otimes$ operation.

Table 1 shows the results from Algorithm 2. Column 6 in Table 1 denotes the number of Gram LLL reductions to obtain the matrix $U$ from $UU^t$ using Algorithm 2 the last column gives the number of Gram LLL reductions to solve the $UU^t$ problems using only the Gram LLL algorithm without further improvements. All tests of our algorithm were run on a 1.5GHz machine, Linux Redhat 7.1, using the computer algebra package Magma [13].

Assuming the trend shown in the previous table continues for higher key sizes and using an optimistic assumption as to how fast one can perform LLL at higher dimensions, we predict how long it will take to break more higher security levels of NTRUSign using the decomposition of the matrix $M = UU^t$. We estimate the time, in seconds, to apply our method to a key of size $N$ as

$$1.3 \cdot \exp [0.22 \cdot (2N - 106.9)]$$

Hence, our estimates for the effort required to break larger keys can be found in Table 2. We conclude that attacking NTRUSign via decomposing $M = UU^t$ is harder than trying to attack the public key directly.

### Table 1. Gram LLL reductions needed to decompose the matrix $M = UU^t$

<table>
<thead>
<tr>
<th>Security</th>
<th>Time to compute $M = UU^t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low $(N=107, q=64)$</td>
<td>714y</td>
</tr>
<tr>
<td>Moderate $(N=167, q=128)$</td>
<td>$2.08 \cdot 10^{14}$y</td>
</tr>
<tr>
<td>Standard $(N=251, q=128)$</td>
<td>$8.45 \cdot 10^{33}$y</td>
</tr>
<tr>
<td>High $(N=347, q=128)$</td>
<td>$1.86 \cdot 10^{31}$y</td>
</tr>
<tr>
<td>Highest $(N=503, q=256)$</td>
<td>$1.20 \cdot 10^{84}$y</td>
</tr>
</tbody>
</table>
5 Conclusion

We have presented a heuristic method which enables the LLL algorithm to solve the matrix decomposition problem $M = UU^t$ for higher dimensions than would otherwise be the case. The main improvement is to keep the diagonal elements in increasing order and to use the input matrix or its inverse as input to the whole procedure. This led to a decrease in the number of times we had to apply the Gram LLL reduction. Our experiment shows that NTRUSign keys of moderate security can be considered secure.
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Abstract. We demonstrate that the public key cryptosystem based on the word problem on the Grigorchuk groups, as proposed by M. Garzon and Y. Zalcstein, is insecure. We do this by exploiting information contained in the public key in order to construct a key which behaves like the private key and allows successful decryption of ciphertexts. Before presenting our attack, we briefly describe the Grigorchuk groups and the proposed cryptosystem.

1 Introduction

In 1991, M. Garzon and Y. Zalcstein proposed a public key cryptosystem based on the word problem on the Grigorchuk groups [1]. This cryptosystem was similar to a cryptosystem proposed in 1984 by Wagner and Magyarik [5] and was the first application of the Grigorchuk groups in cryptography.

1.1 A Quick Introduction to the Grigorchuk Groups

Leaving the details of the construction of the Grigorchuk groups until Sect. 2, we mention only that the Grigorchuk groups are infinite, and there are infinitely many of them: each group, denoted $G_\omega$, is specified by a ternary sequence $\omega \in \{0, 1, 2\}^\mathbb{N}$. The elements of $G_\omega$ are given as words in terms of four generators $a, b_\omega, c_\omega$ and $d_\omega$. There is an efficient and easy to implement algorithm (described in Sect. 2.2), which decides whether two words $F_1$ and $F_2$ are equal in $G_\omega$, or, equivalently, whether $F = F_1F_2^{-1} = 1$. In such case the word $F$ is called a relator in $G_\omega$. Notice that only $\lceil \log_2 n \rceil$ digits of the defining sequence $\omega$ are needed for checking whether a word of length $n$ is a relator (Theorem 2).

The sets of relators are different for different sequences $\omega$. Furthermore, if at least two of the symbols 0, 1, 2 are repeated in $\omega$ infinitely often, the set of relators in $G_\omega$ cannot be deduced from any of its finite subsets [2, Theorem 6.2].

* The author was partially sponsored by the ORS Awards Scheme.
1.2 The Garzon–Zalcstein Cryptosystem

Description. The public key cryptosystem proposed in [1] is the following:

Alice chooses an efficient procedure which generates a ternary sequence $\omega$ such that at least two of its digits repeat infinitely often. Recall that in this case $G_\omega$ is not finitely presentable. This sequence $\omega$ is her private key.

She then publishes a finite subset of relators (that is words equal to 1 in $G_\omega$) and two words $w_0, w_1$ representing distinct group elements of $G_\omega$. These comprise the public key.

Bob encrypts a bit $i, i \in \{0, 1\}$, of his message as a word $w_i^*$ obtained from $w_i$ by a sequence of random additions and/or deletions of relators as found in the public key. Concatenation of the encrypted bits yields the encrypted message (with a separator between the encryption of successive bits). He then sends the encrypted message to Alice.

Alice decrypts the message by checking whether $w_i^*$ is equal to $w_0$ or $w_1$. This can be done by checking whether, for example, $w_0^{-1}w_i^* = 1_{G_\omega}$ using the algorithm from Sect. 2.2.

Security Claims. When discussing the security of their cryptosystem, Garzon and Zalcstein [1, Sect. 4] claim that the public key will not contain enough information to uniquely determine the private key $\omega$. They also claim that in order to establish in polynomial time that a guess of a key is correct, it is necessary to follow a chosen plaintext attack.

Cryptanalysis. In this paper we refute this claim. In particular we show that the words used as public key, in combination with an algorithm presented in Sect. 3, give enough information to allow construction of a key which behaves like the private key and is capable of successfully decrypting ciphertexts.

Cryptanalysis of this cryptosystem was first attempted by Hofheinz and Steinwandt in [4]. In their paper, they tried to exploit the public key to derive a secret key equivalent to the original one by brute-force search. However, not much detail was given.

In order to make this paper as self-contained as possible, first we will briefly describe the Grigorchuk groups as defined in [2] together with the word problem solving algorithm. In Sect. 3, we state and prove some results, which we use to describe our cryptanalysis. We finish by presenting an example of how the cryptanalysis works.

2 Grigorchuk Groups

This section gives a brief description of the Grigorchuk groups and their properties that we are going to need.
2.1 Definition of Grigorchuk Groups.

The Grigorchuk groups $G_\omega$ are certain groups of transformations of the infinite binary tree.

Denote by $T$ the set of one way infinite paths from the root $\emptyset$ of the complete infinite binary tree. Each $j \in T$ can be regarded as an infinite binary sequence $(j_i)_{i \leq 1}$ of vertices. We refer to these as left turns (denoted by 0) and right turns (denoted by 1), according to orientation from the parent. The empty sequence denotes the root vertex $\emptyset$.

\[ \emptyset \rightarrow 0 \rightarrow 00 \rightarrow 000 \rightarrow \cdots \]
\[ \emptyset \rightarrow 0 \rightarrow 01 \rightarrow 10 \rightarrow \cdots \]
\[ \vdots \]

*Fig. 1.* The first three levels of the infinite binary tree

Given an infinite ternary sequence $\omega$, the group $G_\omega$ is a group of permutations of $T$ generated by four bijections $a$, $b_\omega$, $c_\omega$ and $d_\omega$. The action of $a$ on a path $j \in T$ consists of complementing the first turn (that is making 0 into 1 and vice versa). The actions of $b_\omega$, $c_\omega$ and $d_\omega$ depend on the sequence $\omega$ as follows:

We form three sequences $U$, $V$ and $W$ by substituting each digit of $\omega$ with a vector as shown below, depending on whether it is 0, 1 or 2:

\[
0: \begin{cases} 
\text{S} \\
\text{S} \\
\text{I} \\
\end{cases}, ~
1: \begin{cases} 
\text{S} \\
\text{I} \\
\text{S} \\
\end{cases}, ~
2: \begin{cases} 
\text{I} \\
\text{S} \\
\text{S} \\
\end{cases}
\]

Here I = “Identity” and S = “Swap”; the latter means making 0 into 1 and vice versa.

We thus obtain three sequences:

\[
U = u_1 u_2 \ldots u_n \ldots
V = v_1 v_2 \ldots v_n \ldots
W = w_1 w_2 \ldots w_n \ldots
\]

The bijection $b_\omega$ (resp. $c_\omega$, $d_\omega$) leaves invariant all turns $j_1, \ldots, j_i$ including the first left turn $j_i$ of $j$ and complements $j_{i+1}$ if $u_i$ (resp. $v_i$, $w_i$) is $S$. Otherwise it leaves $j$ invariant.
For example, if $\omega = 012012012\ldots$ then

$$U = S S I S S I S I S \ldots$$
$$V = S I S S I S S I \ldots$$
$$W = I S S S I S I S \ldots$$

and $b_\omega(1, 1, 1, 0, 1, \ldots) = 1, 1, 1, 0, 0, \ldots$ since $u_4 = S$.

It is clear that all four generators are involutions, that is

$$a^2 = b_\omega^2 = c_\omega^2 = d_\omega^2 = 1.$$  \hfill (1)

We also have that

$$b_\omega c_\omega = c_\omega b_\omega = d_\omega, \quad b_\omega d_\omega = d_\omega b_\omega = c_\omega \quad \text{and} \quad c_\omega d_\omega = d_\omega c_\omega = b_\omega. \quad \text{ (2)}$$

Therefore, any one of the generators $b_\omega$, $c_\omega$ and $d_\omega$ can be dropped from the generating set $\langle a, b_\omega, c_\omega, d_\omega \rangle$.

Notice that every Grigorchuk group $G_\omega$ is a canonical homomorphic image of the basis group $G$, generated by four elements $a, b_\omega, c_\omega, d_\omega$ satisfying only the relations (1) and (2). When a sequence $\omega$ is specified, this introduces extra relations between the generators $a, b_\omega, c_\omega, d_\omega$ and maps $G$ onto the Grigorchuk group $G_\omega$.

The Grigorchuk groups are infinite and if at least two of the symbols 0, 1 and 2 repeat infinitely often in $\omega$ then $G_\omega$ is not finitely presentable; that is, one needs infinitely many independent relators to define $G_\omega$. \cite[Theorem 6.2]{2}.

In the cases when $\omega$ is periodic $G_\omega$ can be defined by a finite state automaton, which allows for an especially streamlined implementation. See \cite[Sect. 4]{3} for an example of the case $\omega = 012012012\ldots$.

### 2.2 Word Problem

A word in $G$ is any product of the four generators $a$, $b_\omega$, $c_\omega$, $d_\omega$ and represents an element of $G$. Let $F$ be such a word and let $|F|$ denote the length of the word $F$ and $\partial_k(F)$ (resp. $\partial_{p,q}(F)$ etc) denote the number of occurrences of symbol $k$ (resp. both symbols $p$ and $q$ etc) in the word $F$ ($k, p$ and $q \in \{a, b_\omega, c_\omega, d_\omega\}$).

Due to (1) and (2), each word can be uniquely reduced to $1_{G_\omega} = 1$, or the form

$$* a * a \ldots * a * a * \ldots$$  \hfill (3)

where $* \in \{b_\omega, c_\omega, d_\omega\}$ and $*$ at the beginning or end of the word can be absent. We call words of this form **reduced**.

By word problem we mean finding whether a given word $F$ in $G_\omega$ is equal to 1 or not. The word problem is solvable when the sequence $\omega$ is recursive \cite[Sect. 5]{2} and we shall shortly give a description of the algorithm used to solve it.

Words equal to 1 are called **relators**. By definition, relators act trivially on any path $j \in T$. Recalling the action of generator $a$ on such a path $j$, we can deduce that all relators must have an even number of occurrences of the generator $a$. 


Let \( \sigma \) denote the left shift operator defined on a sequence \( \omega = \omega_1\omega_2\omega_3\omega_4 \ldots \) by \( \sigma(\omega) = \omega_2\omega_3\omega_4 \ldots \). We define the sequence of groups \( G_n, n = 1, 2, \ldots \) by \( G_n = G_{\sigma^{n-1}(\omega)} \) and denote by \( a, b_n, c_n \) and \( d_n \) the respective generators. In particular \( G_1 = G_\omega \).

For each \( n \), consider the subgroup \( H_n \) of \( G_n \) consisting of all elements representable by a word with an even number of occurrences of the generator \( a \). Then \( |G_n : H_n| = 2 \) and \( H_n \) is generated by \( b_n, c_n, d_n, ab_n a, ac_n a \) and \( ad_n a \). Every element of \( H_n \) leaves setwise invariant the left and right halves of the tree.

Restricting the action of \( H_n \) from the whole of the tree to the two halves induces two homomorphisms, \( \phi_0^{(n)} \) and \( \phi_1^{(n)} \) of \( H_n \). These act on the elements of \( H_n \) according to Table 1 and play a key role in the word problem solving algorithm.

### Table 1. The actions of \( \phi_0^{(n)} \) and \( \phi_1^{(n)} \)

<table>
<thead>
<tr>
<th></th>
<th>( b_n )</th>
<th>( c_n )</th>
<th>( d_n )</th>
<th>( ab_n a )</th>
<th>( ac_n a )</th>
<th>( ad_n a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_0^{(n)} )</td>
<td>( \ddot{u}_n )</td>
<td>( \ddot{v}_n )</td>
<td>( \ddot{w}_n )</td>
<td>( b_{n+1} )</td>
<td>( c_{n+1} )</td>
<td>( d_{n+1} )</td>
</tr>
<tr>
<td>( \phi_1^{(n)} )</td>
<td>( b_{n+1} )</td>
<td>( c_{n+1} )</td>
<td>( d_{n+1} )</td>
<td>( \ddot{u}_n )</td>
<td>( \ddot{v}_n )</td>
<td>( \ddot{w}_n )</td>
</tr>
</tbody>
</table>

**Word Problem Solving Algorithm (W.P.S.A.).** Given a word \( F \) and a sequence \( \omega \), in order to decide whether \( F \) is equal to 1 in \( G_\omega \) we do the following:

**First Round**

**Step 1.** Find \( \partial_a(F) \). If it is odd then \( F \neq 1 \) and the algorithm terminates. Otherwise proceed to step 2.

**Step 2.** Reduce \( F \) to obtain \( F_1^1 \) (the index denotes the current round). If it is equal to \( 1 \) then so is word \( F \) and the algorithm terminates. Otherwise proceed to step 3. Note that \( \partial_a(F_1^1) \) will also be even.

**Step 3.** Apply \( \phi_0^{(1)} \) and \( \phi_1^{(1)} \) to \( F_1^1 \) to obtain two words \( F_2^0 \) and \( F_2^1 \) of length at most \( \left\lceil \frac{\partial_a(F_1^1)}{2} \right\rceil \) (see Theorem 1, Sect. 3).

**Step 4.** Proceed to next round.

**i^{th} Round**

Each word from the previous round which is not equal to 1 yields, in its third step, two new words. Therefore, at most \( 2^i \) words are obtained to be used in this round. However, the total length of these words is bounded by the length of the word they originated from, which is less than the length of the input word \( F \).
Step 1. Find $\partial_a(F_{i0}^k), \ldots, \partial_a(F_{ik}^k)$, $k \leq 2^i$. If any one of them is odd then $F \neq 1_G$ and the algorithm terminates. Otherwise proceed to step 2.

Step 2. Reduce $F_{i0}^i, \ldots, F_{ik}^i$ to obtain $F_{ir0}^i, \ldots, F_{irk}^i$. For each one of them which is equal to 1 or $\ast$ ($\ast \in \{b_\omega, c_\omega, d_\omega\}$), an end node has been reached. If an end node has been reached for all $k$ words, the algorithm terminates.

Step 3. Apply $\phi_{i0}^{(i)}$ and $\phi_{i1}^{(i)}$ to any of $F_{i0}^i, \ldots, F_{ik}^i$ for which an end node has not been reached yet, to obtain at most $2^{i+1}$ words $F_{ir0}^{i+1}, \ldots, F_{irk}^{i+1}$. These will have lengths at most $\left\lfloor \frac{\partial(F_{i0}^i)}{2} \right\rfloor, \ldots, \left\lfloor \frac{\partial(F_{ik}^i)}{2} \right\rfloor$ respectively.

Step 4. Proceed to the next round.

Since the lengths of the words obtained are decreasing, the algorithm will eventually terminate.

While running the algorithm, a finite tree will be created having the word $F$ as root and depth at most $\lceil \log_2 \partial(F) \rceil$ (see Theorem 2, Sect. 3). Each round of the algorithm corresponds to a different level of the tree. Left branching occurs after application of $\phi_{i0}^{(i)}$ and right branching after application of $\phi_{i1}^{(i)}$ on words on the $i$th level, with the resulting words as vertices. The word $F$ will be equal to $1_G$ if and only if all the end nodes of the tree are equal to 1.

Fig. 2. The finite tree obtained after applying the W.P.S.A. on the word $(ac_\omega ab_\omega)^8 = 1_G$, $\omega = 012012 \ldots$

A feasible implementation of this algorithm constructs the finite tree depth-wise instead of level-wise, a branch at a time. In this way only $k \leq \lceil \log_2 \partial(F) \rceil$ words need to be stored instead of $2^k$. The time complexity of the algorithm is $O(n \log n)$ in terms of the length $n = \partial(F)$ of the input word $F$.

Further information on the material in this subsection can be found in [2].

3 Cryptanalysis of the Cryptosystem

In this section we first prove some results which we later use to describe our cryptanalysis. The notation used has been carried over from Sect. 2.
3.1 Auxiliary Results

We begin with a small theorem, whose proof is trivial:

**Theorem 1.** Given a sequence $\omega$, let $F$ be a reduced word in $G_\omega$ with even $\partial a(F)$. If $\partial a(F) < \partial_{b,c,d}(F)$ (resp. $\geq$, =), then after a successful round of the Word Problem Solving Algorithm (W.P.S.A.) we get two words of length at most $[\partial(F)/2]$ (resp. $[\partial(F)/2]$, $\partial(F)/2$).

**Proof.** When $\partial a(F) < \partial_{b,c,d}(F)$ then the word is of the same form as (3) and of odd length. It can then be broken into a product of quadruples $a$ of total length $\partial(F) - 1$, and a single $*$ at the end. Under the action of $\phi_0^{(a)}$ and $\phi_1^{(a)}$ each quadruple goes into $a$, $*a$ or $a*$ and the asterisk at the end goes to $*$, $a$ or 1.

There are $\frac{\partial(F)-1}{4}$ quadruples, and so the maximum possible length of the word obtained is

$$2 \cdot \frac{\partial(F)-1}{4} + 1 = \frac{\partial(F)-1}{2} + 1 = \frac{\partial(F)+1}{2} = \left\lceil \frac{\partial(F)}{2} \right\rceil.$$ 

The proof for $>$ and $=$ is similar. □

**Theorem 2.** Given a sequence $\omega$, for successful application of the W.P.S.A. to a word $F$ in $G_\omega$, at most only the first $\lceil \log_2 \partial(F) \rceil$ of its digits are needed. This number is also the maximum depth of the tree obtained when running the W.P.S.A.

**Proof.** For the substitution of the symbols $\tilde{u}_i$, $\tilde{v}_i$ and $\tilde{w}_i$ determining the action of $\phi_0^{(i)}$ and $\phi_1^{(i)}$ during the $i$th round of the W.P.S.A., the $i$th digit of the ternary sequence $\omega$ is needed. Therefore, for successful application of the W.P.S.A., the maximum number of digits needed is equal to the maximum number of rounds possible. Denote this number by $n$. This maximum is attained if the algorithm terminates because an end node has been reached for all obtained words on the $n$th level.

Suppose that $n$ rounds of the W.P.S.A. take place. By Theorem 1, after the first round of the W.P.S.A., the maximum length of the words obtained is $[\partial(F)/2]$. Note that these words will have an even number of occurrences of the symbol $a$, otherwise the algorithm will terminate before all $n$ rounds take place. After step 2 of the second round of the algorithm, the words will also be in reduced form. So, again by Theorem 1, after the second round of the algorithm we will obtain words of length at most $[\lceil (\partial(F)/2)/2 \rceil]$. Continuing this way we see that after the $n$th round, the length of any words we obtain will not exceed $\lceil \partial(F)/2^n \rceil$.

By assumption, after the $n$th round of the algorithm, end nodes have been reached for all words on the $n$th level. Recall that each end node is a word of length 1. Thus, $n$ is an integer such that $\frac{\partial(F)}{2^n} = 1$ or, equivalently, $\partial(F) < 2^n$. Taking logarithms we get $\log_2 \partial(F) < n$ which implies $n = \lceil \log_2 \partial(F) \rceil$.

Since each round corresponds to a different level of the tree obtained when running the algorithm, $n$ is also the maximum depth of the tree. □
For example to check whether a word of length 1000 is equal to \(1_G\omega\) we will only need at most the ⌈log₂ 1000⌉ = 10 first digits of the sequence \(\omega\).

**Denote** by \(M^F_\omega\) the exact number of digits of the sequence \(\omega\) needed to run the W.P.S.A. on a given word \(F\) in \(G_\omega\). Clearly, \(M^F_\omega \leq \lceil \log_2 \partial(F) \rceil\).

**Corollary 1.** Suppose that a word \(F\) is a relator in the group \(G_\omega\) defined by a sequence \(\omega\). Then it is also a relator in all groups defined by sequences that share the first \(M^F_\omega\) digits with the sequence \(\omega\) and differ in any of the rest.

**Proof.** By definition, only the first \(M^F_\omega\) digits of the sequence \(\omega\) are needed to verify that the word \(F\) is a relator in \(G_\omega\). \(\square\)

**Denote** by \(\Omega_F\) the set of all sequences \(\omega\) such that a given word \(F\) is a relator in \(G_\omega\) and by \(M^F\) the number \(\min\{M^F_\omega | \omega \in \Omega_F\}\).

Clearly, by Corollary 3, \(\Omega_F\) contains sequences that share the first \(M^F\) digits and differ in any of the rest.

**Remark 1.** \(\Omega_F\) might also contain sequences that are different in at least one of the first \(M^F\) digits.

One example is the following: Let \(F = (ac, ab)\)\(^8\). It can be checked using the W.P.S.A. that \(F\) is a relator for all ternary sequences having 012 and 021 as their first three digits.

**Theorem 3.** There exists an algorithm which, given a word \(F\), finds the first \(M^F_\omega\) digits of all sequences \(\omega \in \Omega_F\), if any.

**Proof.** Let \(\omega_*\) be an arbitrary infinite ternary sequence and let \(F\) be the given word. The algorithm is as follows:

**Step 1.** Set \(\omega_1 = 0\).

**Step 2.** In case \(\omega_1 = 3\), **terminate** the algorithm. Run the the first round of the W.P.S.A. on \(F\). If it fails its first step or if the word \(F\) is equal to \(1_G\omega_1\omega_*\), increase \(\omega_1\) by one and repeat step. In the latter case print out \(\omega_1\). Otherwise, set \(\omega_2 = 0\) and proceed to step 3.

**Step i.** \((i \geq 3)\). If \(\omega_{i-1} = 3\), delete it, increase \(\omega_{i-2}\) by one and return to step i-1. Run the \(i^{th}\) round of the W.P.S.A. on \(F\). If it fails its first step or if the word \(F\) is equal to \(1_G\omega_{i-1}\omega_*\), increase \(\omega_{i-1}\) by one and repeat step. In the latter case, print out \(\omega_1 \ldots \omega_{i-1}\). Otherwise, set \(\omega_i = 0\) and proceed to step \(i+1\).

The algorithm terminates when it eventually returns to step 2 with \(\omega_1 = 3\).

Each output is obtained immediately after a successful application of the W.P.S.A. Thus only the first \(M^F_\omega\) digits of all sequences \(\omega \in \Omega_F\) are printed. Clearly, if no sequences are printed, \(\Omega_F\) is empty. \(\square\)

An upper bound for the number of outputs of the algorithm is \(3^{\lceil \log_2 \partial(F) \rceil}\), which corresponds to all ternary sequences of length \(\lceil \log_2 \partial(F) \rceil\). Note that \(3^{\lceil \log_2 \partial(F) \rceil} \leq \partial(F)^{\lceil \log_2 3 \rceil} = \partial(F)^2\). It is therefore computationally feasible to run the algorithm, even for large \(\partial(F)\).
3.2 Cryptanalysis

We begin with an important observation, omitted by Garzon and Zalcstein:

Remark. It was not mentioned in [1] that the public key words $w_0$ and $w_1$ must share the following property, otherwise comparing them with the ciphertext becomes trivial: If $\partial_a(w_0)$ is even (or odd) then so should $\partial_a(w_1)$ be.

The reason for this is that relators have an even number of letters $a$ and so, if for example $\partial_a(w_0)$ is even, addition of relators will result to a ciphertext word with an even number of $a$’s. If $\partial_a(w_1)$ is odd then we can immediately tell that $w_0^i = w_0$.

In the sequel we will exploit the information provided by each relational word in the public key of the Cryptosystem. Suppose there are $n$ relators in the public key, namely $r_1, \ldots, r_n$. Remark 4 suggests that each one of these relators could be a relator in groups defined by other sequences as well, not just by the private key. What we want to find are sufficiently many digits of a sequence $\omega$ such that all of $r_1, \ldots, r_n$ are indeed relators in $G_\omega$, but $w_0 \neq w_1$ (or equivalently $w_0^{-1}w_1 \notin 1_{G_\omega}$). Then, by Corollary 3, we can just complete the sequence with random digits to obtain a key enabling us to decrypt messages.

Using the algorithm in Theorem 5 on $w_k = w_0^{-1}w_1$, we firstly obtain the first $M_{\omega w_k}$ digits of every sequence $\omega \in \Omega_{w_k}$. This will be a list of unacceptable initial segments of sequences. Note that $\Omega_{w_k}$ could be empty in which case the list would be empty as well. The sequences in $\Omega_{w_k}$ are unacceptable because for them, $w_i w_k^{-1} = 1_{G_\omega}, i \in \{0, 1\}$ and hence we cannot distinguish between $w_0$ and $w_1$, as required for decryption.

We then apply the same algorithm on every $r_i$ to obtain the first $M_{\omega r_i}$ digits of all sequences $\omega \in \Omega_{r_i}$. In this way we get $n$ lists of initial segments of sequences.

After obtaining the $n$ lists, we compare them in order to find all initial segments which are common. This will be our list of candidates for a key. Notice that this list cannot be empty since it must contain the initial segment of Alice’s private key. The number of digits of these common initial segments will be max\{$M_{\omega r_1}, \ldots, M_{\omega r_n}$\}.

In case we have more than one candidates, we decide the suitability of the first candidate to be used for decryption by looking at the list of unacceptable initial segments of sequences. Let $p$ denote the number of digits of the candidate. There are three possible cases:

Case 1. The unacceptable initial segments list contains at least one member with more digits than the candidate, with its first $p$ digits being the candidate itself. If more than one such members exist, we consider the one with the fewest digits. Suppose this sequence has $k$ digits, $k > p$. We can then make the candidate into a suitable sequence by adding arbitrary digits. However, we must ensure that the first $k - p$ arbitrary digits we add will not coincide with the last $k - p$ digits of this particular unacceptable initial segment or any others sharing the first $p$ digits with it. If this is impossible to perform, the candidate is unsuitable and we should test the next candidate for suitability.
Case 2. An unacceptable initial segment has \( k \) digits, \( k \leq p \), and these digits coincide with the first \( k \) digits of the candidate. Then, this candidate is unsuitable and we should test the next candidate for suitability.

Case 3. The unacceptable initial segments list is empty or none of the previous two cases occur. In this case the candidate is suitable.

As mentioned above, there is at least one suitable candidate, namely the initial segment of Alice’s original private key. We can make this into an infinite sequence by adding random digits.

This is all we need for decryption since, on applying the W.P.S.A. to the word \( w_{j^{-1}}w_i^* \), \( j, i \in \{0, 1\} \), the relators would vanish and we would get \( 1_{G_{\omega}} \) only if \( j = i \).

We conclude this section with a worked example.

### 3.3 Example

In this example we will omit the subscript \( \omega \) from the generators \( b, c \) and \( d \). Suppose Alice publishes the following public key:

\[
\begin{align*}
\gamma_1 &= (ab)^4, \quad \gamma_2 = (acab)^8, \quad \gamma_3 = (badu)^8, \\
w_0 &= (bacabacaca)^2bacab, \\
w_1 &= acacacabacacacaca.
\end{align*}
\]

(Note that \( \partial_a(w_0) \) and \( \partial_a(w_1) \) are both even.)

Applying the algorithm from Theorem 5 on \( w_k = w_0^{-1}w_1 \) we get the list of unacceptable initial segments of sequences:

1. 01
2. 1
3. 21

Applying the algorithm on \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) we obtain 3 lists of initial segments of all sequences for which \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) are relators:

\[
\begin{array}{c|cccccccc}
\gamma_1 & 2 \\
\gamma_2 & 012 & 021 & 01 & 11 & 121 & 202 & 212 & 22 \\
\gamma_3 & 00 & 010 & 020 & 102 & 120 & 202 & 212 & 22 \\
\end{array}
\]

We compare these in order to obtain the candidates list:

1. 202
2. 212
3. 22

Finally, by comparing the candidates and unacceptable lists, we deduce that by completing 202 (or 22) arbitrarily (e.g with zeroes to get 202000 . . .), we will be able to successfully decrypt all messages sent by Bob.
4 Conclusion

The Public Key Cryptosystem proposed in [1] is unsuitable for any practical implementations due to lack of security. This is because, as demonstrated in Sect. 3, the public key provides enough information to easily obtain keys behaving like the private key and which are suitable for successful decryption of ciphertexts.
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1 Introduction

Side-channel leakage occurs through data dependent variation in the use of resources such as time and hardware. The former results from branching in the code or compiler optimisation [4], and the latter from data causing gate switching in the circuitry. Both manifest themselves measurably through overall current variation as well as local or global electro-magnetic radiation (EMR) [5,6,7]. Information leaking in these ways might be used by an attacker to deduce secret cryptographic keys which are contained securely inside a smart card.

Timing variation can be measured using overall delay during decryption or signing [1,4,11,13]. However, for successful attacks on keys with limited lifespans for which only a bounded number of decryptions with the same key is allowed, some finer detail may become necessary, such as the time variations for executing component procedures. This detail can be seen by observing delays between the characteristic power consumption wave form for loading instructions and data at the start of the procedure. Here this is applied to the version of Montgomery
modular multiplication [9] which contains a final conditional subtraction for reducing the output by only enough to fit within register bounds. The aim is to recover a secret RSA [10] exponent from deductions of whether or not this conditional subtraction occurs.

An essential assumption is that there is no blinding of the exponent or randomisation in the exponentiation algorithm so that the same type of multiplicative operations are performed (but with different data) every time the key is used. This enables an attacker to capture the collection of instances of the extra final subtraction for each individual operation. We will show how to determine exponent digits from this data, recover from any errors, and hence obtain the secret key even if the input text (the base of the exponentiation) has been blinded.

The results emphasise the need for care in the implementation of RSA. Indeed, similar results apply to elliptic curve cryptography (ECC) [8] and other crypto-systems based on modular arithmetic. In all cases where a key is reused, some counter-measures should be employed to ensure that the conditional subtraction is removed, or at least hidden, and that the same sequence of key-dependent operations is not re-used for each exponentiation. In elliptic curve cryptography, standard key blinding adds about 20% to the cost of a point multiplication. The temptation to avoid this overhead should be resisted.

Montgomery modular multiplication [9] is arguably the preferred method for hardware implementation. We treat this algorithm here, but equivalent results should hold for any method for which there are correlations between the data and the multiplication time. The generic timing attack methodology which we adopt was first described in [16]. This approach established the feasibility of recovering the key within its lifetime and also gave the theoretical justification behind the different frequencies of final subtractions observed between squarings and multiplications.

A closer study of such distributions reduces the number of exponentiations required to recover the key. This was done for various settings in [11,12,13] when the final reduction yields output less than the modulus. However, reducing output only as far as the same length as the modulus is more efficient, and is the case studied here. The mathematics is more involved and so requires numerical approximation methods, but this is easy for an attacker. In addition, more detail is given concerning the recovery of the key when sliding windows exponentiation is employed.

2 The Computational Model

In order to clarify the precise conditions of the attack, each assumption is numbered. First, the computational model requires several assumptions, namely:

i) secret keys are unblinded in each exponentiation;
ii) Montgomery Modular Multiplication (MMM) is used with a conditional subtraction which reduces the output to the word length of the modulus;
iii) the most significant bit of the modulus lies on a word boundary; and
iv) exponentiation is performed using the \( m \)-ary sliding windows method [2,3].
Exponent blinding might be deemed an unnecessary expense if other countermeasures are in place. So we still need better knowledge of how much data leaks out under the first assumption. For a sample of one exponentiation this particular assumption is irrelevant, but then, with data leaked from other sources, the techniques here might be just sufficient to make a search for the key computationally feasible.

As shown below, efficiency is good justification for the second hypothesis. The word length referred to there is the size of inputs to the hardware multiplier, typically 8-, 16- or 32-bit. However, standards tend to specify key lengths which are multiples of a large power of 2, such as 768, 1024, 1536 and 2048 bits. So the third hypothesis is almost certainly the case.

Because of its small memory requirements and greater safety if an attacker can distinguish squares from multiplications, a sliding window version of 4-ary exponentiation is the usual algorithm employed in smartcards. The exponent is re-coded from least to most significant bit. When a bit 0 occurs, it is re-coded as digit 0 with base 2 and when a bit 1 occurs, this bit and the next one are re-coded as digit 1 or 3 with base 4 in the obvious way. This representation is then processed left to right, with a single modular squaring of the accumulating result for digit 0, and two modular squarings plus a modular multiplication for digits 1 and 3. According to the digit, the first or pre-computed third power of the initial input is used as the other operand in the multiplications.

An attacker can recover the secret exponent if he can i) distinguish squarings from multiplications, and ii) determine whether the first or third power was used as an operand in the multiplications. The classical square-and-multiply or binary algorithm ($m = 2$) is less secure against this type of attack as the second task is omitted. The attack here treats any $m$, and applies equally well when the Chinese Remainder Theorem (CRT) is used.

3 Initial Notation

Let $R$ be the so-called “Montgomery factor” associated with an $n$-bit RSA modulus $M$. Then the implementation of Montgomery’s algorithm satisfies the following specification [15]:

\[ \text{v) For inputs } 0 \leq A, B < R, \text{ MMM generates output } P \equiv A \times B \times R^{-1} \mod M \text{ satisfying } ABR^{-1} \leq P < M + ABR^{-1} \text{ before any final, conditional subtraction.} \]

Clearly this specifies $P$ uniquely. The division by $R$ is the result of shifting the accumulating product down by the multiplier word length for a number of iterations equal to the number of words in $A$. Since $A$, $B$ and $M$ will all have the same word length for the applications here, hypothesis (iii) yields

\[ \text{vi) } M < R < 2M \]

i.e. $R$ is the smallest power of 2 which exceeds $M$. 
The output bound $P < M+R$ implied by (v) means that any overflow into the next word above the most significant of $M$ has value at most 1. When this overflow bit is 1, the conditional subtraction can be called to reduce the output to less than $R$ without fear of a negative result. Hence that bit can be used efficiently to produce an output which satisfies the pre-conditions of (v) for further applications of MMM. This is the case of MMM that is considered here.

Alternatively, the condition $P < M$ is often used to control the final subtraction. This is the standard version, but the test requires evaluating the sign of $P-M$, which is more expensive than just using the overflow bit. This case of MMM was discussed in [12]. A constant time version of MMM is possible by computing and storing both $P$ and $P-M$, and then selecting one or other according to the sign of the latter. However, the subtraction can be avoided entirely if the inputs satisfy $A, B < 2M$ and $R$ satisfies $4M < R$. This, too, is more expensive [15].

As usual, the private and public exponents are denoted $d$ and $e$. For deciphering (or signing), ciphertext $C$ is converted to plaintext $C^d \mod M$. The $m$-ary sliding windows exponentiation algorithm using MMM requires pre-computation of a table containing $C(i) \equiv C^i R \mod M$ for each odd $i$ with $1 \leq i < m$. This is done using MMM to form $C(1)$ from $C$ and $R^2 \mod M$, $C(2)$ from $C(1)$, and then iteratively $C(i+2)$ from $C(i)$ and $C(2)$. By our assumptions, the word length of each $C(i)$ is the same as that of $M$, but it may not be the least non-negative residue. We also define $b = \log_2 m$ and assume it to be integral.

4 The Threat Model

The security threat model is simply that:

vii) an attacker can observe and record every occurrence of the MMM conditional subtraction over a number of exponentiations with the same key.

Section 1 provided the justification for this. The attack still works, although less efficiently, if manufacturers’ counter-measures reduce certainty about the occurrence or not of the subtraction.

Unlike many attacks in the past, we make no assumptions about the attacker having control or knowledge of input to, or output from, the exponentiation. Although he may have access to the ciphertext input or plaintext output of a decryption, random nonces and masking should be employed to obscure such knowledge so that he is unable to use occurrences of the conditional subtraction to determine whether a square or multiply occurred. It is therefore assumed that

viii) the attacker can neither choose the input nor read either input or output.

Indeed, even without masking this is bound to be the case for exponentiations when the Chinese Remainder Theorem has been used. Lastly, as the attacker may have legitimate access to the public key \{$M,e$\}, it is assumed that

ix) the correctness of a proposed value for the private exponent $d$ can be checked.
The assumptions so far mean that the same sequence of multiplicative operations is carried out for every decryption. So, from a sample of \( N \) decryptions with the same key, the attacker can construct an array \( Q = (q_{i,j}) \) whose elements are 1 or 0 depending on whether or not the \( i \)th MMM of the \( j \)th decryption includes the conditional subtraction. The elements \( q_{i,j} \) are called \textit{extra reduction} or \textit{er-values}. Similarly, initialisation gives a matrix \( Q' = (q'_{i,j}) \): if \( C_j \) is the input to the \( j \)th decryption then the er-value \( q'_{i,j} \) is associated with the calculation of \( C_j^{(i)} \equiv C_j^i R \mod M \) for the digit \( i \).

5 Some Limiting Distributions

The timing attack here was first reported in [16], but precise MMM output bounds now allow a much more accurate treatment of the probabilities and hence more reliable results. More exact figures should make it easier to determine the precise strength of an implementation against the attack. Important first aims are to determine the probability of extra reductions and to establish the probability distribution function for the MMM outputs \( P \). To this end two reasonable assumptions are made about such distributions:

\( \text{x) The ciphertext inputs } C \text{ behave as realizations of independent random variables which are uniformly distributed over } [0,M]. \)

\( \text{xi) For inputs } A \text{ and } B \text{ to MMM during an exponentiation, the output prior to the conditional subtraction is uniformly distributed over the interval } [ABR^{-1}, M+ABR^{-1}]. \)

Assumption (x) is fulfilled if, for example, the ciphertext is randomly chosen (typical for RSA key exchange) or message blinding has been performed as proposed in [4]. Here it is also a convenient simplification. In fact, there may be some initial non-uniformity (with respect to the Euclidean metric) which might arise as a result of content or formatting, such as with constant prefix padding. We return to this topic in Remark 1.

In (xi), the multiples of \( M \) subtracted from the partial product \( P \) during the execution of MMM are certainly influenced by all bits of \( A, B \) and \( M \). However, the probability for the final conditional subtraction is essentially determined by the \textit{topmost} bits of the arguments.

Before the formal treatment we illustrate the limit behaviour of the distributions which will be considered and provide the informal reasoning behind their construction. In order to exhibit the difference between squares and multiplications software was written to graph the probability of the extra subtraction in the limit of three cases, namely the distribution of outputs after a long sequence of i) squarings of a random input, ii) multiplications of independent random inputs, and iii) multiplications of a random input by the same fixed constant \( A \).

The result is illustrated in Figure 1. In the second case, two independent values are chosen from the \( k \)th distribution in the sequence. They are used as the inputs to MMM and the output generates the \( k+1 \)st distribution. In all three cases the convergence is very rapid, with little perceptible change after 10 or so iterations.
The density functions have three distinct sections which correspond to the output belonging to one of the intervals $[0, R-M)$, $(R-M, M)$ or $[M, R)$. This is because outputs with a residue in $(R-M, M)$ have only one representative in $[0, R)$ and so, under hypothesis (xi), they occur in $(R-M, M)$ with probability $M^{-1}$ whereas outputs with a residue in $[0, R-M)$ have two representatives in $[0, R)$ with combined probability $M^{-1}$. Note the discontinuities in the functions at $R-M$ and that probabilities tend to 0 as the output approaches 0.

Because $M$ is large, the discrete probabilities are approximated accurately by the density functions of continuous random variables. If $f$ is the limiting density function of a sequence of independent multiplications, then

1) $\int_0^R f(x)dx = 1$

2) $f(x) = 0$ for $x < 0$ and $R < x$

3) $f(x) = M^{-1}$ for $R-M \leq x \leq M$

4) $f(x) + f(x+M) = M^{-1}$ for $0 \leq x \leq R-M$

5) $f(x) = \frac{1}{M} \int_0^x f(y)dy + \frac{1}{M} \int_x^R f(Rz/y) \int_0^{Rz/y} f(z)dz dy$ for $0 \leq x \leq R-M$

Properties 1 to 4 are already clear, and apparent in the figure. Property 5 encapsulates the restrictions imposed by MMM. To establish it, consider outputs $x$ in the interval $[0, R-M)$. These do not involve a final conditional subtraction, and so, by (xi), they are derived from MMM inputs $y$ and $z$ for which $[yzR^{-1}, M+yzR^{-1})$ contains $x$. As the distribution is assumed to be uniform on this interval, there is a 1 in $M$ chance of obtaining $x$ if $yzR^{-1} \leq x < M+yzR^{-1}$, i.e. if $R(x-M)/y < z \leq Rz/y$. Since $R(x-M)/y \leq R(R-2M)/y < 0$, the lower bound on feasible $z$ is 0 and the upper bound is $\min\{R, Rx/y\}$. Thus,

$$f(x) = \frac{1}{M} \int_0^x f(y)dy + \frac{1}{M} \int_x^R f(Rz/y) \int_0^{Rz/y} f(z)dz dy$$

The integral over $y$ can be split into the sub-intervals $[0, x]$ and $[x, R]$ in order to separate the cases of the upper limit on $z$ being $R$ or $Rx/y$. This yields
functions satisfy the same properties 1 to 4. The analogues to property 5 are:

5' \quad f(x) = \frac{1}{\sqrt{\pi}} \int_0^x f(y) dy \quad \text{for} \quad 0 \leq x \leq R-M

for the limit of consecutive squarings, and

5'' (a) \quad f(x) = \frac{1}{\sqrt{\pi}} \int_0^{Rx/A} f(y) dy \quad \text{for} \quad 0 \leq x \leq A \leq R-M

(b) \quad f(x) = \frac{1}{\sqrt{\pi}} \int_0^{Rx} f(y) dy \quad \text{for} \quad A < x \leq R-M

for the limit of consecutive multiplications by a constant $A$.

Although there are differences between the distributions for squaring and multiplication, they are substantially the same. Figure 1 illustrates the largest possible differences, which occur for $M$ close to $\frac{1}{4}R$. For $M$ close to $R$ they are essentially all equal to the same uniform distribution. The distributions which lead to these limiting cases are considered in more detail in the next section.

6 Conditional Probabilities

As before, a prime $'$ is used on quantities relating to the initialisation phase, and unprimed identifiers relate to the computation stage. The attacker wants to estimate the types of the Montgomery multiplications in the computation phase on basis of the observed extra reduction (er-) values $q'_{j,k}$ and $q_{j,k}$ within the initialization and computation phases respectively. These types will be denoted using the text characters of the set $T := \{ 'S', 'M_1', \ldots, 'M_{m-1}' \}$ where '$S$' corresponds to a square, and '$M_i$' to multiplication by the precomputed table entry $C^{(i)}$ associated with digit $i$ of the re-coded exponent. In this section we derive explicit formulas for the probabilities of these events given the observed er-values. We begin with some definitions. It is convenient to normalise the residues mod $M$ to the unit interval through scaling by a factor $M$.

**Definition 1.** A realization of a random variable $X$ is a value assumed by $X$. For sample number $k$, the er-values $q'_{j,k}$ and $q_{j,k}$ are defined by $q'_{j,k} := 1$ if computation of table entry $C_k^{(j)}$ in the initialisation phase requires an extra reduction (this includes both $q'_{1,k}$ and $q'_{d,k}$), and similarly $q_{j,k} := 1$ if the $j$th Montgomery multiplication in the computation phase requires an extra reduction. Otherwise $q'_{j,k} := 0$ and $q_{j,k} := 0$. As abbreviations, let $q'_k := (q'_{1,k}, \ldots, q'_{d-1,k})$ and $q_{i+k} := (q_{i,k}, \ldots, q_{i+f-1,k})$. For $A \subseteq B$ the indicator or characteristic function $1_A : B \to \mathbb{R}$ is defined by $1_A(x) := 1$ if $x \in A$ and 0 otherwise. Further, for $\gamma := M/R$, let $\chi : [0, 1 + \gamma^{-1}) \to [0, \gamma^{-1})$ be given by $\chi(x) := x$ if $x < \gamma^{-1}$ and $\chi(x) := x - 1$ otherwise; that is, $\chi(x) := x - 1_{x \geq \gamma^{-1}}$. Lebesgue measure is denoted by $\lambda$.

**Lemma 1.** (i) \[
\frac{\text{MMM}(A,B)}{M} = \chi \left( \frac{A}{M} B M R + \frac{ABM^{*} \pmod{R}}{R} \right)
\]
where $M^{*} = (-M)^{-1}(\text{mod } R)$.
Suppose the random variables $V_1, V_2, \ldots$ are independent and equidistributed on the unit interval $[0, 1)$. For a formal justification, the ideas from the proof of Lemma A.3(iii) in [13] can be adjusted in a straightforward way. To formulate a mathematical model we need further definitions which mirror the operations which comprise the exponentiation:

**Definition 2.** Assume $T(i) \in T, i = 1, 2, \ldots,$ describes the sequence of multiplicative operations in the exponentiation. Let $F := \{i \mid 1 \leq i \leq m - 1, i \text{ odd}\}$. Suppose the random variables $V_i'(i \in F \cup \{2\})$ and $V_1, V_2, \ldots$ are independent and equidistributed on the unit interval $[0, 1)$. Define the random variables $S_i'(i \in F \cup \{0, 2\})$ so that $S_i'$ assumes values in $[0, 1)$ and

$$
S_1' := \chi \left( S_0' (R^2 \pmod{M}) \gamma + V_1' \right)
$$

$$
S_2' := \chi \left( S_1^2 \gamma + V_2' \right)
$$

$$
S_{2i-1}' := \chi \left( S_{2i-3} S_2' \gamma + V_{2i-1}' \right) \quad \text{for } 1 < i \leq \frac{m}{2}
$$

Similarly, define $S_0 := S_0'$ where $r \in F$ is the left-most digit of the secret exponent $d$ after recoding (cf. Sect. 2) and, for $i \geq 1$, let

$$
S_i := \begin{cases}
\chi \left( S_{i-1} S_1 S_2' \gamma + V_i \right) & \text{if } T(i) = 'S' \\
\chi \left( S_{i-1} S_1' \gamma + V_i \right) & \text{if } T(i) = 'M'_j
\end{cases}
$$

Lastly, define $\{0, 1\}$-valued random variables $W_1, W_2, \ldots$ by

$$
W_1' := 1_{S_1 < S_1'(R^2 \pmod{M} \gamma)}
$$

$$
W_2' := 1_{S_1' < S_1^2 \gamma}
$$

$$
W_{2i-1} := 1_{S_{2i-3} S_2' \gamma} \quad \text{for } 1 < i \leq \frac{m}{2}
$$

$$
W_i := \begin{cases}
1_{S_i < S_i' \gamma} & \text{if } T(i) = 'S' \\
1_{S_i < S_i' S_2' \gamma} & \text{if } T(i) = 'M'_j
\end{cases}
$$

Thus the distribution of $S_i$ describes the random behaviour of the output from the $i$th multiplication, $V_i'$ and $V_i$ correspond to the variation described in assumption (xi), and $W_i', W_i$ are the associated distributions of final subtractions recorded in $Q'$ and $Q$.

**Mathematical Model.** We interpret the components of the er-vector $q'_k = (q'_{1,k}, \ldots, q'_{m-1,k})$, row subscripts in $F \cup \{2\}$, as realizations of the random variables $W_1', W_2', \ldots, W_{m-1}'$ with $S_0'$ having the uniform distribution of the normed (random) input $C_k/M$ to the $k$th exponentiation. Similarly, we interpret $q_{1,k}, q_{2,k}, \ldots$ as realizations of the random variables $W_1, W_2, \ldots$. 

(ii) The extra reduction in MMM is necessary exactly when $-1$ is subtracted by the application of $\chi$. 
Consequently, we have to study the stochastic processes $W'_1, W'_2, W'_3, W'_4, \ldots$, $W'_{m-1}$ and $W_1, W_2, \ldots$. However, the situation is much more complicated than in the case of the standard Montgomery algorithm considered in [12] because the random variables $S_1, S_2, \ldots$ are neither independent nor identically distributed. Their distribution depends on the sequence of operations $T(1), T(2), \ldots$.

**Definition 3.** (i) For $i \in F \cup \{2\}$, $w \in \{0, 1\}$ and indices of the components ranging over $F \cup \{0, 2\}$, let the subset $\mathcal{D}'(i; w) \subseteq [0, 1] \times \mathbb{Z}$ be given by those vectors $(s'_0, \ldots, s'_{m-1})$ for which $v'_1, \ldots, v'_{m-1} \in [0, 1]$ exist such that $s'_1, \ldots, s'_{m-1}, v'_1, \ldots, v'_{m-1}$ satisfy (1)-(3) in place of $S'_0, \ldots, S'_{m-1}, V'_1, \ldots, V'_{m-1}$ and, additionally, the component $s'_i$ and its predecessor must result in $w$ when inserted into whichever of (5), (6) or (7) describes $W'_i$. Thus, for example, by (6) the vectors $(s'_0, \ldots, s'_{m-1})$ in $\mathcal{D}'(1; 1)$ satisfy $s'_1 < s'_0(R^2 \mod M)/R$, and by (7) those in $\mathcal{D}'(2i-1; 1)$ satisfy $s'_{2i-1} < s'_{2i-3}s'_2\gamma$.

(ii) For $i \leq j \leq i+f-1$, $w \in \{0, 1\}$ and $t \in T$, define $\mathcal{D}_t(i; j; w, t) \subseteq [0, 1] \times \mathbb{Z}$ to be the subset of vectors $(s_{i-1}, \ldots, s_{i+f-1})$ for which there are $v_i, \ldots, v_{i+f-1} \in [0, 1]$ such that $s_{i-1}, \ldots, s_{i+f-1}, v_i, \ldots, v_{i+f-1}$ satisfy (4) in place of $S_{i-1}, \ldots, S_{i+f-1}, V_i, \ldots, V_{i+f-1}$ with the assumption that $T(j) = t$ and, additionally, the component $s_j$ and its predecessor must result in $w$ when inserted into the instance of (8) which describes $W_j$ for $T(j) = t$. Thus, for example, the elements of $\mathcal{D}_t(i; j; 1, 'M_k')$ satisfy the constraint $s_j < s_{j-1}s'_k\gamma$.

**Remark 1.** As already mentioned in Sect. 5, there may also be scenarios of practical interest which imply distributions of $S'\gamma$ other than the uniform distribution of assertion (x). For signing with constant prefixed padding, for instance, the random variable $S'_\gamma$ can be assumed to have a Dirac (= single-point) distribution due to the definition of $S'\gamma$. Generally speaking, the distribution of $S'_i$ influences the conditional density $g(\cdot | \cdot)$ in Lemma 2(i) and hence implicitly the conditional probabilities in Theorem 1 and the optimal decision strategy. Then it is necessary to adjust the derivation of $g(\cdot | \cdot)$ to the concrete distribution of $S'_\gamma$ but otherwise the remaining steps in this and the forthcoming sections pass through identically.

The (conditional) probability of a given er-vector can be described using the sets of Definition 3:

**Lemma 2.** (i) Assume the random variable $S'_0$ is equidistributed on $[0, 1)$. Then the conditional distribution of the random vector $(S'_0, \ldots, S'_{m-1})$ on $[0, 1) \times \mathbb{Z}$ under the condition $W'_1=w'_1, \ldots, W'_{m-1}=w'_{m-1}$ has Lebesgue probability density

$$g(s'_1, \ldots, s'_{m-1} | w'_1, \ldots, w'_{m-1}) :=$$

$$\frac{1}{\int_{[0,1] \times [0,\gamma^{-1})^{\frac{1}{2}m+1} 1_{r \in F \cup \{2\}} \mathcal{D}'_r(i; w'_r)(s'_0, s'_1, \ldots, s'_{m-1}) ds'_0 ds'_1 \cdots ds'_{m-1}} \int_{[0,1] \times [0,\gamma^{-1})^{\frac{1}{2}m+1} 1_{r \in F \cup \{2\}} \mathcal{D}'_r(i; w'_r)(s'_0, s'_1, \ldots, s'_{m-1}) ds'_0 ds'_1 \cdots ds'_{m-1}.} \quad (9)$$
(ii) The distribution of $S_{i-1}$ has a Lebesgue density, say $h_{i-1}$. Moreover,
\[
\begin{align*}
\Pr(W_i = w_i, \ldots, W_{i+f-1} = w_{i+f-1} | W'_1 = w'_1, \ldots, W'_{m-1} = w'_{m-1}) = 10 \\
\int g(s'_1, \ldots, s'_{m-1} | w'_1, \ldots, w'_{m-1}) \cdot h_{i-1}(s_{i-1}) \times \\
0, \gamma^{-1}_{i-1} \frac{1}{2}^{m+f+2} \\
\times 1_{\cap_{j=1}^{f-1}} D_f(i,u,w_i,T(u))(s_{i-1}, \ldots, s_{i+f-1}) ds'_1 \cdots ds'_{m-1} ds_i \cdots ds_{i+f-1}.
\end{align*}
\]

(iii) If $S_0 = S_r$ then
\[
\Pr(W_1 = 1 | W'_1 = w'_1, \ldots, W'_{m-1} = w'_{m-1}) = \\
\int g(s'_1, \ldots, s'_{m-1} | w'_1, \ldots, w'_{m-1}) \cdot \max\{0, 1 - \gamma^{-1} + s_r^2 \gamma\} ds'_1 \cdots ds'_{m-1}.
\]

Proof. We first note that $\{(s'_0, \ldots, s'_{m-1}) \in [0,1) \times [0, \gamma^{-1})^{\frac{1}{2}m+1} | W'_1 = w'_1, \ldots, W'_{m-1} = w'_{m-1}\} = \bigcap_{i \in F \cup \{2\}} D(i, w'_i)$. For the moment let $\Psi : [0,1)^{m/2+2} \rightarrow [0,1) \times [0, \gamma^{-1})^{m/2+1}$ be given by $\Psi(s'_0, v'_1, \ldots, v'_{m-1}) := (s'_0, s'_1, \ldots, s'_{m-1})$. By this we mean that the coordinates $s'_i$ of image points are determined by instances of the equation (3) of the form $s'_i = \chi(s'_i, s'_{i+1}) + v'_i$ when $i > 2$ and the similar ones from equations (1) and (2) for $i = 1, 2$. The mapping $\Psi$ is injective (though not surjective) and differentiable almost everywhere with Jacobian 1. As $\Psi(S'_0, V'_1, \ldots, V'_m) = (S'_0, S'_1, \ldots, S'_{m-1})$ and since the random variables $S'_0, V'_1, \ldots, V'_m$ are independent and equidistributed on $[0,1)$ the transformation theorem (applied to the inverse $\Psi^{-1}$ where it is differentiable) implies that the random vector $(S'_0, S'_1, \ldots, S'_{m-1})$ has constant density on the image $\Psi([0,1)^{m/2+2})$. The definition of conditional probabilities and computing the marginal density with respect to $s'_0$ proves (9). The first assertion of (ii) follows immediately from Lemma 3 (in the Appendix) with $G = R, p = \lambda, \nu = \lambda |_{[0,1)}$, and $\tau$ (depending on $T(i-1)$) denoting the distribution of $S_{i-1}^2 \gamma$ if $S_{i-2} \gamma$ for a particular index $j \in F$. Equation (10) can be verified in a similar way to (9). For fixed $s'_0, \ldots, s'_{m-1}$ we define $\Psi : [0, \gamma^{-1}) \times [0,1)^f \rightarrow [0, \gamma^{-1})^{f+1}$ by $\Psi(s_{i-1}, v_i, v_{i+f-1}) := (s_{i-1}, \ldots, s_{i+f-1})$. Again, $\Psi$ is almost everywhere differentiable with Jacobian 1, and the transformation theorem completes the proof of (ii) as the random variables $S_{i-1}, V_i, \ldots, V_{i+f-1}$ are independent and equidistributed on $[0, \gamma^{-1})$ or $[0,1)$, resp. (Note that $\Psi^{-1}(s_{i-1}, *) = (s_{i-1}, *)$.)

The first Montgomery multiplication in the computation phase is a squaring. Hence $\Pr(W_1 = 1) = \Pr(S_r^2 \gamma + V_1 \geq \gamma^{-1})$. As $S_r^2 \gamma \in [0, \gamma^{-1})$ this proves (iii).

Remark 2. In the Appendix, Theorem 2 (i) to (iv) and (v) respectively consider the fictional situations that the computation phase consists only of squarings or multiplications by a fixed table entry. The distributions of the $S_1, S_2, \ldots$ then converge respectively to $f \cdot \lambda_{[0, \gamma^{-1})}$ and $f(s'_j) \cdot \lambda_{[0, \gamma^{-1})}$ for fixed $s'_j \in [0, \gamma^{-1})$. These were graphed in Figure 1 for $\gamma = 0.525$ and $C(1) = 1.5\gamma R$. In fact, the density $h_{i-1}(*)$ depends on $T(1), \ldots, T(i-1)$ and $s'_1, \ldots, s'_{m-1}$ (cf. Sect. 10).
Theorem 1 quantifies the probabilities for the different type vectors of the Montgomery multiplications \(i, \ldots, i+f-1\) given the observed extra reductions:

**Theorem 1.** Let \(\theta = (\omega_i, \ldots, \omega_{i+f-1}) \in T^f\). If \(T(i) = \omega_i, \ldots, T(i+f-1) = \omega_{i+f-1}\) then let \(p_\theta((q_{i,\ldots,i+f-1,k})_{1 \leq k \leq N} \mid (q'_{k})_{1 \leq k \leq N})\) denote the conditional probability for the er-vectors \((q_{i,\ldots,i+f-1,k})_{1 \leq k \leq N}\) if \((q'_{k})_{1 \leq k \leq N}\) were observed in the initialization phase. Then,

\[
p_\theta((q_{i,\ldots,i+f-1,k})_{1 \leq k \leq N} \mid (q'_{k})_{1 \leq k \leq N}) \approx \prod_{k=1}^{N} \int_{[0,\gamma^{-1}]^{\frac{1}{2}m+f+2}} g(s'_1, \ldots, s'_{m-1} \mid q'_{1,k}, \ldots, q'_{m-1,k}) \times
\]

\[
\times h_{i-1}(s_{i-1}) \cdot 1_{r_i+f-1 \leq N}(s_{i-1}, \ldots, s_{i+f-1}) ds'_1 \ldots ds'_{m-1} ds_{i-1} \ldots ds_{i+f-1} \quad (12)
\]

If \(r\) is the left-most block (i.e. digit) of the secret exponent after recoding then

\[
\text{Prob}((q_{1,k})_{1 \leq k \leq N} \mid (q'_{k})_{1 \leq k \leq N}) \approx \prod_{k=1}^{N} \int_{[0,\gamma^{-1}]^{\frac{1}{2}m+1}} g(s'_1, \ldots, s'_{m-1} \mid q'_{1,k}, \ldots, q'_{m-1,k}) \max\{0, 1-s_{m-1}^{-1}+s_{m-1}^2-\gamma\} ds'_1 \ldots ds'_{m-1} \quad (13)
\]

**Proof.** According to our mathematical model we interpret the observed er-vectors \(q'_{k}\) and \(q_{i,\ldots,i+f-1,k}\) as realizations of random variables \(W'_1,k, \ldots, W'_{m-1,k}\) and \(W_{1,k}, \ldots, W_{i+f-1,k}\) respectively, where the latter correspond to \(T(i) = \omega_i, \ldots, T(i+f-1) = \omega_{i+f-1}\). Theorem 1 is an immediate consequence of Lemma 2 and the mathematical model. \(\square\)

### 7 A Priori Distribution

In Section 9 we determine an optimal decision strategy for simultaneous guessing of the types \(T(i), \ldots, T(i+f-1)\) of the \(i\)th, \(i+f\)th Montgomery multiplications. It seems to be reasonable for the attacker to choose the hypothesis \(\theta\) within the set \(\Theta \subseteq T^f\) of all admissible hypotheses which is the most likely one, given the observed er-vectors. In the sliding window exponentiation scheme a multiplication using a particular table entry is preceded by at least \(b = \log_2 m\) squarings. Consequently, for the chosen \(f\),

\[
\Theta = \theta_0 \cup \{\theta_{k,j} \mid 1 \leq k \leq f; 1 \leq j \leq m-1 \text{ for odd } j\} \quad \text{if } f \leq b+1 \quad (14)
\]

where \(\theta_0 := (\text{"S", \ldots, \text{"S}"})\) means \(T(i) = \text{"S"}, \ldots, T(i+f-1) = \text{"S"}\) and \(\theta_{k,j} := (\text{"S", \ldots, \text{"S"}}, M_j, \text{"S", \ldots, \text{"S"}})\) means \(T(i+k-1) = M_j\) but \(T(v) = \text{"S"}\) for \(v \neq i+k-1\).

However, the admissible hypotheses occur with different probabilities. The optimal decision strategy in Section 9 exploits this fact. In the present section we determine a distribution \(\eta\) on \(\Theta\) which approximates the exact distribution of the
admissible hypotheses and which depends on the secret key. We call \( \eta \) the (approximate) \textit{a priori} distribution, and \( \eta_{k,j} \) denotes the approximate probability that \( (T(i), \ldots, T(i+f-1)) = \theta_{k,j} \) for randomly chosen \( i \).

When re-coding, the secret exponent \( d \) is divided into blocks (digits) of length 1 and \( b \). If \( d \) is assumed to be random then both block lengths should occur with the same frequency, and the average block length is about \((b+1)/2\). Hence we should expect about \( n/(b+1) \) blocks of length \( b \) and \( n/(b+1) \) blocks of length 1 where \( n \) is the bit length of the modulus \( M \). Consequently, about \( 2n/(b+1)m \) blocks of length \( b \) should equal any given odd exponent digit \( j \). Thus we expect this many vectors \( (T(i), \ldots, T(i+f-1)) \) of type \( \theta_{k,j} \) for \( 1 \leq k \leq f \). As there are about \( n + n/(b+1) = (b+2)n/(b+1) \) Montgomery multiplications (including squares) we set

\[
\eta_{1} := \cdots := \eta_{f,m-1} := \frac{n(b+1)}{(b+1)2^{m}(b+2)m} = \frac{1}{2^{m}(b+2)} \quad \text{and}
\]

\[
\eta_{0} := 1 - \frac{\frac{1}{2}mf}{(b+2)2^{m}} = \frac{b+2-f}{b+2} \quad \text{if } f \leq b+1. \tag{15}
\]

### 8 Error Detection and Correction

It seems to be unhelpful to consider error detection and error correction strategies before the decision strategy itself has been derived. However, the optimal decision strategy considers the different types of possible error. Roughly speaking, it tries to avoid estimation errors but ‘favourites’ those kinds of errors which are easier to detect and correct than others. The following example illuminates the situation.

**Example 1.** Let \( b = 2 \) (i.e. \( m = 4 \)), and assume that the secret exponent \( d \) is given by \( \ldots 0|0|0|0|0|0| \ldots \). The correct type sequence is then given by \( \ldots, S', S', S', M_1', S', S', S', S', M_1', S', \ldots \).

whereas the following a), b) and c) are possible estimation sequences:

- a) \( \ldots, S', S', S', M_1', S', M_1', S', S', M_1', S', \ldots \)
- b) \( \ldots, S', S', S', S', S', S', S', S', M_1', S', \ldots \)
- c) \( \ldots, S', S', S', M_3', S', S', S', M_1', S', \ldots \)

Each of the subsequences a), b), and c) contains exactly one false guess. The error in a) (\( 'M_1' \)) is obvious as the number of squarings between two multiplications must be at least \( b = 2 \). This \textit{type-a} error (\( 'M_1' \) instead of \( 'S' \)) is usually easy to detect if its occurrence is isolated, i.e. if there are no further type-a or \textit{type-b errors} (\( 'S' \) instead of \( 'M_1' \)) within a neighbourhood of the error. Then one or at most two positions remain for which exactly one guess is false, and we call the type-a error \textit{locally correctable}. A type-a error is not locally correctable if it occurs within a long series of squarings or if bursts of type-a and type-b errors occur. Then we call it a \textit{global} type-a error. The type-b errors and \textit{type-c errors} (\( 'M_1' \) instead of \( 'M_1' \)) illustrated in sequences b) and c) are less obvious. If all type-a errors have been corrected the attacker knows the number of type-b errors (since the number of squarings equals the bit length \( d \) minus 1) but not their
positions. In particular, type-b and type-c errors are global errors. Of course, to correct type-b and type-c errors it is reasonable first to change those guesses where the respective decisions have been “close” and then to check the new exponent estimator (cf. Sect. 10).

9 The Optimal Decision Strategy

The preliminary work has now been done. Here the pieces are assembled to derive an optimal decision strategy for guessing the types of $f$ consecutive Montgomery multiplications simultaneously when $1 \leq f \leq b+1$. Therefore, we interpret the estimation of $T(i), \ldots, T(i+f-1)$ as a statistical decision problem.

Roughly speaking, in a statistical decision problem the statistician (here the attacker) observes a sample $\omega \in \Omega$ (here the observed extra reduction vectors $(q'_{k}, q_{i}, \ldots, i+f-1,k)_{1 \leq k \leq N}$) which he interprets as a realization of a random variable $X$. The distribution $p_{\theta}$ of $X$ depends on the unknown parameter $\theta \in \Theta$ which has to be guessed (here $\theta = (T(i), \ldots, T(i+f-1))$). The decision strategy clearly depends on the observation $\omega$ but also considers the a priori distribution $\eta$ (cf. Sect. 7) which quantifies the likeliness of the possible parameters and the ‘damage’ caused by the possible guessing errors. The ‘damage’ is quantified by the loss function $s(\theta, a)$ where $\theta \in \Theta$ denotes the true parameter whereas $a \in \Theta$ stands for a potential guess. In our case the loss function corresponds to the effort which is necessary for the detection, localization and correction of wrong guesses (cf. Sects. 8 and 10). Of course, correct decisions do not cause any loss, i.e. $s(\theta, \theta) = 0$ for all $\theta \in \Theta$. A decision strategy is optimal if its expected loss attains a minimum.

**Optimal Decision Strategy.** Let the a priori distribution $\eta$ be given by (15). Let $\tau_{opt}((q'_{k}, q_{i}, \ldots, i+f-1,k)_{1 \leq k \leq N}) := a^{*}$ if the sum

$$
\sum_{\theta \in \Theta} s(\theta, a')p_{\theta}((q_{i}, \ldots, i+f-1,k)_{1 \leq k \leq N}) \eta(\theta)
$$

(16)

is minimal for $a' = a^{*}$ (i.e. the attacker picks $a^{*} \in \Theta$ when he observes the vector $(q'_{k}, q_{i}, \ldots, i+f-1,k)_{1 \leq k \leq N}$). Then $\tau_{opt}$ is optimal among all decision strategies which estimate $T(i), \ldots, T(i+f-1)$ simultaneously.

**Proof.** The proof of the analogous assertion in Section 7 of [12] can be re-applied here almost literally. The conditional probabilities $p_{\theta}(\cdot | \cdot)$ were computed in Theorem 1.

10 Experimental Results

Although theoretical considerations were not significantly more difficult for $f \geq 1$, in this section we fix $f=1$ in order to simplify the calculations (cf. [12], §8). Thus the types of the particular Montgomery multiplications are guessed
separately. The restriction on $f$ means it is convenient to attack a sliding window exponentiation scheme, and $m = 4$ (i.e. $b = 2$) was chosen for a simulation. Extra reduction values $q'_{1,k}, \ldots, q'_{m-1,k}$ and $q_{1,k}, q_{2,k}, \ldots$ were obtained from the simulation using pseudo-randomly chosen moduli $M$ and inputs $C_1, \ldots, C_N$.

We first determined the optimal decision strategy given in Section 9. We used the loss function given by $s(\cdot S, \cdot M_j) = 1$ (type-a error), $s(\cdot M_j, \cdot S) = 1.5$ (type-b error) and $s(\cdot M, \cdot M_j) = 2.5$ for $i \neq j$ (type-c error). Equation (15) gives the a priori distribution $\eta(\cdot S) = 0.75$ and $\eta(\cdot M_i) = \eta(\cdot M_3) = 0.125$. Next, we computed approximations as follows for the density $h_{i-1(k)}$ for each of the three alternatives $\theta = \cdot S$, $\theta = \cdot M_2$ and $\theta = \cdot M_3$. First, Theorem 2 was applied to obtain the ‘pure’ limit densities $f$ (cf. Thm. 2(iii)) and $f(s)$ (cf. Thm. 2(v)). The iterates of the densities $f_{up}(x) := 1_{[0,1]}(x)$ and $f_{low}(x) := 1_{[\gamma^{-1}, \gamma^{-1}]}(x)$ (cf. Thm. 2(iv)) squeeze the respective limit distribution. The convergence is monotonic and exponentially fast (Thm. 2(iv)). If $T(i) = \cdot M_3$ then at least two squarings had been carried out just before. As the convergence to $f$ is exponentially fast we assumed $h_{i-1(k)} \approx f$ in that case. For the hypothesis $T(i) = \cdot S$ we set $h_{i-1(k)} := \eta_1 f + \eta_2 f_{s1} + \eta_3 f_{s2}$ with $\eta_1 = \eta_3 = 0.125$ and $\eta_2 = 0.75$, and $s_j$ denoting the ratio of table entry $j$ divided by the modulus $M$. Then we put the pieces together, determined the conditional probabilities $p_{\cdot S}(\cdot)$, $p_{\cdot M_2}(\cdot)$ and $p_{\cdot M_3}(\cdot)$ using Theorem 1, and so derived the optimal decision strategy.

**Table 1.** Average number of errors per 100 guesses with $b = 2$, $f = 1$.

<table>
<thead>
<tr>
<th>$M/R$</th>
<th>$N$</th>
<th>type-a</th>
<th>global type-a</th>
<th>type-b</th>
<th>type-c</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.99</td>
<td>350</td>
<td>0.53</td>
<td>0.11</td>
<td>0.29</td>
<td>0.67</td>
</tr>
<tr>
<td>0.99</td>
<td>400</td>
<td>0.37</td>
<td>0.07</td>
<td>0.21</td>
<td>0.04</td>
</tr>
<tr>
<td>0.85</td>
<td>400</td>
<td>0.74</td>
<td>1.58</td>
<td>0.12</td>
<td>0.06</td>
</tr>
<tr>
<td>0.85</td>
<td>450</td>
<td>0.54</td>
<td>0.11</td>
<td>0.62</td>
<td>0.03</td>
</tr>
<tr>
<td>0.85</td>
<td>500</td>
<td>0.44</td>
<td>0.08</td>
<td>0.03</td>
<td>0.25</td>
</tr>
<tr>
<td>0.70</td>
<td>700</td>
<td>1.24</td>
<td>0.19</td>
<td>0.22</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Applying this optimal decision strategy we obtained guesses $\tilde{T}(1), \tilde{T}(2), \ldots$. A large number of simulation runs gave the results in Tables 1 to 3. The “type-a” column in Table 1 covers all errors of type $a$, namely both the locally correctable and global type-a errors. In a first step the attacker corrects the locally correctable type-a errors. Usually, he knows a reference equation $y^d \equiv x(\text{mod} M)$, e.g. a signature. Using this he can check whether a guess $\tilde{d}$ for $d$ is correct. As already observed in Section 8, the number of global errors is relevant for the practical feasibility of the attack. This is the sum of the type-b, type-c and global type-a errors. Table 2 gives the percentage of trials for which the number of such global errors is no more than a given bound. For example, at most one global error occurred in 76% of the trials for the parameter set $M/R \approx 0.85$, $N = 500$, $n = 512$. Clearly, for the sake of efficiency the attacker first tries to change those guesses for which the decision has been ‘close’.
Table 2. Number of global errors.

<table>
<thead>
<tr>
<th>$M/R$</th>
<th>$N$</th>
<th>$n$</th>
<th>0</th>
<th>$\leq 1$</th>
<th>$\leq 2$</th>
<th>$\leq 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.99</td>
<td>350</td>
<td>512</td>
<td>10%</td>
<td>31%</td>
<td>49%</td>
<td>64%</td>
</tr>
<tr>
<td>0.99</td>
<td>400</td>
<td>512</td>
<td>16%</td>
<td>46%</td>
<td>62%</td>
<td>78%</td>
</tr>
<tr>
<td>0.85</td>
<td>400</td>
<td>512</td>
<td>19%</td>
<td>43%</td>
<td>60%</td>
<td>71%</td>
</tr>
<tr>
<td>0.85</td>
<td>450</td>
<td>512</td>
<td>33%</td>
<td>62%</td>
<td>80%</td>
<td>90%</td>
</tr>
<tr>
<td>0.85</td>
<td>500</td>
<td>512</td>
<td>46%</td>
<td>76%</td>
<td>90%</td>
<td>97%</td>
</tr>
<tr>
<td>0.70</td>
<td>700</td>
<td>512</td>
<td>35%</td>
<td>60%</td>
<td>71%</td>
<td>76%</td>
</tr>
</tbody>
</table>

A successful attack on a 512-bit exponent requires about 680 correct guesses. For this, about $2 \cdot 680 = 1360$ hypotheses have to be rejected. To each rejected hypothesis about the types of a sequence of $f=1$ multiplicative operations, we assign the ratio between the expected loss if this hypothesis had been chosen divided by the expected loss for the hypothesis chosen in this decision. The rejected hypotheses are ordered using these ratios, that with the smallest ratio (i.e. the most likely alternative) first. If the estimator $\tilde{d}$ is false the attacker replaces one, two or three guesses respectively by those from the rejected list, beginning with the first, i.e. that with lowest ratio.

Table 3 gives the average rank of the lowest correct hypothesis which has been rejected for a given number of global errors. For instance, if there were three global errors, and the correct guesses for them were ranked 3, 29 and 53 in the list, then the rank of the lowest would be 53. The second row of the table says that if there are exactly three global errors for parameters $M/R \approx 0.99$, $N = 400$, $n = 512$ then 57 is the average rank of the lowest correct hypothesis which was initially rejected. If the lowest rank is $\leq 100$ (which would normally be the case for an average of 57), the correction requires at most $\binom{100}{3} = 161700$ evaluations of the reference equation (neglecting the unsuccessful efforts to correct exactly 1 or 2 global errors). This is clearly computationally feasible.

Table 3. Average rank of the last correct hypothesis for 1, 2 or 3 global errors.

<table>
<thead>
<tr>
<th>$M/R$</th>
<th>$N$</th>
<th>$n$</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.99</td>
<td>350</td>
<td>512</td>
<td>31</td>
<td>66</td>
<td>63</td>
</tr>
<tr>
<td>0.99</td>
<td>400</td>
<td>512</td>
<td>30</td>
<td>25</td>
<td>57</td>
</tr>
<tr>
<td>0.85</td>
<td>400</td>
<td>512</td>
<td>39</td>
<td>57</td>
<td>55</td>
</tr>
<tr>
<td>0.85</td>
<td>450</td>
<td>512</td>
<td>22</td>
<td>37</td>
<td>59</td>
</tr>
<tr>
<td>0.85</td>
<td>500</td>
<td>512</td>
<td>24</td>
<td>57</td>
<td>70</td>
</tr>
<tr>
<td>0.70</td>
<td>700</td>
<td>512</td>
<td>63</td>
<td>132</td>
<td>271</td>
</tr>
</tbody>
</table>

The conditional probabilities (Section 6), and hence the optimal decision strategy, only depend on the ratio $\gamma = M/R$. In our simulations we assumed that the attacker knows this ratio. However, our attack is also feasible if the attacked device uses the Chinese Remainder Theorem (CRT). Then the attacker uses the extra reductions within the initialization phase and known squarings from the computation stage to estimate the parameter $\gamma$. The moduli $M$ for the
exponentiations are the prime factors of the RSA modulus $M' = p_1 p_2$. For the secret RSA key $d'$, the attacker guesses the exponents actually used, namely $d = d'(\text{mod} (p_i - 1))$ for $i = 1$ or $2$. If the guess $\hat{d}$ for $d$ is correct then $\gcd(C^{d'}(\text{mod} M') - C^{\hat{d}'}(\text{mod} M'), M') = p_i$ and, similarly, $\gcd(C - C^{\hat{d} c}(\text{mod} M'), M') = p_i$. Since the parameter $\gamma$ has to be estimated the error probability for a singular decision increases somewhat (cf. [12], first paragraph of Sect.10). However, since CRT involves an exponent of only half the length, the number of wrong guesses per exponentiation will be smaller and so the attack more likely to be successful.

11 Conclusion

A timing attack on RSA implementations has been given further detail in the more complex situation of modular reductions being driven by a register length bound rather than a modulus bound. Graphs of the limiting distributions were drawn illustrating one source of the attack. Another source was the combination of exact conditional probabilities for the modular reductions with statistical decision theory for treating sequences of modular multiplications. This reduces the sample size necessary to deduce the secret RSA key from side channel leakage. The resulting powerful methods reduce the number of errors far enough for their correction to be computationally feasible for keys with standard lengths using data obtained well within the normal lifespan of a key.
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Lemma 3. Let $\tau$ and $\nu$ denote probability measures on a locally compact abelian group $G$. If $\mu$ is a Haar measure on $G$ and $\nu$ has a $\mu$-density then the convolution product $\tau * \nu$ also has a $\mu$-density.

Proof. For any measurable $B \subseteq G$ we have $\tau * \nu(B) = \int_G \nu(B-x) \tau(dx)$. If $\mu(B) = 0$ then $\mu(B-x) = 0$ and hence $\nu(B-x) = 0$. This proves the lemma. \(\Box\)

Theorem 2. Suppose $\gamma \in (0.5, 1)$, and let $F$ and $\chi: [0, \gamma^{-1}+1) \to \mathbb{R}$ be defined as in Section 6. Assume further that $U_0, V_1, V_2, \ldots$ denote independent random variables where $U_0$ assumes values on $[0, \gamma^{-1})$, while $V_1, V_2, \ldots$ are equidistributed on the unit interval $[0, 1)$. Finally, let $U_{n+1} := \chi(U_n^2\gamma + V_{n+1})$ for all $n \in \mathbb{N}$.

(i) Regardless of the distribution of $U_0$, for each $n \geq 1$ the distribution $\mu_n$ of $U_n$ has a Lebesgue density $f_n$. Moreover, $f_n(x) = 1$ for $x \in [\gamma^{-1}-1, 1)$ and $f_n(x) + f_n(x+1) = 1$ for $x \in [0, \gamma^{-1}-1)$.

(ii) For $n \geq 2$ we have

$$f_{n+1}(x) = \int_0^{\sqrt{x\gamma^{-1}}} f_n(u) \, du \quad \text{for } x \in [0, \gamma^{-1}-1). \quad (17)$$

(iii) Regardless of the distribution of $U_0$ we have

$$\|f_{n+1} - f_n\|_{\infty} := \sup_{x \in [0, \gamma^{-1})} |f_{n+1}(x) - f_n(x)| \leq (\gamma^{-1}-1)^{n-1} \|f_2 - f_1\|_{\infty} \quad (18)$$
for all $n \geq 2$. In particular, the sequence $f_1, f_2, \ldots$ converges uniformly to a probability density $f : [0, \gamma^{-1}) \to [0, 1]$ which does not depend on the distribution of $U_0$. To be precise, $f(x) = 1$ for $x \in [\gamma^{-1}-1, 1)$, $f(x) + f(x+1) = 1$ for $x \in [0, \gamma^{-1}-1)$, and $f$ is the unique solution of (17) possessing these properties, i.e. (17) holds with $f$ in place of $f_n$ and $f_{n+1}$.

(iv) If $f_1 \leq f$ on $[0, \gamma^{-1}-1)$ then also $f_n \leq f$ for all $n \geq 1$. If $f_1 \leq f_2$ then the sequence $f_1, f_2, \ldots$ is monotonically increasing on $[0, \gamma^{-1}-1)$. Similarly, $f_1 \geq f$ on $[0, \gamma^{-1}-1)$ implies $f_n \geq f$ for all $n \geq 1$, and if $f_1 \geq f_2$ then the sequence $f_1, f_2, \ldots$ is monotonically decreasing on $[0, \gamma^{-1}-1)$. If the distribution of $U_0$ has a Lebesgue density $f_0$ then the assertions of (iv) even hold for $f_0, f_1, \ldots$ in place of $f_1, f_2, \ldots$.

(v) Let $U'_0 := U_0$ and $U'_{n+1} := \chi(U'_n s^\gamma + V_{n+1})$ for all $n \in \mathbb{N}$ where $s \in [0, \gamma^{-1})$ is fixed. Then all assertions from (i) to (iv) can be transferred almost literally to this case. In particular, for $x \in [0, \gamma^{-1}-1)$ we have

$$f_{n+1}(x) = \begin{cases} x^{s/\gamma} f_n(u) \, du & \text{if } x < s \\ 1 & \text{otherwise}. \end{cases}$$

The limit distribution $f(s)$ of $f_1, f_2, \ldots$ is the unique solution of (19) with $f(s)(x) = 1$ for $x \in [\gamma^{-1}-1, 1)$ and such that $f(s)(x) + f(s)(x+1) = 1$ for $x \in [0, \gamma^{-1}-1)$.

Proof. To prove the first assertion of (i) we apply Lemma 3 with $G = \mathbb{R}$ and $\mu = \lambda$ while $\tau$ is the distribution of $U_{n-1}^2 \gamma$ and $\nu$ the restriction of the Lebesgue measure to $[0, 1)$. If $\gamma^{-1}-1 \leq a < b \leq 1$ we have $U_n \in [a, b)$ if $U_{n-1}^2 \gamma + V_n \in [a, b) \cup [a+1, b+1)$. As $U_{n-1}$ and $V_n$ are independent, and $\chi$ coincides with the reduction modulo 1 on this union and $V_n$ is equidistributed on $[0, 1)$, this proves the second assertion of (i). However, for any $0 \leq a < b \leq \gamma^{-1}-1$, we have $U_n \in [a, b) \cup [a+1, b+1)$ if $U_{n-1}^2 \gamma + V_n \in [a, b) \cup [a+1, b+1) \cup [a+2, b+2)$. From mod 1 = mod 1 \in \chi we obtain the final assertion of (i) as $V_n$ is equidistributed on $[0, 1)$. For $x \in [0, \gamma^{-1}-1)$ the pre-image $\chi^{-1}(x)$ equals $x$ and hence

$$\text{Prob}(U_{n+1} \leq x) = \int_0^x f_{n+1}(u) \, du = \int_0^{\sqrt{x/\gamma^{-1}}} f_n(u) \text{Prob}(u^2 \gamma + V_n \leq x) \, du$$

$$= \int_0^{\sqrt{x/\gamma^{-1}}} f_n(u) (x - u^2 \gamma) \, du$$

$$= x \int_0^{\sqrt{x/\gamma^{-1}}} f_n(u) \, du - \gamma \int_0^{\sqrt{x/\gamma^{-1}}} f_n(u) u^2 \, du.$$

If $f_n$ is continuous at $\sqrt{x/\gamma^{-1}}$ differentiating the left- and the right-hand side verifies assertion (ii) for $f_{n+1}(x)$. We denote the density of $U_1^2 \gamma + V_2$ by $h_2$ for the moment. Applying the convolution formula for densities (to that of $U_1^2 \gamma$ and $V_2$) yields $[h_2(x + s) - h_2(x)] \leq \text{Prob}(U_1^2 \gamma \in [-s, 0] \cup [1, 1 + s])$ for $|s| < 0.5$. As $[-s, 0] \cup [1, 1 + s]$ converges to $[0, 1)$ the right-hand probability converges to 0 as $s \to 0$, i.e. $h_2$ is continuous at $x$. As $x$ was arbitrary this proves the continuity of
$h_2$, and $f_2$ has at most two discontinuity points in $(0, \gamma^{-1})$, namely $\gamma^{-1} - 1$ and 1. This proves (ii) for $n = 1$ since densities may be defined arbitrarily on zero sets. For arbitrary $n$, assertion (ii) follows by induction. Clearly,

$$
\|f_{n+1} - f_n\|_\infty = \sup_{x \in [0, \gamma^{-1} - 1)} |f_{n+1}(x) - f_n(x)|
$$

$$
= \sup_{x \in [0, \gamma^{-1} - 1)} \left| \int_0^{\sqrt{x \gamma^{-1}}} (f_n(u) - f_{n-1}(u)) \, du \right|
$$

$$
\leq \sup_{y, z \in [0, \gamma^{-1} - 1)} \left| \int_{y}^{z} (f_n(u) - f_{n-1}(u)) \, du \right| \leq (\gamma^{-1} - 1) \|f_n - f_{n-1}\|_\infty.
$$

The first inequality follows from the fact that $f_n(x) = f_{n-1}(x) = 1$ on $[\gamma^{-1} - 1, 1)$ while $f_n(x) + f_n(x+1) = 1$ for $x \in [0, \gamma^{-1} - 1)$. Equation (18) follows by induction. Similarly, one concludes $\|f_n - f_n^*\|_\infty \leq (\gamma^{-1} - 1)^n \|f_2 - f_2^*\|_\infty$ for arbitrary sequences $f_1, f_2, \ldots$ and $f_1^*, f_2^*, \ldots$. This shows the uniqueness of $f$ and, as $f_1, f_2, \ldots$ converges uniformly, $f$ fulfills (17). If, in addition, $f_1(x) \leq f_2(x)$ for all $x \in [0, \gamma^{-1} - 1)$ then by induction we obtain

$$
f_{n+1}(x) - f_n(x) = \int_0^{\sqrt{x \gamma^{-1}}} (f_n(u) - f_{n-1}(u)) \, du
$$

$$
= \int_{[0, \sqrt{x \gamma^{-1}}) \cap [0, \gamma^{-1} - 1) \cap \{u : u > \sqrt{x \gamma^{-1} - 1}\}} (f_n(u) - f_{n-1}(u)) \, du \geq 0.
$$

Replacing $f_n$ by $f$ we obtain the first assertion of (iv), and the second part can be shown similarly. Assertion (v) can be verified in same way as (i) to (iv). □
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Abstract. Let \(p\) be a prime and let \(a\) and \(b\) be integers modulo \(p\). The
inversive congruential generator (ICG) is a sequence \((u_n)\) of pseudoran-
dom numbers defined by the relation \(u_{n+1} \equiv au_n^{-1} + b \mod p\). We show
that if \(b\) and sufficiently many of the most significant bits of three consec-
utive values \(u_n\) of the ICG are given, one can recover in polynomial time
the initial value \(u_0\) (even in the case where the coefficient \(a\) is unknown)
provided that the initial value \(u_0\) does not lie in a certain small subset
of exceptional values.

1 Introduction

For a prime \(p\), denote by \(\mathbb{F}_p\) the field of \(p\) elements and always assume that it is
represented by the set \(\{0, 1, \ldots, p - 1\}\). Accordingly, sometimes, where obvious,
we treat elements of \(\mathbb{F}_p\) as integer numbers in the above range.

For fixed \(a, b \in \mathbb{F}_p^*\), let \(\psi_{a,b}\) be the permutation of \(\mathbb{F}_p\) defined by

\[
\psi_{a,b}(w) = \begin{cases} 
aw^{-1} + b, & \text{if } w \neq 0, \\
b, & \text{if } w = 0.
\end{cases}
\]

We refer to the coefficients \(a\) and \(b\) as the multiplier and shift, respectively.

We define the inversive generator \((u_n)\) of elements of \(\mathbb{F}_p\) by the recurrence
relation

\[
u_{n+1} = \psi_{a,b}(u_n), \quad n = 0, 1, \ldots, \tag{1}\]

where \(u_0\) is the initial value.

This generator has proved to be extremely useful for Quasi-Monte Carlo type
applications, and in particular exhibits very attractive uniformity of distribution.
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and nonlinearity properties, see [11,12,13,14] for surveys or recent results. This paper concentrates on the cryptographic properties of the inversive generator.

In the cryptographic setting, the initial value $u_0$ and the constants $a$ and $b$ are assumed to be the secret key, and we want to use the output of the generator as a stream cipher. Of course, if several consecutive values $u_n$ are revealed, it is easy to find $u_0$, $a$ and $b$. So in this setting, we output only the most significant bits of each $u_n$ in the hope that this makes the resulting output sequence difficult to predict. In a recent paper [2], we have shown that not too many bits can be output at each stage: the inversive generator is unfortunately polynomial time predictable if sufficiently many bits of its consecutive elements are revealed, so long as a small number of secret keys are excluded. However, most of the results of [2] only hold after excluding a small set of pairs $(a, b)$. If this small set is not excluded, the algorithm for finding the secret information may fail. An optimist might hope that by deliberately choosing the pair $(a, b)$ to lie in this excluded set, one can generate cryptographically stronger sequences. This paper aims to show that this strategy is unlikely to succeed. Namely we introduce some modifications and additions to the method of [2] which allow us to attack the generators no matter how the values of $a$ and $b$ are chosen. We demonstrate our approach in the special case when $b$ is public. Of course, the assumption that $b$ is public reduces the relevance of the problem to cryptography. But we believe that the extra strength of the result we obtain makes this situation of interest in its own right. We also believe this approach can be extended to the case when both $a$ and $b$ are secret.

Assume that the sequence $(u_n)$ is not known but, for some $n$, approximations $w_j$ of 3 consecutive values $u_{n+j}$, $j = 0, 1, 2$, are given. We show that if $b$ is public, the values $u_{n+j}$ and $a$ can be recovered from this information in polynomial time if the approximations $w_j$ are sufficiently good and if a certain small set of initial values $u_0$ are excluded. (The results in [2] exclude a small set of pairs $(a, b)$ in addition to values of $u_0$, and so in this sense our result here is stronger.)

Throughout the paper the term polynomial time means polynomial in $\log p$. Our results involve another parameter $\Delta$ which measures how well the values $w_j$ approximate the terms $u_{n+j}$. This parameter is assumed to vary independently of $p$ subject to satisfying the inequality $\Delta < p$ (and is not involved in the complexity estimates of our algorithms).

We should emphasise that this paper is concerned with rigorous results (see [2] for a discussion of both rigorous and heuristic methods).

The remainder of the paper is structured as follows.

We start with a short outline of some basic facts about lattices in Section 2.1 and rational functions Section 2.2. In Section 3.1 we formulate our main results and outline the plan of the proof, which is given in Section 3.2. Finally, Section 4 makes some final comments and poses several open questions.
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Lattices and Rational Functions

2.1 Background on Lattices

Here we collect several well-known facts about lattices which form the background to our algorithms.

We review several related results and definitions on lattices which can be found in [3]. For more details and more recent references, we also recommend consulting [1,4,5,8,9,10].

Let \( \{b_1, \ldots, b_s\} \) be a set of linearly independent vectors in \( \mathbb{R}^r \). The set
\[
L = \{z : z = c_1 b_1 + \ldots + c_s b_s, \ c_1, \ldots, c_s \in \mathbb{Z}\}
\]
is called an \( s \)-dimensional lattice with basis \( \{b_1, \ldots, b_s\} \). If \( s = r \), the lattice \( L \) is of full rank.

To each lattice \( L \) one can naturally associate its volume
\[
\text{vol}(L) = \left( \det (\langle b_i, b_j \rangle)_{i,j=1}^s \right)^{1/2},
\]
where \( \langle a, b \rangle \) denotes the inner product, which does not depend on the choice of the basis \( \{b_1, \ldots, b_s\} \).

For a vector \( u \), let \( \|u\| \) denote its Euclidean norm. The famous Minkowski theorem, see Theorem 5.3.6 in Section 5.3 of [3], gives the upper bound
\[
\min \{\|z\| : z \in L \setminus \{0\}\} \leq s^{1/2} \text{vol}(L)^{1/s}
\]
on the shortest nonzero vector in any \( s \)-dimensional lattice \( L \) in terms of its volume. In fact \( s^{1/2} \) can be replaced by the Hermite constant \( \gamma_s^{1/2} \), for which we have
\[
\frac{1}{2\pi e} s + o(s) \leq \gamma_s \leq \frac{1.744}{2\pi e} s + o(s), \quad s \to \infty.
\]

The Minkowski bound (2) motivates a natural question: how to find the shortest vector in a lattice. The celebrated LLL algorithm of Lenstra, Lenstra and Lovász [7] provides a desirable solution in practice, and the problem is known to be solvable in deterministic polynomial time (polynomial in the bit-size of the basis of \( L \) provided that the dimension of \( L \) is fixed (see Kannan [6] Section 3), for example). The lattices in this paper are of fixed dimension. (Note that there are several indications that the shortest vector problem is \( \text{NP} \)-complete when the dimension grows.)
In fact, in this paper we consider only very special lattices. Namely, only lattices which are consisting of integer solutions $x = (x_0, \ldots, x_{s-1}) \in \mathbb{Z}^s$ of the system of congruences

$$
\sum_{i=0}^{s-1} a_{ij} x_i \equiv 0 \mod q_j, \quad j = 1, \ldots, m,
$$

modulo some integers $q_1, \ldots, q_m$. Typically (although not always) the volume of such a lattice is the product $Q = q_1 \ldots q_m$. Moreover all the aforementioned algorithms, when applied to such a lattice, become polynomial in $\log Q$.

### 2.2 Zeros of Rational Functions

Our second basic tool is essentially the theorem of Lagrange which asserts that a non-zero polynomial of degree $N$ over any field has no more than $N$ zeros in this field. In fact we apply it to rational functions which require only obvious adjustments.

The rational functions we consider belong to a certain family of functions parametrised by small vectors in a certain lattice, thus the size of the family can be kept under control. Zeros of these rational functions correspond to potentially “bad” initial values of the inversive generator (1). Thus, if all rational functions in this family are not identical to zero modulo $p$ then we have an upper bound on the number of such “bad” initial values. Hence, a crucial part of our approach is to study possible vanishing of functions in the above family and to show that this may happen only for very few values of the coefficients of the generator (1). To establish this property we repeatedly use the fact that non-trivial linear combinations of rational functions with pairwise distinct poles do not vanish identically.

### 3 Predicting the Inversive Generator with Unknown Multiplier

#### 3.1 Formulation of the Main Result and Plan of Proof

Assume the multiplier $a$ of the inversive generator is unknown, but shift $b$ is given to us. We show that we can recover $u_0$ and $a$ for all but $O(\Delta^5)$ values of $u_0$ when given approximations to three consecutive values $u_n, u_{n+1}, u_{n+2}$ produced by the inversive generator, except when $u_0$ lies in a small set of exceptional values. To simplify the notation, we assume that $n = 0$ from now on.

**Theorem.** Let $p$ be a prime number and let $\Delta$ be an integer such that $p > \Delta \geq 1$. Let $a, b \in \mathbb{F}_p^\ast$. There exists a set $\mathcal{U}(\Delta; a, b) \subseteq \mathbb{F}_p$ of cardinality $\#\mathcal{U}(\Delta; a, b) = O(\Delta^5)$ with the following property. Whenever $u_0 \notin \mathcal{U}(\Delta; a, b)$ then, given approximations $|w_j - u_j| \leq \Delta$, $j = 0, 1, 2$ to three consecutive values $u_0, u_1, u_2$ produced by the inversive generator (1), and given the value of $b$, one can recover $u_0$ and $a$ in deterministic polynomial time.
An outline of the algorithm given in the proof of this Theorem goes as follows. The algorithm is divided into six stages.

**Stage 1:** We assume that the two exceptional values 0 and $-a/b$ lie in $\mathcal{U}(\Delta; a, b)$. We construct a certain lattice $\mathcal{L}$ (see \[5\] below) of dimension five; this lattice depends on the approximations $w_0, w_1, w_2$ and the integer $b$. We also show that a certain vector $e$ directly related to missing information about $u_0, u_1, u_2$ is a very short vector in this lattice. A shortest nonzero vector $f = (f_0, \ldots, f_4)$ in $\mathcal{L}$ is found; see \[6\] for the appropriate algorithm.

**Stage 2:** We show that $f$ provides some valuable information about $e$ for all initial values $u_0$ except for $u_0$ from a certain exceptional set $\mathcal{V}(\Delta; a, b) \subseteq \mathbb{F}_p$ of cardinality $\#\mathcal{V}(\Delta; a, b) = O(\Delta^5)$ (which is defined as a set of zeros of a certain parametric family of rational functions).

**Stage 3:** We show that if $f_0 \neq 0$ then recovering $e$ (and hence the secret information $u_0$ and $a$) from $f$ is straightforward. If $f_0 \neq 0$, the algorithm terminates at this stage.

**Stage 4:** We show that if $f_0 = 0$ then the vector $f$ enables us to compute small integers $r$ and $s$ such that $b = r/s \mod p$. (In fact these integers can be found independently by the continued fraction algorithm.) The algorithm uses this information, together with the integers $w_0, w_1, w_2$ and $b$, to compute a second lattice $\mathcal{L}'$ of dimension four. There is a short vector $e'$ in $\mathcal{L}'$, and again this vector is closely related to the secret information $u_0$ and $a$.

**Stage 5:** We show that all short vectors in $\mathcal{L}'$ are parallel to $e'$ for all initial values $u_0$ except for $u_0$ from another exceptional set $\mathcal{V}'(\Delta; a, b) \subseteq \mathbb{F}_p$ of cardinality $\#\mathcal{V}'(\Delta; a, b) = O(\Delta^5)$ (which is also defined as a set of zeros of a certain parametric family of rational function).

**Stage 6:** We find a shortest nonzero vector $f'$ in $\mathcal{L}'$ and show that if $u_0 \notin \mathcal{U}(\Delta; a, b)$, where

$$\mathcal{U}(\Delta; a, b) = \{0, -a/b\} \cup \mathcal{V}(\Delta; a, b) \cup \mathcal{V}'(\Delta; a, b)$$

then recovering $e'$ (and thus finding the secret information) from $f$ and $f'$ is now straightforward.

### 3.2 Proof of the Main Result

The theorem is trivial when $\Delta^5 \geq p$, and so we assume that $\Delta^5 < p$. Let us fix $a, b \in \mathbb{F}_p^*$. We assume that $u_0 \in \mathbb{F}_p^*$ is chosen so as not to lie in a certain subset $\mathcal{U}(\Delta; a, b) \subseteq \mathbb{F}_p^*$. This subset is of cardinality $O(\Delta^5)$, but as its definition is fairly complicated we define it gradually as we move through the proof.

**Stage 1: Building the lattice $\mathcal{L}$**. We begin by defining a lattice $\mathcal{L}$, and showing how knowing a short vector in $\mathcal{L}$ usually leads to the recovery of the secret information.
We may assume that \( u_0u_1 \neq 0 \mod p \), for clearly there are at most two values of \( u_0 \), namely \( u_0 \equiv 0 \pmod{p} \) and \( u_0 \equiv -a/b \pmod{p} \) for which this does not hold, and we place these two values in \( \mathcal{U}(\Delta; a, b) \). From

\[
u_1 \equiv au_0^{-1} + b \pmod{p}
\]

we derive

\[
u_1\nu_0 \equiv a + bu_0 \pmod{p} \quad \text{and} \quad \nu_2 \equiv au_1^{-1} + b \pmod{p}
\]

Therefore,

\[
u_1\nu_0 \equiv a + bu_0 \pmod{p} \quad \text{and} \quad \nu_1\nu_2 \equiv a + bu_1 \pmod{p} \tag{3}
\]

For \( j \in \{0, 1, 2\} \), define \( \varepsilon_j = u_j - w_j \). We have that \( \|\varepsilon_j\| \leq \Delta \). Now (4) becomes

\[
(w_1 + \varepsilon_1)(w_2 - w_0 + \varepsilon_2 - \varepsilon_0) \equiv b(w_1 - w_0) + b(\varepsilon_1 - \varepsilon_0) \pmod{p}.
\]

Writing

\[
A \equiv (w_1(w_2 - w_0) - b(w_1 - w_0))\Delta^{-2} \pmod{p}, \quad B_0 \equiv -(w_1 + b)\Delta^{-1} \pmod{p},
\]

\[
B_1 \equiv (w_2 - w_0 - b)\Delta^{-1} \pmod{p}, \quad B_2 \equiv w_1\Delta^{-1} \pmod{p} \quad \text{and} \quad C \equiv 1 \pmod{p},
\]

we obtain

\[
A\Delta^2 + B_0\Delta\varepsilon_0 + B_1\Delta\varepsilon_1 + B_2\Delta\varepsilon_2 + C\varepsilon_1(\varepsilon_2 - \varepsilon_0) \equiv 0 \pmod{p}.
\]

Therefore the lattice \( \mathcal{L} \) consisting of solutions \( \mathbf{x} = (x_0, x_1, x_2, x_3, x_4) \in \mathbb{Z}^5 \) of the congruences

\[
Ax_0 + B_0x_1 + B_1x_2 + B_2x_3 + Cx_4 \equiv 0 \pmod{p},
\]

\[
x_0 \equiv 0 \pmod{\Delta^2},
\]

\[
x_1 \equiv x_2 \equiv x_3 \equiv 0 \pmod{\Delta},
\]

contains a vector

\[
\mathbf{e} = (\Delta^2e_0, \Delta e_1, \Delta e_2, \Delta e_3, e_4) = (\Delta^2, \Delta e_0, \Delta e_1, \Delta e_2, e_1(\varepsilon_2 - \varepsilon_0)).
\]

We have

\[
e_0 = 1, \quad \|e_1|, |e_2|, |e_3| \leq \Delta, \quad |e_4| \leq 2\Delta^2
\]

thus the Euclidean norm \( \|\mathbf{e}\| \) of \( \mathbf{e} \) satisfies the inequality

\[
\|\mathbf{e}\| \leq (\Delta^4 + \Delta^4 + \Delta^4 + \Delta^4 + 4\Delta^4)^{1/2} \leq 3\Delta^2.
\]

Let \( \mathbf{f} = (\Delta^2f_0, \Delta f_1, \Delta f_2, \Delta f_3, f_4) \in \mathcal{L} \) be a shortest nonzero vector in \( \mathcal{L} \). So \( \|\mathbf{f}\| \leq \|\mathbf{e}\| \leq 3\Delta^2 \). We have

\[
|f_0| \leq \|\mathbf{f}\|\Delta^{-2} \leq 3, \quad |f_1|, |f_2|, |f_3| \leq \|\mathbf{f}\|\Delta^{-1} \leq 3\Delta, \quad |f_4| \leq \|\mathbf{f}\| \leq 3\Delta^2.
\]

Note that we may compute \( \mathbf{f} \) in polynomial time from the information we are given.
Stage 2: Defining the first exceptional set \( \mathcal{V}(\Delta; a, b) \). The vector \( d \) defined by \( f_0 e - c_0 f \) lies in \( L \) and has first component 0. We might hope that \( e \) and \( f \) are always parallel, in which case \( d \) would be the zero vector. Sadly, this is not always the case. So we claim that something weaker is true: namely that \( d_2 = 0 \) and \( d_3 - d_1 = 0 \) unless \( u_0 \) belongs to the set \( \mathcal{V}(\Delta; a, b) \) which we define below.

Before we establish this claim, we prove some facts about the vector \( d \).

Using the first congruence in (5), we find that
\[
B_0 \Delta d_1 + B_1 \Delta d_2 + B_2 \Delta d_3 + C d_4 \equiv 0 \mod p
\]
where we define
\[
d_i = f_0 e_i - c_0 f_i = f_0 e_i - f_i \quad \text{for } i \in \{0, 1, 2, 3\}.
\]
Note that
\[
|d_1|, |d_2|, |d_3| \leq 6 \Delta \quad \text{ and } \quad |d_4| \leq 9 \Delta^2.
\]

Using the definitions of \( B_0, B_1, B_2 \) and \( C \), we find that
\[
-(w_1 + b)d_1 + d_2(w_2 - w_0 - b) + d_3 w_1 + d_4 \equiv 0 \mod p,
\]
and after the substitutions \( w_i = u_i - \varepsilon_i \) we find
\[
(d_3 - d_1)u_1 + d_2 u_2 - d_2 u_0 \equiv b(d_2 + d_1) + E \mod p
\]
where
\[
E = -d_4 - \varepsilon_0 d_2 + \varepsilon_1 (d_3 - d_1) + \varepsilon_2 d_2.
\]
The bound (8) implies that \( |E| \leq 33 \Delta^2 \). We now write this equality as a rational function of \( u_0 \). Setting
\[
\Psi_1(u) = \frac{bu + a}{u} \quad \text{ and } \quad \Psi_2(u) = \frac{(a + b^2)u + ab}{a + bu},
\]
we have that \( u_i = \Psi(u_0) \) for \( i \in \{1, 2\} \). So (9) becomes
\[
(d_3 - d_1)\Psi_1(u_0) + d_2 \Psi_2(u_0) - d_2 u_0 \equiv b(d_2 + d_1) + E \mod p. \quad (10)
\]

Let us consider the rational function
\[
\Phi_d(u) = (d_3 - d_1)\Psi_1(u) + d_2 \Psi_2(u) - d_2 u
\]
corresponding to the left hand side of (10). Clearly, \( \Phi_d(u) \) can be written as the quotient of a polynomial of degree at most 3 and a polynomial of degree at most 2.

We assert that if \( d_2 \neq 0 \) or \( d_3 - d_1 \neq 0 \) then \( \Phi_d(u) \) is not a constant function. We prove the contrapositive implication. So assume that \( \Phi_d(u) \) is constant. Now \( \Psi_1(u) \) is not constant, since \( a \neq 0 \mod p \). So \( \Psi_1(u) \) has a pole at 0 (and has no other poles). Similarly, \( \Psi_2(u) \) is not constant and so has a pole at \(-a/b \) (and no
other poles). The functions $\Psi_1(u)$ and $\Psi_2(u)$ have poles at distinct places and $\alpha$ has no finite poles at all, so the only way that $\Phi(u)$ can be the constant function is if $d_2 \equiv 0 \mod p$ and $d_3 - d_1 \equiv 0 \mod p$. But our bounds (8) on the size of $d$ now imply that $d_2 = 0$ and $d_3 - d_1 = 0$. This establishes our assertion about $\Phi(u)$.

Suppose that $d_2 \neq 0$ or $d_3 - d_1 \neq 0$. Since $\Phi(u)$ is a nonconstant quotient of two polynomials of degree at most 3, the congruence (10) can be satisfied for at most 3 values of $u_0$ once $d_1, d_2, d_3$ and $E$ have been chosen. There are $O(\Delta)$ choices for each of $d_1, d_2$ and $d_3$, by (8). There are $O(\Delta^3)$ choices for $E$ since $|E| \leq 33\Delta^2$. Hence there are only $O(\Delta^5)$ values of $u_0$ that satisfy some congruence of the form (10) where $d$ and $E$ satisfy the appropriate bounds. We place these $O(\Delta^5)$ values of $u_0$ in $V(\Delta; a, b)$, and once this is done we see that the case when $d_2 \neq 0$ or $d_3 - d_1 \neq 0$ cannot occur (for then (10) would imply that $u_0 \in V(\Delta; a, b)$).

This establishes the claim we made in the first paragraph of Stage 2, so we may assume that $d_2 = 0$ and $d_3 - d_1 = 0$.

**Stage 3: Predicting the generator when $f_0 \neq 0$.** Suppose that $f_0 \neq 0$. The definition (7) of $d_2$ shows that $0 = d_2 = f_0 \varepsilon_1 - f_2$. Thus $\varepsilon_1 \equiv f_2 / f_0 \mod p$ and so we may compute the secret information $\varepsilon_1$. To obtain the remainder of the secret information, we note that the following three congruences hold:

\[
\begin{align*}
  a + b(\varepsilon_0 + w_0) &\equiv (\varepsilon_0 + w_0)(\varepsilon_1 + w_1) \mod p, \\
  a + b(\varepsilon_1 + w_1) &\equiv (\varepsilon_1 + w_1)(\varepsilon_2 + w_2) \mod p, \\
  f_0 \varepsilon_0 - f_1 &\equiv f_0 \varepsilon_2 - f_2 \mod p.
\end{align*}
\]  

The first two of these congruences follow from (8), and the second follows from the fact that $d_1 = d_3$ together with the definition (7) of $d$. But, since $\varepsilon_1$ is now known, the system (11) is linear in the variables $a$, $\varepsilon_0$ and $\varepsilon_2$. These equations have a unique solution if and only if $bf_0 \neq 0 \mod p$ (as can be seen by calculating the appropriate $3 \times 3$ determinant). Our assumption that $f_0 \neq 0$ together with our bound on $|f_0|$ shows that $f_0 \neq 0 \mod p$. Since $b \in \mathbb{F}_p^*$, we find that $bf_0 \neq 0 \mod p$ and so we may solve the system (11) to find $\varepsilon_0$, $\varepsilon_2$ and $a$. Finally, we compute $u_0$ from $u_0$ and $\varepsilon_0$ and so the algorithm terminates successfully in this case. So we are done when $f_0 \neq 0$.

**Stage 4: Building the lattice $\mathcal{L}'$.** We may now assume that $f_0 = 0$. So $d_i = -f_i$, $i = 1, 2, 3, 4$. We aim to show that $b$ must have a special form.

The fact that $d_2 = 0$ and $d_3 - d_1 = 0$ means that the congruence (11) becomes

\[ 0 \equiv bd_1 + E \mod p. \]

Using the definition of $E$, we find that $bd_1 \equiv d_4 \mod p$, and so $bf_1 \equiv f_4 \mod p$. It is easy to see that $f_1 \neq 0 \mod p$ (for the congruences $f_2 \equiv -d_2 \equiv 0 \mod p$, $f_3 \equiv -d_3 \equiv -d_1 \equiv f_1 \mod p$ and $f_4 \equiv bf_1 \mod p$ would contradict the fact that $f$ is a nonzero vector). Hence $b \equiv f_4 / s_1 \mod p$ and so we may write

\[ b \equiv r / s \mod p, \]

where $r = f_4 / \gcd(f_1, f_4)$ and $s = f_1 / \gcd(f_1, f_4)$. 
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Note that $r$ and $s$ are coprime, $|r| \leq 3\Delta^2$ and $|s| \leq 3\Delta$. Moreover we know $r$ and $s$ since we have computed $f$. Also note that $r$ and $s$ are determined by $b$, up to sign. To see this, suppose that $r'$ and $s'$ are coprime integers such that $|r'| \leq 3\Delta^2$, $|s'| \leq 3\Delta$ and $r'/s' \equiv b \equiv r/s \mod p$. Then $rs' \equiv sr' \mod p$ and since both $rs'$ and $sr'$ have absolute value at most $9\Delta^3$ we find that $rs' = sr'$. But since $\gcd(r, s) = \gcd(r', s') = 1$ we now find that $r = sr'$ and $s = sr'$ for some element $\sigma \in \{1, -1\}$.

We now consider a new lattice: the lattice $L'$ consisting of solutions $x = (x_0, x_1, x_2, x_3) \in \mathbb{Z}^4$ of the congruences

$$A'x_0 + B'x_1 + B'x_2 + C'x_4 \equiv 0 \mod p,$$

where

$$A' \equiv sA\Delta^{-1} \mod p, \quad B' \equiv sw_1\Delta^{-2} \mod p,$$

$$B' \equiv s(w_2 - w_0)\Delta^{-2} \mod p \quad \text{and} \quad C' \equiv 1 \mod p.$$

It is easy to check that the lattice (12) contains the vector

$$e' = (\Delta^3e_0', \Delta^2e_1', \Delta^2e_2', \epsilon_3') ,$$

where

$$e' = (\Delta^3, \Delta^2(e_2 - \epsilon_0), \Delta^2\epsilon_1, s\epsilon_1(e_2 - \epsilon_0) - r(\epsilon_1 - \epsilon_0)) .$$

We have

$$|e_0'| = 1, \quad |e_1'| \leq 2\Delta, \quad |e_2'| \leq \Delta, \quad |e_3'| \leq 24\Delta^3$$

thus the Euclidean norm $||e'||$ of $e'$ satisfies the inequality

$$||e'|| \leq (\Delta^6 + 4\Delta^6 + \Delta^3 + 576\Delta^6)^{1/2} \leq 25\Delta^3 .$$

**Stage 5: Defining the second exceptional set $\mathcal{V}'(\Delta; a, b)$**. We now show that all short vectors in $L'$ are parallel to $e$ unless $u_0$ belongs to the set $\mathcal{V}'(\Delta; a, b)$ which we define below.

Assume, for a contradiction, that there is another vector

$$f' = (\Delta^3f_0', \Delta^2f_1', \Delta^2f_2', f_3') \in L'$$

with $||f'|| \leq ||e'|| \leq 25\Delta^3$ which is not parallel to $e'$. The vector $d'$ defined by $d' = f_0'e' - e_0'f'$ lies in $L'$ and has first component 0. Using the first congruence in (12), we find that

$$B'\Delta^2d_1' + B'\Delta^2d_2' + C'd_3' \equiv 0 \mod p$$

where for $i \in \{1, 2, 3\}$ we define $d_i' = f_i'e_i' - e_i'f_i' = f_i'e_i' - f_i'. \quad \text{Note that } |d_i'| \leq 25|\epsilon_i'| + |f_i'|$ and hence

$$|d_1'| \leq 75\Delta, \quad |d_2'| \leq 50\Delta, \quad |d_3'| \leq 25^2\Delta^3 .$$
Using the definitions of $B’, B_1’$ and $C’$, we find that
\[sw_1d_1’ + s(w_2 - w_0)d_2’ + d_3’ \equiv 0 \mod p,\]
and after the substitutions $w_i = u_i - \varepsilon_i$ we find
\[u_1sd_1’ + s(u_2 - u_0)d_2’ \equiv E’ \mod p\]  \hspace{1cm} (15)
where
\[E’ = -d_3’ + s\varepsilon_1d_1’ - s(\varepsilon_0 - \varepsilon_2)d_2’.\]
The bounds (13) imply that $|E’| \leq 25^3\Delta^3$. We now write this equality as a rational function of $u_0$. Then (15) becomes
\[sd_1’\Phi_1(u_0) + sd_2’\Phi_2(u_0) - sd_3’u_0 \equiv E’ \mod p.\]  \hspace{1cm} (16)

Let us consider the rational function
\[\Phi_{d’}’ (u) = sd_1’\Phi_1(u) + sd_2’\Phi_2(u) - d_3’u\]
corresponding to the left hand side of (16). Clearly, $\Phi_{d’}’ (u)$ can be written as the quotient of a polynomial of degree at most 3 and a polynomial of degree at most 2.

Now, $\Phi_{d’}’ (u)$ is a non-constant rational function of $u$. Suppose $\Phi_{d’}’ (u)$ is constant. Then (arguing as for $\Phi_{d}’ (u)$ above) we must have that $d_1’ \equiv d_2’ \equiv 0 \mod p$. But then (14) shows that $d_3’ \equiv 0 \mod p$, and so our bounds (14) on the absolute value of $d_1’, d_2’$ and $d_3’$ imply that $d_1’ = d_2’ = d_3’ = 0$. This implies that $d’ = 0$ and so $e’$ and $f’$ are parallel. This contradicts our choice of $f’$, and so we must have that $\Phi_{d’}’ (u)$ is a non-constant rational function of $u$.

Since $\Phi_{d’}’ (u)$ is of degree at most 3, the congruence (16) can be satisfied for at most 3 values of $u_0$ once $s, d_1’, d_2’$ and $E’$ have been chosen. There are at most 2 choices for $s$ (as $s$ is determined up to sign by $b$). There are $O(\Delta)$ choices for each $d_1’, d_2’$, by (14). There are $O(\Delta^2)$ choices for $E’$ since $|E’| \leq 25^3\Delta^3$. Hence there are only $O(\Delta^3)$ values of $u_0$ that satisfy some congruence of the form (16) where the $d_1’, E’$ satisfy the appropriate bounds. We place these $O(\Delta^3)$ values of $u_0$ in $V’(\Delta; a, b)$, and so we get a contradiction to our assumption that $f’$ and $e’$ are not parallel. So all short vectors in $L’$ are parallel to $e’$ whenever $u_0 \not\in V’(\Delta; a, b)$.

Stage 6: Predicting the generator for $f_0 = 0$. We apply a deterministic polynomial time algorithm for the shortest vector problem in a finite dimensional lattice to find a shortest nonzero vector $f’$ in $L’$, and this vector must be parallel to $e’$. We recover $e’$ by using the fact that $e’ = f’/f_0’$. This gives us $\varepsilon_1$ which is used to calculate $u_1$. In order to compute $u_0$ we have to solve the following linear system of congruences in the unknowns $\varepsilon_0$ and $\varepsilon_2$:
\[f_0’(\varepsilon_2 - \varepsilon_0) \equiv f_1’ \mod p,\]
\[f_0’(se_1(\varepsilon_2 - \varepsilon_0) - r(\varepsilon_1 - \varepsilon_0)) \equiv f_3’ \mod p.\]  \hspace{1cm} (17)
which has a unique solution. Finally, $a$ can be calculated by using the fact that $a \equiv u_0u_1 - bu_0 \mod p$. Defining

$$U(\Delta; a, b) = \{0, -a/b\} \cup V(\Delta; a, b) \cup V'(\Delta; a, b)$$

which finishes the proof. \qedsymbol

### 4 Remarks and Open Questions

Obviously our result is nontrivial only for $\Delta = O(p^{1/5})$. Thus increasing the size of the admissible values of $\Delta$ (even at the cost of considering more consecutive approximations) is of prime importance.

One can presumably obtain a very similar result in the dual case, where $a$ is given but the shift $b$ is unknown.

As we have mentioned several other results about predictability of inversive and other nonlinear generators have recently been obtained in [2]. However, they are somewhat weaker than the present result because each of them excludes a certain small exceptional set of pairs of parameters $(a, b)$. We believe that the approach of this work may help to eliminate this drawback. Certainly this question deserves further study.

We do not know how to predict the inversive (and other generators considered in [2]) in the case when the modulus $p$ is secret as well. We remark that in the case of the linear congruential generator a heuristic approach to this problem has been proposed in [4]. However it is not clear how to extend this (even just heuristically) to the case of nonlinear generators.
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1 Introduction

Random number generators (RNGs) are essential components of many cryptosystems. Weak random number generators may reduce the security of these cryptosystems considerably, e.g. because it is possible to guess randomly generated session keys with high probability. Unlike in stochastic simulations random numbers used for cryptographic applications (e.g. as session keys or signature parameters) usually have to be unpredictable. Unpredictability cannot be ensured merely by means of statistical black box tests. For true (physical) random number generators (TRNGs) this requires an extensive analysis of the specific design. We further point out that a TRNG evaluation should also consider the suitability of the online tests ([8]). The interested reader is further referred to ([1], [6]) where an approach for the evaluation of physical random number generators due to CC (Common Criteria [2]), resp. ITSEC (Information Technology Security Evaluation Criteria [5]), is specified.

In [9] an unorthodox design of a true (physical) random number generator is proposed. Two independent ring oscillators clock a linear feedback shift register and a cellular linear automaton, resp. The frequencies of the ring oscillators are not controlled. Upon external request 32 bits of both the linear shift register and the cellular automaton are masked out, permutated, XORed, and the resulting 32 bit vector is output. It is demanded that the linear feedback shift register and the cellular automaton should at least clock 86, resp. 74, times between
two consecutive samplings. In [9] statistical tests have been applied to the RNG output. However, [9] does not contain an analysis of the RNG design.

In [3] an attack against this RNG is described under the condition that the attacker knows the positions of the masked bits, the permutations, (at least approximately) the mean cycle lengths of both ring oscillators and the intermediate times between consecutive samplings which are assumed to be close to the specified minimum. In the end, this is not very surprising as the ‘source’ of randomness is the jitter of the ring oscillators clocking the linear feedback shift register and the cellular automaton. Apparently, it is not possible to increase the overall entropy of the system by 32 bit within less than 100 cycles of the ring oscillators. It is plausible to assume that the designers of the TRNG have been aware of this fact as the positions of the masked bits, the permutations and technical details have been kept secret. Without this knowledge the attack described in [3] is not feasible. Alternatively, a one-way postprocessing could have been chosen to ensure computational security.

However, for true random number generators the situation is more favourable than for pseudorandom number generators as one need not only rely on practical or computational security. In fact, if the entropy per random bit is sufficiently large this even implies unconditional security. In the present case it seems to be intuitively clear that the entropy per random output bit can be increased by increasing the minimum intermediate time between consecutive samplings and maybe decreasing the number of random bits per output. In this paper we will quantify this intuition. Therefore we derive a stochastical model of the TRNG and analyze this model. We point out that in Germany (besides other requirements) this was necessary for an evaluation of the TRNG with regard to ITSEC and CC (cf. [1,6]). We further point out that the obtained results do not help to improve Dichtl’s ([3]) or any similar attacks. On the contrary, the results could be used by the system designers to choose parameters for which the entropy per output bit is close to 1.

This paper is organized as follows: In Chapter 2 we describe the RNG from [9] and sketch Dichtl’s attack ([3]). In Sect. 3 we outline the general plan, and Sect. 4 provides definitions and a useful lemma which will be needed in Sect. 5 where a stochastical model of the RNG is formulated and analyzed. Lower and upper bounds for the entropy per output random bit are derived. The paper closes with final remarks.

2 Description of the TRNG and Dichtl’s Attack

First we describe the TRNG presented in [9]. Then we sketch Dichtl’s attack.

Description of the TRNG (I). (cf. [9]) The TRNG consists of a 43-bit shift register (LFSR) and a 37-bit cellular automaton shift register (CASR) which are clocked by two independent ring oscillators. The frequencies of the ring oscillators are not controlled and drift with variations in temperatures and at voltage. The LFSR has the primitive feedback polynomial

\[ p_1(x) := x^{43} + x^{41} + x^{20} + x + 1 \]
while the cells $a_0,\ldots,a_{36}$ of the CASR are renewed via

$$a_i(t+1) := a_{i-1 \mod 37}(t) \oplus a_{i+1 \mod 37}(t) \text{ for } i \neq 28$$

(2)

$$a_{28}(t+1) := a_{27}(t) \oplus a_{28}(t) \oplus a_{29}(t)$$

(3)

where $t$ denotes number of the clock cycle. The states are not reset after power-up. Upon external request 32 specified cells of the LFSR and CASR are masked out, permutated and XORed. The 32-bit XOR-sum is output. Even when no random numbers are used the TRNG is active. The minimum sampling time is chosen so that the LFSR and the CASR clock at least 86 or 74 times, resp.

**Dichtl’s attack – Assumptions.** (cf. [3]) The attacker knows the positions of the LFSR and CASR which are masked out and both permutations. Further, it is assumed that the attacker knows at least three consecutive 32-bit output blocks and the intervals between the sampling times. (Assumed scenario: The TRNG generates session keys and the attacker is a legitimate receiver of one such key.) The attacker also knows (at least approximately) the mean cycle lengths of both ring oscillators under the current environmental conditions. The intermediate times between consecutive samplings are assumed not to be considerably larger than the prescribed minimum.

**Dichtl’s attack.** (cf. [3]) If the attacker knew the exact number of clocks of the LFSR and CASR between the sampling times of the three output blocks he could formulate a system of 92 linear equations over GF(2) in $43 + 37 = 80$ variables. Its solution gave the states of the LFSR and CASR when the first, resp. the third block has been generated. In ‘real life’ the attacker does not know the exact number of clocks. Instead he would try numbers in a neighbourhood of the expected values (= intermediate times / average clock length of the respective ring oscillator). Note that the system of linear equations is over-determined. This can be used for a first check: If it has no solution the guessed numbers of cycles must be wrong. If the intermediate times are near the prescribed minimum the attacker has a good chance to guess the searched numbers of clock cycles in a practically feasible number of trials. After having determined the values of the LFSR and CASR the attacker tries to find the preceding and subsequent keys generated by the TRNG in a similar manner. We point out that [3] considers the case where the attacker may only know approximate values for the mean cycle lengths of the ring oscillators.

**Remark 1.** Under the assumed conditions the described attack should work in practice if the intermediate times between successive samplings are not considerably larger than the prescribed minimum bound. Apparently, the whole system (i.e. the states of the LFSR and the CASR) cannot collect 32 bits of entropy within such a small number of cycles.
3 How to Quantify the Entropy – Central Ideas

Normally, the physical noise source of a TRNG generates analog signals which are digitized after uniform time intervals, e.g. by a comparator. These values are called digitized analog signals, or shortly, das-random numbers. In many cases these values are deterministically postprocessed yielding the so-called internal random numbers (notation as in [8]). Finally, one is interested in the entropy per internal number. Apart from trivial cases where the postprocessing is 1-1 and does not influence the average entropy per internal random number the impact of the digital postprocessing can only be analyzed after the underlying distribution of the das random numbers has been determined or at least estimated. Although the situation seems to be very different in the present case we follow an analogous approach. Therefore, we use the terminology introduced above to formulate an alternate description of the TRNG. This might seem to be artificial at first sight but turns out to be very convenient for the later analysis. We point out that the LFSR and CASR are both finite state machines with linear transition maps \( A_1 \) and \( A_2 \), resp. In particular, we will represent \( A_1 \) and \( A_2 \) as matrices over \( \mathbb{GF}(2) \). In the following.

Description of the TRNG (II). The \( m \)-bit outputs (in [9]: \( m = 32 \)) of the TRNG are the internal random numbers. Assume that the internal random numbers are output at times \( s_1, s_1 + s_2, s_1 + s_2 + s_3, \ldots \), i.e. \( s_j \) is the intermediate time between sampling the \((j-1)\)th and the \(j\)th \( m \)-bit block. The das-random numbers \((v_{1,j}, v_{2,j})_{j \in \mathbb{N}}\) stand for the number of clock cycles of the LFSR and CASR within the time interval \((s_1 + \ldots + s_{j-1}, s_1 + \ldots + s_j)\) where the first index denotes the automaton (‘1’ for the LFSR and ‘2’ for the CASR). At time \( s_0 = 0 \) the two state machines are initialized by values \( b_{1,0} \) and \( b_{2,0} \), resp. The states at the times \( s_1, s_1 + s_2, \ldots \) are denoted with \( b_{1,j} \) and \( b_{2,j} \). The internal random numbers result from the states of the LFSR and CASR by applying an output function \( \psi : \mathbb{GF}(2)^{43+37} \to \mathbb{GF}(2)^m \).

Roughly speaking, the source of entropy is the variation of the number of clock cycles of both ring oscillators within a time interval. By clocking the LFSR and CASR the entropy is ‘transferred’ to the states of these automata, yielding uncertainty about their states, and, transitively uncertainty on the output bits (internal random numbers). To be viewed as secure against any potential attacker the conditional entropy per bit of the internal random numbers with respect to their predecessors should be almost 1. In Sect. 5 we will study these phenomena and quantify a lower and an upper bound for the increase of entropy per internal random number.

4 Definitions and Preparatory Lemmata

The present section provides definitions and preparatory lemmata which will be needed in the next section. Though useful the lemmata are rather technical and may be skipped in the first reading.
Definition 1. Random variables are denoted with capital letters, realizations of these random variables, i.e. values assumed by these random variables, with the respective small letters. The notation $X \sim \nu$ means that the random variable $X$ is $\nu$-distributed. As usually, iid stands for ‘independent and identically distributed’.

A sequence of random variables $X_1, X_2, \ldots$ is called stationary if for each $r \geq 1$ the distribution of $(X_{t+1}, \ldots, X_{t+r})$ does not depend on the shift parameter $t$. The sequence $X_1, X_2, \ldots$ is called $h$-dependent if the vectors $(X_1, \ldots, X_a)$ and $(X_b, \ldots, X_n)$ are independent if $a + h < b$. As usually, the term $N(\mu, \sigma^2)$ denotes a normal distribution with mean $\mu$ and variance $\sigma^2$. The cumulative distribution function of the standard normal distribution $N(0, 1)$ is denoted with $\Phi$.

We point out that a sequence of random variables $X_1, X_2, \ldots$ is 0-dependent iff it is independent.

Lemma 1. Let $T_1, T_2, \ldots$ denote a stationary $h$-dependent sequence of non-negative random variables with $E(T_j) = \mu > 0$, $\text{Var}(T_j) = \sigma^2_T > 0$ and $E(|T_j|^3) < \infty$.

(i) For $s \in [0, \infty)$ let

$$V(s) := \inf \left\{ \tau \in \mathbb{N} \mid \sum_{j=1}^{\tau+1} T_j > s \right\}. \quad (4)$$

For $k \geq 1$ we have

$$\text{Prob}(V(s) = k) = \text{Prob}(T_1 + \cdots + T_k \leq s) - \text{Prob}(T_1 + \cdots + T_{k+1} \leq s) \quad \text{and} (5)$$

$$\text{Prob}(V(s) = 0) = 1 - \text{Prob}(T_1 \leq s). \quad (6)$$

In particular,

$$\text{Prob}(V(s) = \infty) = 0. \quad (7)$$

(ii) Let

$$\sigma^2 := \sigma_T^2 + 2 \sum_{i=1}^{q} E((T_i - \mu)(T_{q+1} - \mu)). \quad (8)$$

Then the distributions of the random variables $(\sum_{j=1}^{k} T_j - k\mu)/\sqrt{k}\sigma$ tend to the standard normal distribution as $k$ tends to infinity. (Here and in the following we tacitly assume that $\sigma$ is the positive root of $\sigma^2$.) In particular,

$$\text{Prob}\left(\frac{T_1 + \cdots + T_k - k\mu}{\sqrt{k}\sigma} \leq x\right) \rightarrow_{k \to \infty} \Phi(x). \quad (9)$$

for each $x \in \mathbb{R}$.

(iii) Let $s = r\mu$ with $r > 0$. Unless $k$ is very small in good approximation

$$\text{Prob}(V(r\mu) = k) \approx \Phi\left(\frac{r - k}{\sqrt{k}} \cdot \frac{\mu}{\sigma}\right) - \Phi\left(\frac{r - (k + 1)}{\sqrt{k + 1}} \cdot \frac{\mu}{\sigma}\right) \quad \text{for} \ k \geq 1 \quad (10)$$

$$\text{Prob}(V(r\mu) = 0) \approx 1 - \Phi\left(\frac{(r - 1)\mu}{\sigma}\right). \quad (11)$$
(iv) If the sequence $T_1, T_2, \ldots$ is iid the condition $E(|T_j|^3) < \infty$ may be dropped. In particular, $\sigma^2 = \sigma^2_T$. If additionally $T_j \sim N(\mu, \sigma^2)$ in (11) and (17) ‘=’ holds instead of ‘≈’.

Proof. Equation (5) follows immediately from

$$\Pr(V(s) = k) = \Pr(V(s) \geq k) - \Pr(V(s) \geq k + 1),$$

and (6) can be verified in a similar manner. As the $T_j$ are non-negative

$$\Pr(V(s) = \infty) = \Pr \left( \sum_{j=1}^{\infty} T_j \leq s \right) \leq \Pr \left( \sum_{j=1}^{\infty} T_{j(h+1)} \leq s \right) \leq \Pr(T_{j(h+1)} \geq \mu/2 \text{ for at most } \lfloor 2s/\mu \rfloor \text{ many indices}).$$

As the random variables $T_{j(h+1)}, T_{2(h+1)}, \ldots$ are iid and $\Pr(T_{j(h+1)} \geq \mu/2) > 0$ the right-hand probability equals zero which proves (7). By assumption $E(|T_j|^3) < \infty$ and $T_1, T_2, \ldots$ is an $h$-dependent stationary sequence of random variables. The first assertion of (ii) hence follows from Theorem 1 in [4] whereas the second is a consequence of the first. Assertion (iii) follows immediately from (i) and (ii). If the random variables $T_j$ are iid (ii) follows from the ‘usual’ Central Limit Theorem for iid random variables. This proves the first assertion of (iv), and the second follows from the properties of normal distributions.

Definition 2. Let $X$ denote a random variable assuming values in a countable set $\Omega$ (e.g. $\Omega = \mathbb{N}_0$). Extending the definition of entropy for random variables with finite range (cf. [7], Sect. 2.2.1) we define analogously

$$H(X) := -\sum_{\omega \in \Omega} \Pr(X = \omega) \log_2(\Pr(X = \omega)). \quad (12)$$

Remark 2. We note that $H(X) \in [0, \infty]$ where the value $\infty$ is possible. The random variable $V(s)$ defined in Lemma 1, i.e. the case we are interested in, has finite entropy for each $s \in (0, \infty)$ (cf. Lemma [2] ii)).

5 Analysis of the RNG

In this section we determine lower and upper bounds for the (average) increase of entropy per internal random bit. (To be precise, entropy is not a property of random numbers but of the underlying random variables.) Clearly, the entropy bound depends on the technical parameters $\mu_1, \mu_2, \sigma_1, \sigma_2$ and the intermediate times $s_1, s_2, \ldots$ between successive samplings. Here $\mu_i$ denotes the mean cycle length of the $i^{th}$ ring oscillator while $\sigma_i$ is defined as in [8] with $\sigma^2_{T_i}$ being the variance of a random cycle length. We first formulate a stochastical model for the RNG.
Stochastical model of the RNG. In the following the das random numbers 
\((v_{1;j}, v_{2;j})_{j \in \mathbb{N}}\) are viewed as realizations of random variables 
\((V_{1;j}, V_{2;j})_{j \in \mathbb{N}}\). The random variables \(V_{1;1}, V_{2;1}, V_{1;2}, V_{2;2}, V_{1;3}, \ldots\) are assumed to be independent, and \(V_{i;j}\) is distributed as \(V_{(r_{ij};\mu_{i})}\) in Lemma 1(iii) with \(r_{ij} := s_{j}/\mu_{i}\).

Analogously, we view the inner states \(b_{i;j}\) at times \(s_{0} = 0, s_{1}, s_{1} + s_{2}, \ldots\) as realizations of random variables \((B_{1;j}, B_{2;j})_{j \in \mathbb{N}_{0}}\). In particular, \(B_{0;0}\) describes the random initial value of the \(i^{th}\) automaton (LFSR or CASR, resp.), and \(B_{i;j} = A_{i}^{V_{i;j}} B_{i;j-1}\) for \((i, j) \in \{1, 2\} \times \mathbb{N}\). For both \(i = 1, 2\) the random variables \(B_{i;1}, B_{i;2}, \ldots\) are Markovian, i.e. Prob\((B_{i;j} = b_{j} \mid B_{i;0} = b_{0}, \ldots, B_{i;j-1} = b_{j-1}) = \text{Prob}(B_{i;j} = b_{j} \mid B_{i;j-1} = b_{j-1})\) for all \(b_{0}, \ldots, b_{j}\). If \(s_{j} = s\) for all \(j \in \mathbb{N}\) both Markov chains are homogeneous. The Markov chains \((B_{1;j})_{j \in \mathbb{N}_{0}}\) and \((B_{2;j})_{j \in \mathbb{N}_{0}}\) are independent. Finally, the internal random numbers \(c_{1}, c_{2}, \ldots\) are viewed as realizations of random variables \(C_{1}, C_{2}, \ldots\) with \(C_{j} := \psi(B_{1;j}, B_{2;j})\).

Remark 3. The distributions of the random variables \(V_{i;j}, B_{i;j}\) and \(C_{j}\) clearly depend on the intermediate times \(s_{1}, s_{2}, \ldots\). Consequently, they actually should be denoted by \(V_{i;j(s_{j})}, B_{i;j(s_{j})}\) and \(C_{j(s_{j})}\), resp. However, for the sake of readability we suppress the term \((s_{j})\).

Justification of the stochastical model. (i) The lengths of the particular clock cycles of the ring oscillators may be viewed as realizations of stationary sequences of random variables \((T_{1;j})_{j \in \mathbb{N}}\) and \((T_{2;j})_{j \in \mathbb{N}}\) with finite memory. The sequences \((T_{1;j})_{j \in \mathbb{N}}\) and \((T_{2;j})_{j \in \mathbb{N}}\) are independent as the oscillators are independent, whereas the random variables \(T_{1;1}, T_{1;2}, \ldots\) (resp. \(T_{2;1}, T_{2;2}, \ldots\)) need not be independent.

(ii) At time \(s_{1} + \ldots + s_{j-1}\) the states of the two automats attain the values \(b_{1;j-1}\) and \(b_{2;j-1}\). As the current cycles of the ring oscillators may not have just been completed when \(c_{j-1}\) was sampled the first cycle within the next time period \([s_{1} + \ldots + s_{j-1}, s_{1} + \ldots + s_{j}]\) is likely to be shorter than the others. Consequently, \(V_{i;j-1}\) and \(V_{i;j}\) are not independent in a strict sense. To be on the safe side when determining the entropy bounds and since \(r_{ij} \gg 1\) under realistic assumptions we neglect this effect. Moreover, the distribution of \(V_{i;j}\) is very robust in the sense that it demands only weak assumptions on the distribution of the sequence \((T_{i;j})_{j \in \mathbb{N}}\) besides its stationarity and the finite memory property (cf. Lemma 1). Consequently, we view both sequences \((V_{1;j})_{j \in \mathbb{N}}\) and \((V_{2;j})_{j \in \mathbb{N}}\) as independent where \(V_{i;j}\) is distributed as \(V_{(r_{ij};\mu_{i})}\) in Lemma 1(iii) with \(\mu = \mu_{i}\), \(\sigma^{2} = \sigma_{i}^{2}\), and \(r_{ij} = s_{j}/\mu_{i}\).

(iii) The Markov property of \((B_{i;j})_{j \in \mathbb{N}}\) follows immediately from the fact that the random variables \(V_{1;1}, V_{2;2}, \ldots\) are independent.

Definition 3. To simplify the notation we introduce the abbreviations \(\Omega_{1} := \text{GF}(2)^{d_{1}}\), \(\Omega_{2} := \text{GF}(2)^{d_{2}}\) and \(\Omega_{K} := \text{GF}(2)^{m}\). Further, \(\rho_{1}: \Omega_{1} \rightarrow \Omega_{K}\) stands for the selection function which masks \(m\) bits from \(\Omega_{1}\) out and permutes them; i.e. the output function can be written as \(\psi(b_{1}, b_{2}) = \rho_{1}b_{1} \oplus \rho_{2}b_{2}\). Further, \(v_{i;j}\) denotes the distribution of the random variable \(B_{i;j}\).
Theorem 1. (i) For \(i = 1, 2\) let \(r_{ij} := s_j/\mu_i\). Then
\[
\text{Prob}(V_{ij} = k) = \begin{cases} 
\Phi \left( \frac{r_{ij} - k}{\sqrt{k}} \cdot \frac{\mu_i}{\sigma_i} \right) - \Phi \left( \frac{r_{ij} - (k+1)}{\sqrt{k+1}} \cdot \frac{\mu_i}{\sigma_i} \right) & \text{for } k \geq 1 \\
1 - \Phi \left( (r_{ij} - 1) \frac{\mu_i}{\sigma_i} \right) & \text{for } k = 0.
\end{cases}
\] (13)

(ii) Moreover,
\[
H(B_{i;j+1} \mid B_{i;1}, \ldots, B_{i;j}) = H(B_{i;j+1} \mid B_{i;j}) = H(V_{i;j+1} (\mod(|\Omega_i| - 1)))
\] (14)
\[
\frac{1}{\tau} H(C_{j+1}, \ldots, C_{j+\tau} \mid C_1, \ldots, C_j) = \frac{1}{\tau} \sum_{u=1}^{\tau} H(C_{j+u} \mid C_1, \ldots, C_{j+u-1})
\] (15)
\[
\geq \frac{1}{\tau} \sum_{u=1}^{\tau} H(C_{j+u} \mid B_{1;j+u-1}, B_{2;j+u-1}).
\]

Proof. Assertion (i) follows immediately from Lemma 1 (iii) and the stochastical model formulated above. The Markov property of \(B_{i;1}, B_{i;2}, \ldots\) imply the first equation in (14), and the second follows immediately from the fact that \(b, A_i b, A_i^2 b, \ldots\) defines a reordering of \(\Omega_i \setminus \{0\}\) for each \(b \neq 0\). The left-hand equality in (15) follows from elementary computation rules for entropies. Replacing the conditions \(C_{j+1}, \ldots, C_{j+u-1}\) by \(B_{1;1}, \ldots, B_{1;j+u-1}, B_{2;1}, \ldots, B_{2;j+u-1}\) clearly gives ‘\(\geq\)’. As \(C_{j+u} = \psi(B_{1;j+u}, B_{2;j+u})\) and since the Markov chains \((B_{1;j})_{j \in \mathbb{N}_0}\) and \((B_{2;j})_{j \in \mathbb{N}_0}\) are independent this completes the proof of (15). \(\square\)

Under realistic assumptions the distribution of \(V_{i;j}\) has concentrated nearly all of its mass on a small subset (compared with \(|\Omega_i| - 1\)), and restricted to this subset the mapping \(v_{i;j+1} \mapsto v_{i;j+1} (\mod(|\Omega_i| - 1))\) is injective. Consequently, it is reasonable to assume
\[
H(B_{i;n+1} \mid B_{i;n}) = H(V_{i;n+1})
\] (16)
in the following. Of course, our interest lies in the term \(H(C_{j+1}, \ldots, C_{j+\tau} \mid C_1, \ldots, C_j)\) which is a measure for the security of the RNG. This belongs to ‘real-life’ situations (cf. Sect. 2) where the attacker is the legitimate owner of previous session keys or if the RNG is also used to generate openly transmitted challenges or initialization vectors for block ciphers, for instance. Unlike \((B_{i;j})_{j \in \mathbb{N}_0}\) the sequence \((C_j)_{j \in \mathbb{N}}\) is not Markovian which makes a direct computation of the conditional entropy very difficult. The right-hand side of (15) provides a lower bound which is more accessible for concrete computations (cf. Theorem 2).

Remark 4. The term \(H(C_{n+1} \mid B_{1;n}, B_{2;n})\) quantifies the entropy of \(C_{n+1}\) under the condition that the attacker knows the inner states of both automatons at time \(s_1 + \cdots + s_n\), i.e. \(b_{1;n}\) and \(b_{2;n}\). Note that the latter might be the consequence that the preceding internal random numbers (maybe openly transmitted data) have been generated too quickly (cf. Sect. 2).
Corollary 1. Assume that \( s = s_1 = s_2 = \cdots \). For each \( \epsilon > 0 \) there exists a number \( N_\epsilon \) such that
\[
H(C_{n+1} \mid C_1, \ldots, C_n) - \epsilon \leq H(B_{1,n+1}, B_{2,n+1} \mid B_{1,n}, B_{2,n}) = H(V_{1,n+1}) + H(V_{2,n+1}).
\]
(17)
for all \( n > N_\epsilon \).

Proof. This corollary is an immediate consequence from Lemma 2 (ii) and (iii) with \( X_n := (B_{1,n}, B_{2,n}) \) and \( \phi := \psi \), and (16).
\( \square \)

Remark 5. The right-hand side of (17) gives an upper bound if \( n \) is sufficiently large, i.e. if the attacker has observed a number of internal random numbers \( c_1, c_2, \ldots, c_n \). We point out that this inequation may not be valid for small indices \( n \) as the knowledge of \( c_1 \), for instance, gives less information than the knowledge of \( (b_{1,1}, b_{2,1}) \) (cf. Example 1). Anyway, it is not recommendable to mask out more than \( H(V_{1,n+1}) + H(V_{2,n+1}) \) many bits.

Finally, we determine the right-hand terms of (15). The definition of conditional entropy yields
\[
H(C_{n+1} \mid B_{1,n}, B_{2,n}) = \sum_{b_1 \in \Omega_1} \sum_{b_2 \in \Omega_2} \nu_{1,n}(b_1)\nu_{2,n}(b_2)H(C_{n+1} \mid B_{1,n} = b_1, B_{2,n} = b_2).
\]
(18)

However, for concrete computations (18) is useless as we had to compute \( 2^{80} \) conditional entropies each of which consisting of infinitely many summands. Moreover, it is difficult to determine the distributions \( \nu_{c,n} \). The following theorem simplifies the necessary computations considerably.

Theorem 2. For \( i = 1, 2 \) let \( D_i := \{ w_i, w_i + 1, \ldots, w_i + d_i - 1 \} \subseteq \mathbb{N} \) with \( md_1 \leq 43 \) and \( md_2 \leq 37 \) such that \( \text{Prob}(V_{1,n} \in D_1) \approx 1 \). Assume further that
\[
\text{rank} \left( \begin{array}{c}
\rho_1 I_i \\
\rho_1 A_i \\
\vdots \\
\rho_1 A_i^{d_i-1}
\end{array} \right) = md_i
\]
(19)
for \( i = 1, 2 \) where \( I_i \) denotes the identity matrix on \( \Omega_i \). Then
\[
H(C_{n+1} \mid B_{1,n}, B_{2,n}) \approx -2^{-m(d_1+d_2-2)} \sum_{(y_1, \ldots, y_{d_1-1}) \in \Omega_K^{d_1-1}} \sum_{(y_1', \ldots, y_{d_2-1}') \in \Omega_K^{d_2-1}} \times \times \sum_{z \in \Omega_K} g(z; y_1, \ldots, y_{d_1-1}, 0, y_1', \ldots, y_{d_2-1}, 0) \times
\]
(20)
can be divided into unions of disjoint pre-images \(\Psi\) where we made use of the fact that by assumption (19) (multiply that matrix by \(A\))

\[
\sum_{i=1}^{d_1} \sum_{j=1}^{d_2} 1_s(y_i + y'_j) \text{Prob}(V_{1:n+1} = w_1 + s - 1) \text{Prob}(V_{2:n+1} = w_2 + t - 1)
\]

Proof. Rewriting the right-hand side of (18) gives the equivalent term

\[
- \sum_{b_1 \in D_1, b_2 \in D_2} \nu_{1,n}(b_1) \nu_{2,n}(b_2) \sum_{z \in \Omega_K} \tilde{q}(z; b_1, b_2) \log_2 \tilde{q}(z; b_1, b_2)
\]

where we made use of the fact that \(V_{1:n}\) and \(V_{2:n}\) are independent. (We remark that \(\tilde{q}(z; b_1, b_2) = \text{Prob}(C_{n+1} = z \mid B_{1:n} = b_1, B_{2:n} = b_2)\). The mapping \(\Psi: \Omega_1 \to \Omega_K\), \(\Psi(b_i) := (\rho_i A_1^{w_i}, \ldots, \rho_i A_2^{w_i})\) is \(GF(2)\)-linear and surjective by assumption (19) (multiply that matrix by \(A_1^{w_i}\) from the right). Reordering the second line and collecting equal terms yields

\[
\sum_{y_1, \ldots, y_d \in \Omega_K} \nu_1(\Psi_1^{-1}(y_1, \ldots, y_d)) \nu_2(\Psi_2^{-1}(y_1', \ldots, y_d')) \times
\]

\[
\sum_{z \in \Omega_K} q(z; y_1, \ldots, y_d, y_1', \ldots, y_d') \log_2(q(z; y_1, \ldots, y_d, y_1', \ldots, y_d')).
\]

By (19), \(\Psi\) is a surjective linear mapping. For \(x \in \Omega_K\) we hence conclude

\[
|\Psi_i^{-1}(x)| = 2^{2^{d_i} - d_i} \text{ for } i = 1, \text{ resp. } = 2^{2^{d_2} - d_2} \text{ for } i = 2.
\]

It can easily be checked that \(q(z; y_1, \ldots, y_d, y_1', \ldots, y_d') = q(z \oplus y_d, y_1', \ldots, y_d'; y_1, \ldots, y_d - 1, 0, y_1', \ldots, y_d')\) where \(\oplus:=y \oplus y_d\) and \(\oplus\) := \(y \oplus y_d\) for the moment. In particular, this induces an equivalence relation on \(\Omega_K \times \Omega_K\). Namely, the pairs \((y, y')\) and \((y'', y''')\) are related iff the corresponding components of \(y\) and \(y''\) as well as the corresponding components of \(y'\) and \(y'''\) differ by arbitrary constants \(y_o\) and \(y_b\), resp. Each class has exactly one representative \((y_o, y_o')\) having a zero in the right-most component of both vectors. Note that for any elements belonging to the same equivalence class the sets \(\{q(z; y, y') \mid z \in \Omega_K\}\) are equal. Thus the equivalence relation on \(\Omega_K \times \Omega_K\) induces an equivalence relation on \(\Omega_1 \times \Omega_2\). In fact, \(\Omega_1 \times \Omega_2\) can be divided into unions of disjoint pre-images \(\Psi_1^{-1}(y) \times \Psi_2^{-1}(y')\), each class containing \(2^{2^{d_0}}\) such pre-images. For each pair \((b_1, b_2\) the mapping

\[
((v_1 + \cdots + v_j) (mod 2^{2^{d_1} - 1}), (v_1 + \cdots + v_j) (mod 2^{2^{d_2} - 1}) \mapsto
\]

\[
(A_1^{v_1+\cdots+v_j} b_{1,0}, A_2^{v_1+\cdots+v_j} b_{2,0})
\]
is bijective. It is hence easy to see that the distributions $\nu_{1,n} \otimes \nu_{2,n}$ converge to the equidistribution on $(\Omega_2 \setminus \{0\}) \times (\Omega_2 \setminus \{0\})$ as $j$ tends to infinity. For our purposes, however, it is fully sufficient that $\nu_{1,n} \otimes \nu_{2,n}$ has (nearly) equal mass on all equivalence classes on $\Omega_1 \times \Omega_2$. This convergence is yet much faster. Assuming the latter completes the proof of this theorem (cf. Remark 5 (iii)).

Remark 6. (i) For $m = 1$ Assumption (14) is asymptotically fulfilled for each selection function $\rho_i : \Omega_i \rightarrow \Omega_K = \{0, 1\}$ as the LFSR and CASR have no invariant subspaces besides $\{0\}$.
(ii) If the conditions (19), $md_1 \leq 43$ and $md_2 \leq 37$ are dropped in (20) only those $d_1$-tuples $(y_1, \ldots, y_{d_1})$ and $(y'_1, \ldots, y'_{d_2})$ have to be considered which lie in the image of the linear mappings $\Psi_i : \Omega_i \rightarrow \Omega^n_{K_i}$.
(iii) The assumption that the product measure $\nu_{1,n} \otimes \nu_{2,n}$ has approximately the mass $2^{-m(d_1 - 1)}2^{-m(d_2 - 1)}$ on each equivalence class (defined in the proof of Theorem 2) is rather mild if $m(d_i - 1)$ is considerably smaller than 43 or 37, resp. It should already be fulfilled for small indices $n$, i.e. in an early stage after the start of the RNG (cf. the proof of Theorem 2).

We applied Theorem 1 and Theorem 2 to compute the entries in Table 1. For simplicity we assumed $\mu_1 = \mu_2$ and $\sigma_1 = \sigma_2$. The first column contains the intermediate times between two samplings of internal random numbers (expressed as multiples of the mean values $\mu_1 = \mu_2$). In ‘real-life’ the ratio $\sigma_i/\mu_i$ clearly depends on the used technical components. In Table 1 we exemplarily considered the case $\sigma_i/\mu_i = 0.01$. To obtain similar entropy bounds for $\sigma_i/\mu_i < 0.01$ (resp. for $\sigma_i/\mu_i > 0.01$) the respective values $r_{i,n+1}$ have to be chosen larger (may be chosen smaller). The second column quantifies the gain of entropy of the total system (i.e. the states of the LFSR and CASR) within this time interval (conservative estimator; cf. ‘Justification of the stochastical model’). These values provide upper bounds for the conditional entropy of the internal random numbers. To be precise, for large indices $n$ the term $\min\{H(V_{1,n+1}) + H(V_{2,n+1}), m\}$ can be viewed as an upper bound for the conditional entropy $H(C_{n+1} | C_1, \ldots, C_n)$ (cf. (17)) which belongs to the scenario that the attacker has observed a large number of internal random numbers $c_1, c_2, \ldots, c_n$. On the other hand the right-most column provides a lower bound for this conditional probability. For $r_{i,n+1} = 20000$ and $m = 2$, for instance, the (conditional) entropy of a 128-bit session key lies in the interval $[64 \cdot 1.910, 64 \cdot 2] = [122.24, 128]$. Dividing the right-most terms in Table 1 by the block size $m$ gives a lower entropy bound per output bit.

Remark 7. (i) For fixed $\mu_i$ and $\sigma_i$ the entropy essentially increases when $s_j$, resp. $r_{i,n+1}$, increases. Consequently, e.g. the first row gives entropy bounds for $r_{i,n+1} \geq 10000$.
(ii) However, the entropy function is not monotonous in a strict sense: To see this, assume for the moment that $r_{i,n+1}$ is rather small. If $r_{i,n+1} := k$ is an integer then $V_{i,n+1}$ assumes both values $k$ and $k - 1$ with almost equal probability $\approx 0.5$, i.e. $H(V_{i,n+1}) \approx 1$. If $r_{i,n+1} = k + 0.5$, however, it is very likely then $V_{i,n+1}$ assumes the value $k$ which means $H(V_{i,n+1}) \approx 0$. The described effect vanishes
when \( r_{i,n+1} \) and hence also \( H(V_{i,n+1}) \) increase (as in Table 1) since then the mass of the distribution of \( V_{i,n+1} \) is spread over an interval of natural numbers.

(iii) When the intermediate time \( r_{i,n+1} \) increases (for fixed ratio \( \sigma_i/\mu_i \)) the cardinality of the sets \( D_i \) (cf. Theorem 2) must also increase to fulfil the condition \( \text{Prob}(V_{i,n+1} \in D_i) \approx 1 \). We point out that the computational effort to determine \( H(C_{n+1} \mid B_{1,n}, B_{2,n}) \) increases exponentially in \( d_i \) and \( m \).

(iv) The results derived in this paper do not help to improve Dichtl’s attack or any similar attack as an attacker will intuitively begin guessing values for \((v_{1,n+1}, v_{2,n+1})\) which are close to the mean values \((r_{1,n+1}, r_{2,n+1})\) (cf. Sect. 2, ‘Dichtl’s attack’) anyway. Moreover, even an attacker with little knowledge in stochastics could easily determine an approximate distribution of \( V_{i,n+1} \) (cf. Theorem 1) by stochastic simulations. Theorem 2 provides an approximate expression for \( H(C_{n+1} \mid B_{1,n}, B_{2,n}) \leq H(C_{n+1} \mid C_1, \ldots, C_n) \) which should be of little profit to perform any attack. The intention of this paper, however, is the opposite: It provides results which enable to quantify parameter sets yielding unconditional security.

6 Conclusions

We have formulated and analyzed a stochastical model for the TRNG presented in [9]. We determined lower and upper entropy bounds per random output bit. Applying these results parameter sets \((r_{i,n+1}, m)\) can be determined for which the entropy per output bit is close to 1 yielding unconditional security. Compared with the parameters proposed in [9] this reduces the output rate of the TRNG noticeably where the concrete numbers clearly depend on the properties of the technical components.
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Appendix

Lemma 2. (i) Assume that $X$ is a random variable assuming values on a countable set $\Omega$ and that its distribution is given by the sequence $p_1, p_2, \ldots$. If there exists a real number $\alpha \in (0, 1)$ with $\sum_{j=1}^{\infty} p_j^{1-\alpha} < \infty$ then $H(X) < \infty$.

(ii) Let the random variable $V(r\mu)$ be defined as in Lemma 1. Then $H(V(r\mu)) < \infty$ for each $r \in (0, \infty)$.

(iii) Let $X_0, X_1, \ldots$ denote a stationary sequence of discrete random variables assuming values on a countable set $\Omega$ with $H(X_0) < \infty$. For any mapping $\phi: \Omega \to \Omega'$ we have

$$H(X_{n+1} | X_0, \ldots, X_n) \preceq h_X \quad \text{and} \quad H(\phi(X_{n+1}) | \phi(X_0), \ldots, \phi(X_n)) \preceq h_{\phi,X}$$

for non-negative real numbers $h_X$ and $h_{\phi,X}$ as $n \to \infty$. In particular,

$$0 \leq h_{\phi,X} \leq h_X.$$

Proof. Assertion (i) follows immediately from the fact that $x^\alpha \log_2 x$ converges to zero as $x$ tends to zero for each positive $\alpha$. That is, $|\log_2 x| < x^{-\alpha}$ if $x$ is sufficiently small. Within the proof of (ii) we set $c := \mu/\sigma$. Elementary arithmetic yield

$$\frac{r-k}{\sqrt{k}} c - \frac{r-(k+1)}{\sqrt{k+1}} c = \frac{c(r + \sqrt{k\sqrt{k+1}})}{\sqrt{k\sqrt{k+1}(\sqrt{k+1} + \sqrt{k})} < \frac{c}{\sqrt{k}} < 1$$
if \( k > k_0 \) for a suitable threshold \( k_0 \in \mathbb{N} \). If \( k > r \) the density of the \( N(0,1) \)-distribution attains its maximum in \( \frac{c(r - (k + 1))/\sqrt{k + 1}, c(r - k)/\sqrt{k}}{\sqrt{2\pi}} \) at the right-hand boundary of the interval. In particular,

\[
\frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{c(r - k)}{\sqrt{k}} \right)^2} < \frac{1}{\sqrt{2\pi}} e^{-\frac{c^2}{2k}}
\]

for \( k > 2r \). With Lemma 1(iii) we obtain \( \text{Prob}(V_{(r)} = k) < (2\pi)^{0.5} e^{-c^2 k/16} \) for \( k > k_0, 2r \). Applying (i) with \( \alpha = 0.5 \) completes the proof of (ii) as \( \sum_{k=1}^{\infty} e^{-c^2 k} < \infty \) for each \( c' > 0 \). As the random variables \( X_1, X_2, \ldots \) in (iii) are stationary we conclude

\[
H(X_{n+2} | X_0, \ldots, X_{n+1}) \leq H(X_{n+2} | X_1, \ldots, X_{n+1}) = H(X_{n+1} | X_0, \ldots, X_n).
\]

As a non-increasing sequence of non-negative real numbers converges to a non-negative limit we obtain

\[
\frac{H(X_0, \ldots, X_n)}{n} = \frac{H(X_0)}{n} + \sum_{j=1}^{n} \frac{H(X_j | X_0, \ldots, X_{j-1})}{n} \to h_X
\]

which proves the left-hand side of (21). With \( \phi(X_j) \) instead of \( X_j \) we obtain an analogous formula for \( h_{\phi X} \). As \( H(X_0, \ldots, X_{n+1}) \geq H(\phi(X_0), \ldots, \phi(X_{n+1})) \) this completes the proof of (22).

Lemma 2 says that the increase of entropy \( H(\phi(X_{n+1}) | \phi(X_0), \ldots, \phi(X_n)) \) is not larger than \( H(X_{n+1} | X_0, \ldots, X_n) \) as \( n \) tends to infinity. However, the following counterexample shows that \( H(\phi(X_{j+1}) | \phi(X_0), \ldots, \phi(X_j)) > H(X_{j+1} | X_0, \ldots, X_j) \) is possible for a small index \( j \) although \( H(\phi(X_{j+1})) \leq H(X_{j+1}) \).

The reason for this phenomenon is that the sequence \( \phi(X_0), \ldots, \phi(X_n) \) usually provides less information than \( X_0, \ldots, X_n \).

**Example 1.** Let \( \Omega = \{0, 1, 2, 3\} \), \( \Omega' = \{0, 1\} \), and \( \phi: \Omega \to \Omega' \) maps \( \omega \in \Omega \) onto its most significant bit. Further, the random variable \( X_0 \) is equidistributed on \( \Omega \), and \( X_{n+1} := X_n + 1 \mod 4 \) for \( n \geq 0 \). Then \( H(X_0) = 2 \), \( H(X_{n+1} | X_0, \ldots, X_n) = 0 \) for \( n \geq 0 \) whereas \( H(\phi(X_0)) = 1 \), \( H(\phi(X_1) | \phi(X_0)) = 1 \), and \( H(\phi(X_{n+1}) | \phi(X_0), \ldots, \phi(X_n)) = 0 \) for \( n \geq 1 \).
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Abstract. The security of double block length hash functions and their compression functions is analyzed in this paper. First, the analysis of double block length hash functions by Satoh, Haga, and Kurosawa is investigated. The focus of this investigation is their analysis of the double block length hash functions with the rate 1 whose compression functions consist of a block cipher with the key twice longer than the plaintext/ciphertext. It is shown that there exists a case uncovered by their analysis. Second, the compression functions are analyzed with which secure double block length hash functions may be constructed. The analysis shows that these compression functions are at most as secure as the compression functions of single block length hash functions.

1 Introduction

A hash function is a mapping from the set of all binary sequences to the set of binary sequences of some fixed length. It is one of the most important primitives in cryptography[1]. A hash function dedicated to cryptography is called a cryptographic hash function. Cryptographic hash functions are classified into unkeyed hash functions and keyed hash functions. In this paper, the unkeyed hash functions are discussed and they are simply called hash functions.

A hash function usually consists of a compression function. A compression function is the function \( f : \{0, 1\}^a \times \{0, 1\}^b \rightarrow \{0, 1\}^a \). There are two major methods for construction of a compression function, namely, from scratch and based on a block cipher. The topic of this paper is the latter method. The main motivation of this construction is the minimization of design and implementation effort, which is supported by the expectation that secure hash functions can be constructed from secure block ciphers.

Hash functions based on block ciphers are classified into two categories: single block length hash functions and double block length hash functions. A single block length hash function is a hash function the length of whose output is equal to that of the block cipher. The length of the output of a double block length hash function is twice larger than that of the block cipher. The length of the output of a widely used block cipher is 64 or 128. Thus, single block length hash functions are no longer secure.

The compression functions of double block length hash functions are classified by the number of encryptions and the key length of the block cipher. The double block length hash functions with the compression functions with two encryptions
of an \((m, m)\) block cipher were analyzed in [23], where an \((m, \kappa)\) block cipher is the one with the length of the plaintext/ciphertext \(m\) and the length of the key \(\kappa\). Satoh, Haga, and Kurosawa [4] analyzed the double block length hash functions with the compression functions with one encryption of an \((m, m)\) or \((m, 2m)\) block cipher. They also analyzed the double block length hash functions with the compression functions with two encryptions of an \((m, 2m)\) block cipher. They stated that no effective attacks were found for the double block length hash functions with the compression functions, with two encryptions of an \((m, 2m)\) block cipher, satisfying the property called “exceptional” defined by them.

In this paper, first, the analysis of double block length hash functions by Satoh, Haga, and Kurosawa is investigated. The focus of the investigation is their analysis of the double block length hash functions with the rate 1 whose compression functions consist of two encryptions of an \((m, 2m)\) block cipher. This investigation shows that there exists a case uncovered by their analysis. This result implies that there exist double block length hash functions whose compression functions do not satisfy the property “exceptional” and on which no effective attacks are found.

Second, for the double block length hash functions on which no effective attacks are known, their compression functions are analyzed. It is shown that all of these compression functions are at most as secure as those of single block length hash functions.

The paper is organized as follows. Some definitions are introduced and mathematical facts are described in Section 2. Block-cipher-based hash functions are defined in Section 3. The analysis by Satoh et al. is investigated in Section 4. In Section 5, the analysis of compression functions is described. Finally Section 6 concludes this paper with future work.

## 2 Preliminaries

\(\mathbb{N}\) denotes the set of natural numbers. \(\oplus\) denotes the bitwise exclusive OR. \(a \parallel b\) denotes the concatenation of \(a \in \{0, 1\}^i\) and \(b \in \{0, 1\}^j\), where \(a \parallel b \in \{0, 1\}^{i+j}\).

### 2.1 Block Ciphers

A block cipher is a keyed function which maps an \(m\)-bit plaintext block to an \(m\)-bit ciphertext block. Let \(\kappa, m \in \mathbb{N}\). An \((m, \kappa)\) block cipher is a mapping \(E : \{0, 1\}^n \times \{0, 1\}^m \to \{0, 1\}^m\). For each \(k \in \{0, 1\}^\kappa\), the function \(E_k(\cdot) = E(k, \cdot)\) is a one-to-one mapping from \(\{0, 1\}^m\) to \(\{0, 1\}^m\). \(\{0, 1\}^\kappa\) and \(\{0, 1\}^m\) in the domain \(\{0, 1\}^n \times \{0, 1\}^m\) and \(\{0, 1\}^m\) in the range are called the key space, the plaintext space, and the ciphertext space, respectively. \(m\) is called the block length and \(\kappa\) is called the key length.
2.2 Hash Functions

A hash function is a mapping from the set of all binary sequences to the set of binary sequences of some fixed length. A hash function is denoted by \( h : \{0, 1\}^* \rightarrow \{0, 1\}^a \), where \( \{0, 1\}^* = \bigcup_{i \geq 0} \{0, 1\}^i \).

A hash function \( h : \{0, 1\}^* \rightarrow \{0, 1\}^a \), usually consists of a compression function \( f : \{0, 1\}^a \times \{0, 1\}^b \rightarrow \{0, 1\}^a \) and an initial value \( IV \in \{0, 1\}^a \). \( h \) is computed by the iterated application of \( f \) to the given input. Thus, \( h \) is called an iterated hash function. The output of the hash function \( h \) for an input \( M \in \{0, 1\}^* \), \( h(M) \), is calculated as follows. \( M \) is called a message.

Step 1. The message \( M \) is divided into the blocks of the equal length \( b \). If the length of \( M \) is not a multiple of \( b \), \( M \) is padded using an unambiguous padding rule. Let \( M_1, M_2, \ldots, M_n \) be the blocks from the (padded) message \( M \), where \( M_i \in \{0, 1\}^b \) for \( i = 1, 2, \ldots, n \).

Step 2. \( H_i = f(H_{i-1}, M_i) \) is calculated for \( i = 1, 2, \ldots, n \), where \( H_i \in \{0, 1\}^a \) and \( H_0 = IV \). \( H_n \) is the output of \( h \) for the message \( M \), that is, \( H_n = h(M) \). If the initial value should be specified, the equation is described as \( H_n = h(H_0, M) \).

2.3 Properties Required for Hash Functions

For a hash function \( h \), there exist many pairs \( (M, \hat{M}) \) such that \( h(M) = h(\hat{M}) \) and \( M \neq \hat{M} \). For cryptographic use, the hash function \( h \) must satisfy the following properties.

Preimage resistance. Given a hash value \( H \), it is computationally infeasible to find a message \( M \) such that \( h(M) = H \).

Second preimage resistance. Given a message \( M \), it is computationally infeasible to find a message \( \hat{M} \) such that \( h(M) = h(\hat{M}) \) and \( M \neq \hat{M} \).

Collision resistance. It is computationally infeasible to find a pair of messages, \( M \) and \( \hat{M} \), such that \( h(M) = h(\hat{M}) \) and \( M \neq \hat{M} \).

The relationships among the properties are \([II]\):

- If a hash function satisfies the second preimage resistance, then it also satisfies the preimage resistance, and
- If a hash function satisfies the collision resistance, then it also satisfies the second preimage resistance.

Therefore, it is the easiest to satisfy preimage resistance, and it is the most difficult to satisfy collision resistance.

2.4 Attacks on Hash Functions

The following attacks \([III]\) are against the properties listed in Section 2.3.

The preimage attack. Given an initial value \( H_0 \) and a hash value \( H \), find a message \( M \) such that \( H = h(H_0, M) \).
The second preimage attack. Given an initial value $H_0$ and a message $M$, find a message $\hat{M}$ such that $h(H_0, M) = h(H_0, \hat{M})$ and $M \neq \hat{M}$.

The free-start preimage attack. Given a hash value $H$, find an initial value $H_0$ and a message $M$ such that $h(H_0, M) = H$.

The free-start second preimage attack. Given an initial value $H_0$ and a message $M$, find an initial value $\hat{H}_0$ and a message $\hat{M}$ such that $h(H_0, M) = h(\hat{H}_0, \hat{M})$ and $(H_0, M) \neq (\hat{H}_0, \hat{M})$.

The collision attack. Given an initial value $H_0$, find two messages $M, \hat{M}$ such that $h(H_0, M) = h(H_0, \hat{M})$ and $M \neq \hat{M}$.

The semi-free-start collision attack. Find an initial value $H_0$ and two messages $M, \hat{M}$ such that $h(H_0, M) = h(H_0, \hat{M})$ and $(H_0, M) \neq (\hat{H}_0, \hat{M})$.

The free-start collision attack. Find two initial values $H_0, \hat{H}_0$ and two messages $M, \hat{M}$ such that $h(H_0, M) = h(\hat{H}_0, \hat{M})$ and $(H_0, M) \neq (\hat{H}_0, \hat{M})$.

The following two propositions [5] are often used to estimate the amount of computation of the attacks.

**Proposition 1.** Suppose that a sample of size $r$ is drawn from a set of $N$ elements with replacement. If $r, N \to \infty$, then the probability that a given element is drawn converges to

$$1 - \exp \left( -\frac{r}{N} \right).$$

**Proposition 2 (Birthday Paradox).** Suppose that a sample of size $r$ is drawn from a set of $N$ elements with replacement. If $r, N \to \infty$ and $r$ is $O(\sqrt{N})$, then the probability that there is at least one coincidence is converges to

$$1 - \exp \left( -\frac{r^2}{2N} \right).$$

### 3 Hash Functions Based on Block Ciphers

#### 3.1 Compression Function Construction

There are two major methods for constructing compression functions: construction based on block ciphers and construction from scratch. The topic of this paper is the former construction.

#### 3.2 Single Block Length Hash Functions and Double Block Length Hash Functions

Let $h : \{0, 1\}^* \to \{0, 1\}^a$ be an iterated hash function and $E : \{0, 1\}^s \times \{0, 1\}^m \to \{0, 1\}^m$ be a block cipher used in the compression function of $h$. If $a = m$, then $h$ is called a single block length hash function. If $a = 2m$, then $h$ is called a double block length hash function.

Let $\sigma$ be the number of the encryptions of the block cipher used in the compression function. Let $b = |M_i|$. Then, the rate is defined as $b/(\sigma \cdot m)$ and is used as a speed index.
3.3 Hash Functions Considered in This Paper

We consider double block length hash functions with the rate 1, whose compression functions are composed of two encryptions of an $(m, 2m)$ block cipher.

Let $M_i = (M^1_i, M^2_i) \in \{0,1\}^{2m}$ be a message block, where $M^1_i, M^2_i \in \{0,1\}^m$. The compression function $H_i = f(H_{i-1}, M_i)$ is defined by the two functions $f_1, f_2$ such as

$$
\begin{cases}
H^1_i = f_1(H^1_{i-1}, H^2_{i-1}, M^1_i, M^2_i) \\
H^2_i = f_2(H^1_{i-1}, H^2_{i-1}, M^1_i, M^2_i)
\end{cases}
$$

where $H^1_j, H^2_j \in \{0,1\}^m$, for $j = i-1, i$. Each of $f_1$ and $f_2$ contains one encryption of the $(m, 2m)$ block cipher $E$.

$$
H^1_i = E_{A \oplus B}(C) \oplus D \\
H^2_i = E_{W \oplus X}(Y) \oplus Z
$$

where $A, B, C, D, W, X, Y, Z \in \{0,1\}^m$. $A, B, C, D, W, X, Y$ and $Z$ are represented by linear combinations of $H^1_{i-1}, H^2_{i-1}, M^1_i$ and $M^2_i$ as follows:

$$
\begin{pmatrix}
A \\
B \\
C \\
D
\end{pmatrix}
= L_1
\begin{pmatrix}
H^1_{i-1} \\
H^2_{i-1} \\
M^1_i \\
M^2_i
\end{pmatrix}
$$

(5)

$$
\begin{pmatrix}
W \\
X \\
Y \\
Z
\end{pmatrix}
= L_2
\begin{pmatrix}
H^1_{i-1} \\
H^2_{i-1} \\
M^1_i \\
M^2_i
\end{pmatrix}
$$

(6)

where $L_1$ and $L_2$ are $4 \times 4$ binary matrices.

Let $a, b, c$ and $d$ denote row vectors of $L_1$ and let $w, x, y$ and $z$ denote row vectors of $L_2$.

3.4 The Black-Box Model

The black-box model is used in our analysis. In this model, a block cipher is assumed to be random, that is, $E_k : \{0,1\}^m \rightarrow \{0,1\}^m$ is a random permutation for each $k \in \{0,1\}^k$. Two oracles, $E$ and $E^{-1}$, are available. $E$ simply returns $E_k(x)$ on an input $(k, x)$. $E^{-1}$, on an input $(k, y)$, returns $x$ such that $E_k(x) = y$.

4 A Comment on the Analysis by Satoh, Haga, and Kurosawa

Satoh, Haga, and Kurosawa have analyzed the security of the double block length hash functions defined in Section 3.3. In this section, their analysis is reconsidered. It is shown that there exists a case uncovered by their analysis.
4.1 Analysis by Satoh et.al.

Satoh, Haga, and Kurosawa [4] presented effective attacks against hash functions whose compression functions do not satisfy the property called “exceptional” defined in their paper. This property is defined as follows.

**Definition 1.** Let $L$ be a $4 \times 4$ binary matrix. Let $L_r$ be the $4 \times 2$ submatrix of $L$, where $L_r$ consists of the right half elements of $L$. Let $L_r^3$ be the $3 \times 2$ submatrix of $L_r$ such that the third row of $L_r$ is deleted. Let $L_r^4$ be the $3 \times 2$ submatrix of $L_r$ such that the fourth row of $L_r$ is deleted. $L$ is called exceptional if $\text{Rank}(L) = 4$ and $\text{Rank}(L_r^3) = \text{Rank}(L_r^4) = 2$.

The following claim is Theorem 16 in their paper.

**Claim 1.** For the double block length hash functions of the rate 1, whose round function has the form of (4), suppose that at least one of $L_1$ and $L_2$ is not exceptional. Then, there exist second preimage and preimage attacks with about $4 \times 2^m$ complexity. Furthermore, there exists a collision attack with about $3 \times 2^{m/2}$ complexity.

Throughout this paper, as in the above claim, the complexity of an attack is the required number of encryptions and decryptions of the block cipher. This is the number of the queries to the oracles.

4.2 A Comment

In this section, it is shown that the attacks by Satoh et.al. do not work on some hash functions as is expected though their compression functions do not satisfy “exceptional”.

Let $N_2$ be the $2 \times 2$ submatrix of $L_r$, where $N_2$ consists of the upper half elements of $L_r$. Satoh et.al. presented their proof of Claim 1 for two cases: (i) $\text{Rank}(L) = 3$ and $\text{Rank}(N_2) = 2$ and (ii) $\text{Rank}(L) = 4$. The first case is investigated in the remaining part. Their proof proceeds as follows.

Since $\text{Rank}(N_2) = 2$, one can find (by elementary row operations) $\alpha, \beta = 0, 1$ such that

$$L' = \begin{pmatrix} a & b \\ c & d \oplus \alpha a \oplus \beta b \end{pmatrix} = \begin{pmatrix} N_1 & N_2 \\ N_3' & N_4' \end{pmatrix},$$

where

$$N_4' = \begin{pmatrix} * & * \\ 0 & 0 \end{pmatrix}.$$
Let
\[
\begin{pmatrix}
    A \\
    B \\
    C \\
    D'
\end{pmatrix} = L' \begin{pmatrix}
    H_{n-1}^1 \\
    H_{n-1}^2 \\
    M_1^n \\
    M_2^n
\end{pmatrix}.
\] (9)

Then, \(D' = 0, H_{n-1}^1, H_{n-1}^2\) or \(H_{n-1}^1 \oplus H_{n-1}^2\).

Subsequently, they stated in their proofs that \(c = \lambda_1 a \oplus \lambda_2 b\) when \(D' \neq 0\). However, in general, there may be a case that \(c = \lambda_1 a \oplus \lambda_2 b \oplus d\) even if \(D' \neq 0\). Furthermore, in this case, their attack for the case that \(\text{Rank}(L) = 3\), \(\text{Rank}(N_2) = 2\), and \(D' \neq 0\) cannot be applied.

In their attack, the adversary chooses random triples \((A, B, C)\) such that \(C = \lambda_1 A \oplus \lambda_2 B\) and computes \(D = E_{A \| B}(C) \oplus H_n^1\). Then the adversary computes \(D' = D \oplus \alpha A \oplus \beta B\). However, if \(c = \lambda_1 a \oplus \lambda_2 b \oplus d\), \(C\) is calculated by \(A, B,\) and \(D\). Therefore, the adversary cannot compute \(D\) by \(E_{A \| B}(C) \oplus H_n^1\).

\section{Collision-Resistance of Compression Functions}

From the results by Satoh, Haga, and Kurosawa and the discussion in the last section, no effective attacks are found on the double block length hash functions defined in Section 3.3 with compression functions satisfying

(i) “exceptional”, or

(ii) \(\text{Rank}(L_1) = \text{Rank}(L_2) = 3,\)
\(c \oplus d = \lambda_1 a \oplus \lambda_2 b\) for some \(\lambda_1, \lambda_2 \in \{0,1\},\)
\(y \oplus z = \lambda_3 u \oplus \lambda_4 x\) for some \(\lambda_3, \lambda_4 \in \{0,1\},\)
and \(\text{Rank}(N_{1,2}) = \text{Rank}(N_{2,2}) = 2,\) where \(N_{i,2}\) is the upper right \(2 \times 2\) submatrix of \(L_i\) for \(i = 1,2\).

For collision resistance, Merkle \cite{Merkle} and Damgård \cite{Damgaard} independently showed that, from any algorithm for the collision attack on a hash function, an algorithm for the free-start collision attack on its compression function is constructed. The complexity of the latter algorithm is almost equal to that of the former one. Thus, if there exists no effective free-start collision attack on a compression function, then there exists no effective collision attack on the hash function composed of the compression function.

In this section, however, it is shown that there exist effective free-start collision attacks with complexity \(O(2^{m/2})\) on all compression functions satisfying \(\text{Rank}(L_1) \geq 3\) and \(\text{Rank}(L_2) \geq 3\). Thus, it is impossible to prove collision resistance of double block length hash functions composed of the compression functions satisfying the condition (i) or (ii) above based on the result of Merkle and Damgård.

Effective free-start (second) preimage attacks are also presented in this section.
Theorem 1. Let \( f \) be any compression function represented by the equation (4) such that \( \text{Rank}(L_1) \geq 3 \) and \( \text{Rank}(L_2) \geq 3 \). Then, there exist a free-start second preimage attack and a free-start collision attack on \( f \) with complexities about \( 2 \times 2^m \) and \( 2 \times 2^{m/2} \), respectively.

This theorem is proved for the following two cases:

(i) \( \text{Rank}(L_1) = 4 \) or \( \text{Rank}(L_2) = 4 \),

(ii) \( \text{Rank}(L_1) = \text{Rank}(L_2) = 3 \).

The following lemma is for the former case.

Lemma 1. Suppose that \( \text{Rank}(L_1) \geq 3 \) and \( \text{Rank}(L_2) \geq 3 \). If \( \text{Rank}(L_1) = 4 \) or \( \text{Rank}(L_2) = 4 \), then there exist a free-start second preimage attack and a free-start collision attack with complexities about \( 2 \times 2^m \) and \( 2 \times 2^{m/2} \), respectively.

Proof. Without loss of generality, suppose that \( \text{Rank}(L_1) = 4 \).

Since \( \text{Rank}(L_1) = 4 \), from (5),

\[
\begin{pmatrix}
H^1_{i-1} \\
H^2_{i-1} \\
M^1_{i-1} \\
M^2_{i-1}
\end{pmatrix} = L^{-1}
\begin{pmatrix}
A \\
B \\
C \\
D
\end{pmatrix},
\]

(10)

The free-start second preimage attack. The adversary \( \text{Adv} \) proceeds as follows.

Step 0. \( \text{Adv} \) computes the output \( (H^1, H^2) \) for the given input \( (H^1_{i-1}, H^2_{i-1}, M^1_i, M^2_i) \).

Step 1. \( \text{Adv} \) chooses \( 2^m \) random triples \( (\tilde{A}, \tilde{B}, \tilde{C}) \) and computes \( \tilde{D} = E_{A||B}(\tilde{C}) \oplus H^2_i \). Since the block cipher is assumed to be random, \( \tilde{D} \) is also random.

Step 2. For each 4-tuples \( (A, B, C, D) \), \( \text{Adv} \) computes \( (\tilde{H}^1_{i-1}, \tilde{H}^2_{i-1}, \tilde{M}^1_i, \tilde{M}^2_i) \) with (10). Since \( (A, B, C, D) \) is random, \( (\tilde{H}^1_{i-1}, \tilde{H}^2_{i-1}, \tilde{M}^1_i, \tilde{M}^2_i) \) is also random.

Step 3. For each \( (\tilde{H}^1_{i-1}, \tilde{H}^2_{i-1}, \tilde{M}^1_i, \tilde{M}^2_i) \), \( \text{Adv} \) computes \( (\tilde{W}, \tilde{X}, \tilde{Y}, \tilde{Z}) \) with (6) and computes \( \tilde{H}^2_i = E_{\tilde{W}||\tilde{X}}(\tilde{Y}) \oplus \tilde{Z} \).

Since \( \text{Rank}(L_2) \geq 3 \), \( (w, x) \neq (0, 0) \). Therefore, at least one of \( \tilde{W} \) and \( \tilde{X} \) is expressed by a linear combination of \( \tilde{H}^1_{i-1}, \tilde{H}^2_{i-1}, \tilde{M}^1_i \) and \( \tilde{M}^2_i \). Since \( (\tilde{H}^1_{i-1}, \tilde{H}^2_{i-1}, \tilde{M}^1_i, \tilde{M}^2_i) \) is random, \( E_{\tilde{W}||\tilde{X}}(\tilde{Y}) \) is random, and \( \tilde{H}^2_i \) is also random.

Thus, according to Proposition 1, \( \text{Adv} \) can find \( \tilde{H}^2_i \) such that \( \tilde{H}^2_i = \tilde{H}^2_i \) with probability about 0.63. The total complexity is about \( 2 \times 2^m \).

The free-start collision attack. \( \text{Adv} \) chooses arbitrary \( H^1_{i-1} \). Then it chooses \( 2^{m/2} \) random triples \( (\tilde{A}, \tilde{B}, \tilde{C}) \) and computes \( \tilde{H}^2_i \) in the same way as in the Steps 1–3 above. According to Proposition 2, \( \text{Adv} \) can find a collision of \( f \) with probability about 0.39. The total complexity is about \( 2 \times 2^{m/2} \).

The next lemma is for the case that \( \text{Rank}(L_1) = \text{Rank}(L_2) = 3 \).
Lemma 2. Suppose that $\text{Rank}(L_1) = \text{Rank}(L_2) = 3$. Then, there exist a free-start second preimage attack and a free-start collision attack with complexities about $2 \times 2^m$ and $2 \times 2^m/2$, respectively.

This lemma is lead from the following two lemmas.

Lemma 3. Suppose that $\text{Rank}(L_1) = \text{Rank}(L_2) = 3$. If $c \oplus d$ is not represented by any linear combination of $a$ and $b$, or $y \oplus z$ is not represented by any linear combination of $w$ and $x$, then there exist a free-start second preimage attack and a free-start collision attack with complexities about $2 \times 2^m$ and $2 \times 2^m/2$, respectively.

Proof. Without loss of generality, suppose that $c \oplus d$ is not represented by any linear combination of $a$ and $b$.

Since $\text{Rank}(L_1) = 3$, the following three cases should be considered:

(a) $a$ and $b$ are linearly dependent,
(b) $a$ and $b$ are linearly independent and $c = \lambda_1 a \oplus \lambda_2 b$ for some $\lambda_1, \lambda_2 \in \{0, 1\}$,
(c) $a$ and $b$ are linearly independent and $d = \lambda_1 a \oplus \lambda_2 b$ for some $\lambda_1, \lambda_2 \in \{0, 1\}$.

Case (a)
In this case, either $a$ or $b$ is 0, or $a = b$. Thus the key $A \parallel B$ is $A \parallel 0 \parallel B$, or $A \parallel A$. Suppose that the key is $A \parallel A$. For the other two cases, the proofs are almost same. From the equation (11).

$$
\begin{pmatrix} A \\ C \\ D \end{pmatrix} = \hat{L}_1 \begin{pmatrix} H_{i-1}^1 \\ H_{i-1}^2 \\ M_1^1 \\ M_1^2 \end{pmatrix},
$$

(11)

where $\hat{L}_1$ is the $3 \times 4$ submatrix of $L_1$ such that the second row is deleted. Let

$$
\hat{L}_1 = (h^1 \ h^2 \ m^1 \ m^2),
$$

(12)

where $h^1$, $h^2$, $m^1$, and $m^2$ are column vectors. Since $\text{Rank}(\hat{L}_1) = 3$, one column vector of $\hat{L}_1$ is expressed by a linear combination of the other column vectors. Without loss of generality, suppose that $h^1$ is expressed by a linear combination of the other vectors. Then,

$$
\begin{pmatrix} A \\ C \\ D \end{pmatrix} = \tilde{L}_1 \begin{pmatrix} H_{i-1}^2 \\ M_1^1 \\ M_1^2 \end{pmatrix} \oplus h^1 H_{i-1}^1,
$$

(13)

where $\tilde{L}_1 = (h^2 \ m^1 \ m^2)$. Since $\text{Rank}(\tilde{L}_1) = 3$,

$$
\begin{pmatrix} H_{i-1}^2 \\ M_1^1 \\ M_1^2 \end{pmatrix} = \tilde{L}_1^{-1} \begin{pmatrix} A \\ C \\ D \end{pmatrix} \oplus h^1 H_{i-1}^1.
$$

(14)
The free-start second preimage attack.

**Step 0.** Adv computes the output \((H_1^1, H_2^1)\) for the given input \((H_{i-1}^1, H_{i-1}^2, M_1^i, M_2^i)\).

**Step 1.** Adv chooses \(2^m\) random 2-tuples \((A, C)\) and computes \(D = E_{\tilde{A}\|\tilde{A}}(\tilde{C}) \oplus H_1^1\).

**Step 2.** For each \((\tilde{A}, \tilde{C}, \tilde{D})\), Adv chooses a random \(\tilde{H}_{i-1}^1\) and computes \((\tilde{H}_{i-1}^2, \tilde{M}_1^i, \tilde{M}_2^i)\) from (14).

**Step 3.** For each \((\tilde{H}_{i-1}^1, \tilde{H}_{i-1}^2, \tilde{M}_1^i, \tilde{M}_2^i)\), Adv computes \((\tilde{W}, \tilde{X}, \tilde{Y}, \tilde{Z})\) with (6) and computes \(\tilde{H}_2^i = E_{\tilde{W}\|\tilde{X}}(\tilde{Y}) \oplus \tilde{Z}\).

In the above process, Step 1 can be executed since \(a, b, d, c\) of \(L_1\) are linearly independent. For Step 3, at least one of \(\tilde{W}\) and \(\tilde{X}\) is expressed by a linear combination of \(\tilde{H}_{i-1}^1, \tilde{H}_{i-1}^2, \tilde{M}_1^i\) and \(\tilde{M}_2^i\) since \(\text{Rank}(L_2) = 3\). Since \((\tilde{H}_{i-1}^1, \tilde{H}_{i-1}^2, \tilde{M}_1^i, \tilde{M}_2^i)\) is random, \(E_{\tilde{W}\|\tilde{X}}(\tilde{Y})\) is random, and \(\tilde{H}_2^i\) is also random. Thus, according to Proposition 1 Adv can find \(\tilde{H}_2^i\) such that \(H_2^i = \tilde{H}_2^i\) with probability about 0.63. The total complexity is about \(2 \times 2^m\).

The free-start collision attack. Adv chooses arbitrary \(H_1^1\). Adv chooses \(2^{m/2}\) random 2-tuples \((\tilde{A}, \tilde{C})\) and computes \(D = E_{\tilde{A}\|\tilde{A}}(\tilde{C}) \oplus H_1^1\). After that, it computes \(\tilde{H}_2^i\) in the same way as in the Steps 2–3 above. According to Proposition 2 Adv can find a collision of \(f^2\) with probability about 0.39. The total complexity is about \(2 \times 2^{m/2}\).

**Case (b)**

The free-start second preimage attack.

**Step 0.** Adv computes the output \((H_1^1, H_2^1)\) for the given input \((H_{i-1}^1, H_{i-1}^2, M_1^i, M_2^i)\).

**Step 1.** Adv chooses \(2^m\) random triples \((\tilde{A}, \tilde{B}, \tilde{C})\) such that \(\tilde{C} = \lambda_1 \tilde{A} \oplus \lambda_2 \tilde{B}\) and computes \(D = E_{\tilde{A}\|\tilde{A}}(\tilde{C}) \oplus H_1^1\).

**Step 2.** For each \((\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})\), Adv chooses a random 4-tuple \((\tilde{H}_{i-1}^1, \tilde{H}_{i-1}^2, \tilde{M}_1^i, \tilde{M}_2^i)\) which satisfies (5).

**Step 3.** For each \((\tilde{H}_{i-1}^1, \tilde{H}_{i-1}^2, \tilde{M}_1^i, \tilde{M}_2^i)\), Adv computes \((\tilde{W}, \tilde{X}, \tilde{Y}, \tilde{Z})\) with (6) and computes \(\tilde{H}_2^i = E_{\tilde{W}\|\tilde{X}}(\tilde{Y}) \oplus \tilde{Z}\).

In the above process, Step 1 can be executed since \(a, b, d, c\) of \(L_1\) are linearly independent. For Step 3, since \(\text{Rank}(L_2) = 3\), at least one of \(\tilde{W}\) and \(\tilde{X}\) is expressed by a linear combination of \(\tilde{H}_{i-1}^1, \tilde{H}_{i-1}^2, \tilde{M}_1^i\) and \(\tilde{M}_2^i\). Since \((\tilde{H}_{i-1}^1, \tilde{H}_{i-1}^2, \tilde{M}_1^i, \tilde{M}_2^i)\) is random, \(E_{\tilde{W}\|\tilde{X}}(\tilde{Y})\) is random, and \(\tilde{H}_2^i\) is also random. Thus, according to Proposition 1 Adv can find \(\tilde{H}_2^i\) such that \(H_2^i = \tilde{H}_2^i\) with probability about 0.63. The total complexity is about \(2 \times 2^m\).
The free-start collision attack. \( \text{Adv} \) chooses arbitrary \( H^1_i \). Then it chooses \( 2^{m/2} \) random triples \((\tilde{A}, \tilde{B}, \tilde{C})\) such that \( \tilde{C} = \lambda_1 \tilde{A} \oplus \lambda_2 \tilde{B} \) and computes \( H^2_i \) in the same way as in the Steps 1–3 above. According to Proposition 2, \( \text{Adv} \) can find a collision of \( f^2 \) with probability about 0.39. The total complexity is about \( 2 \times 2^{m/2} \).

Case (c)

The proof is omitted because the attacks in this case are almost similar to those in Case (b).

Lemma 4. Suppose that \( \text{Rank}(L_1) = \text{Rank}(L_2) = 3 \). If \( c \oplus d = \lambda_1 a \oplus \lambda_2 b \) and \( y \oplus z = \lambda_3 w \oplus \lambda_4 x \) for some \( \lambda_1, \lambda_2, \lambda_3, \lambda_4 \in \{0, 1\} \), then there exist a free-start second preimage attack and a free-start collision attack with complexities about \( 2^m \) and \( 2^{m/2} \), respectively.

Proof. Suppose that both \( w \) and \( x \) are represented by linear combinations of \( a, b, c, d \). Then, \( y \) is represented by a linear combination of \( a, b, c, d \) iff \( z \) is represented by a linear combination of \( a, b, c, d \). This is because \( y \oplus z = \lambda_3 w \oplus \lambda_4 x \) for some \( \lambda_3, \lambda_4 \in \{0, 1\} \). Thus, to prove the lemma, the following three cases are considered.

(a1) All of \( w, x, y, z \) are represented by linear combinations of \( a, b, c, d \).

(a2) Both \( w \) and \( x \) are represented by linear combinations of \( a, b, c, d \) and neither \( y \) nor \( z \) are represented by linear combinations of \( a, b, c, d \).

(b) At least one of \( w \) and \( x \) is not represented by any linear combination of \( a, b, c, d \).

Let \( \mathcal{V}(A, B, C, D) \) be the set of 4-tuples \((H^1_{i-1}, H^2_{i-1}, M^1_i, M^2_i)\) such that

\[
\begin{pmatrix}
A \\
B \\
C \\
D
\end{pmatrix} = L_1 \begin{pmatrix}
H^1_{i-1} \\
H^2_{i-1} \\
M^1_i \\
M^2_i
\end{pmatrix}.
\] (15)

Since \( \text{Rank}(L_1) = 3 \), the number of the elements of \( \mathcal{V}(A, B, C, D) \) is \( 2^m \). In the case (a1), \( (W, X, Y, Z) \) is constant for every element in \( \mathcal{V}(A, B, C, D) \). In the case (a2), both \( Y \) and \( Z \) takes \( 2^m \) different values each of which corresponds to an element in \( \mathcal{V}(A, B, C, D) \). In the case (b), \( W \parallel X \) takes \( 2^m \) different values each of which corresponds to an element in \( \mathcal{V}(A, B, C, D) \).

The free-start second preimage attack.

Step 0. \( \text{Adv} \) computes the output \((H^1_i, H^2_i)\) for the given input \((H^1_{i-1}, H^2_{i-1}, M^1_i, M^2_i)\).
Step 1. \textit{Adv} repeatedly chooses a 4-tuple \((\tilde{H}_{i-1}^1, \tilde{H}_{i-1}^2, \tilde{M}_1^i, \tilde{M}_2^i)\) in \(V(A, B, C, D)\) randomly, where
\[
\begin{pmatrix}
A \\
B \\
C \\
D \\
\end{pmatrix} = L_1 \begin{pmatrix}
H_{i-1}^1 \\
H_{i-1}^2 \\
M_1^i \\
M_2^i \\
\end{pmatrix},
\]
and computes \((\tilde{W}, \tilde{X}, \tilde{Y}, \tilde{Z})\) by (6) and \(\tilde{H}_2^i = E_{\tilde{W}||\tilde{X}}(\tilde{Y}) \oplus \tilde{Z}\) until a collision of \(f_2\) is found.

This procedure succeeds
- with probability about 1 and with complexity 3 for the case (a1),
- with probability about 0.63 and with complexity about \(2^m\) for the case (a2) and the case (b).

The free-start collision attack.

Step 0. \textit{Adv} chooses arbitrary \((H_{i-1}^1, H_{i-1}^2, M_1^i, M_2^i)\) and computes \(H_1^i\).

Step 1. \textit{Adv} repeatedly chooses a 4-tuple \((\tilde{H}_{i-1}^1, \tilde{H}_{i-1}^2, \tilde{M}_1^i, \tilde{M}_2^i)\) in \(V(A, B, C, D)\) randomly, where
\[
\begin{pmatrix}
A \\
B \\
C \\
D \\
\end{pmatrix} = L_1 \begin{pmatrix}
H_{i-1}^1 \\
H_{i-1}^2 \\
M_1^i \\
M_2^i \\
\end{pmatrix},
\]
and computes \((\tilde{W}, \tilde{X}, \tilde{Y}, \tilde{Z})\) by (6) and \(\tilde{H}_2^i = E_{\tilde{W}||\tilde{X}}(\tilde{Y}) \oplus \tilde{Z}\) until a collision of \(f_2\) is found.

This procedure succeeds
- with probability about 1 and with complexity 3 for the case (a1),
- with probability about 0.39 and with complexity about \(2^m/2\) for the case (a2) and the case (b).

Note 1. If the compression function satisfies the conditions in Lemma 1 or 3, then there exists a free-start preimage attack with almost the same probability and complexity as the second preimage attack. This attack is obtained simply by skipping Step 0.

If the compression function satisfies the conditions in Lemma 4 and those of the case (a2) or (b), then there exists a free-start preimage attack with probability 0.63\(^2\) and with complexity \(2 \times 2^m\). This attack is obtained from the free-start second preimage attack in the proof of Lemma 4 by replacing Step 0 with the following Step 0'.

Step 0'. \textit{Adv} repeatedly chooses \((H_{i-1}^1, H_{i-1}^2, M_1^i, M_2^i)\) at random until the output corresponding to it is equal to the first half of the given output \((H_1^i, H_2^i)\).

This step succeeds with probability about 0.63 and with complexity about \(2^m\).
6 Conclusion

The security of double block length hash functions and their compression func-
tions has been analyzed. First, the analysis by Satoh, Haga, and Kurosawa of
double block length hash functions has been investigated and it has been shown
that there is a case uncovered by their analysis. Then, some effective attacks
have been presented on the compression functions which may produce secure
double block length hash functions.

Future work includes the analysis of the double block length hash functions
whose security remains unclear.
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We survey the use of cryptographic mechanisms in the context of some of the most important wireless technologies. On the area of cellular systems, we first take a look at security solutions in the GSM technology, the dominant global cellular standard. We show how the security model and security mechanisms were extended and enhanced in the successor of the GSM system, i.e. in the Universal Mobile Telecommunications System (UMTS), specified in a global initiative, the 3rd Generation Partnership Project (3GPP). In the area of short-range wireless technologies we examine Wireless LAN security, standardized by IEEE, and Bluetooth security, specified by an industry consortium called the Bluetooth SIG (Special Interest Group). The radio frequencies used by WLAN and Bluetooth are close to each other, even partially overlapping. The most notable difference between the two systems is the range of the area of communication. Typical use case of WLAN is access to Internet through a WLAN base station from distances up to several hundred meters while typical Bluetooth use case is communication between two devices, e.g. a mobile phone and a headset, where distance between the devices is in the order of ten meters.

Cryptography provides the most efficient tools for design of security mechanisms in digital communication technologies. This is true in particular in the case of wireless communications where no inherent physical security can be assumed. Cryptographic algorithms provide a solid basis for wireless security but it is also a nontrivial task to define how the algorithms are used as a part of the communication system architecture. For instance, if message content and message origin identity is authenticated in a certain layer of the communication (e.g. network layer), this does not guarantee anything about the content of the same message (e.g. application level identities) in a higher layer. Key management is another example of a tricky issue.

In the GSM system the most essential cryptographic algorithms are used for the following purposes. The A3 algorithm is used in a challenge-response protocol for user authentication, and in the same context the A8 algorithm is used for key generation. This generated key is subsequently used in the radio interface physical layer encryption algorithm A5. The GSM security architecture is modular in the sense that each algorithm may be replaced by another one (maybe more modern) without affecting the rest of the security system. Therefore, the symbols A3, A8 and A5 refer rather to the input-output structure of the algorithm, the internal structures are not fixed. For the radio interface encryption, three different stream ciphers A5/1, A5/2 and A5/3 have been standardized.
so far. The situation is even more fragmented for A3 and A8. This is because these algorithms need not be standardized; the algorithms are executed in two places, in the SIM card of the user terminal, and in the Authentication Centre of the user’s home network. Hence, each network operator may use proprietary algorithms.

In the packet switched domain of the GSM system, i.e. in GPRS (General Packet Radio Service), the A5 encryption on radio layer one is replaced by GEA encryption placed on layer three of the radio network. Here the changes in the cryptographic algorithm input-output structure are small but the change of layer has much more substantial effect: the protection is extended further in the network, i.e. from the terminal all the way to the core network. So far, three different stream ciphers GEA1, GEA2 and GEA3 have been standardized.

The GSM security architecture is a result of a trade-off between cost and security. The most vulnerable parts of the system have been protected while others are left without cryptographic protection because of performance or implementation cost reasons. As already hinted above, in circuit-switched part of GSM the encryption protects only the radio interface between the terminal and the base station. Also, the terminal does not execute any explicit authentication of the network, leaving the terminal vulnerable against certain types of active attacks.

The UMTS system builds on top of GSM: the core network part is a straightforward evolution from GSM while the radio network part is a result of a more revolutionary development. The major shift is from TDMA (Time Division Multiple Access) technology to WCDMA (Wideband Code Division Multiple Access) technology. The evolution vs. revolution aspect is also visible in the security features. The UMTS authentication and key agreement mechanisms involve the core network part, and the mechanisms were created by extending GSM-type challenge-response user authentication protocol with a sequence number based network authentication mechanism. In the radio network, encryption is provided by f8 algorithm on the radio layer two. As a completely new feature, integrity protection algorithm f9 is applied to signaling messages on the radio layer three. Here again, the symbols f8 and f9 refer to the input-output structure of the algorithms, the internal structure is not fixed. Currently, one version of both algorithms has been standardized, both based on the KASUMI block cipher. The 3GPP has begun the process of adding another pair of algorithms to the set of specifications.

The IEEE 802.11 group specified the original security mechanisms for Wireless LAN under the name Wired Equivalent Privacy (WEP). As the name indicates, the goal was the same as in GSM: to provide security level comparable to that of wired networks. Unfortunately, the original design of WEP contains several weaknesses. For example, the RC4 cipher is used with short initialization values, key management is weak in many implementations and the system lacks integrity protection and replay protection. The IEEE 802.11 is in process of creating a completely new set of security mechanisms (with new cryptoalgorithms as well). The industry consortium Wi-Fi Alliance has already endorsed
an intermediate set of mechanisms but the complete IEEE 802.11i specification set is scheduled for completion during the year 2004.

The Bluetooth system contains authentication and key agreement between two peer devices. The cryptoalgorithm SAFER++ was chosen for this purpose. Here the authentication algorithm has to be standardized because it is run in terminal devices. The keys used in authentication are agreed first in a specific pairing procedure. For confidentiality, the basic Bluetooth specification set contains a stream cipher tailor-made for this purpose.
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Abstract. \(f_8\) and \(f_9\) are standardized by 3GPP to provide confidentiality and integrity, respectively. It was claimed that \(f_8\) and \(f_9'\) are secure if the underlying block cipher is a PseudoRandom Permutation (PRP), where \(f_9'\) is a slightly modified version of \(f_9\). In this paper, however, we disprove both claims by showing a counterexample. We first construct a PRP \(F\) with the following property: There is a constant \(Cst\) such that for any key \(K\), \(F_K(\cdot) = F_{K\oplus Cst}(\cdot)\). We then show that \(f_8\) and \(f_9'\) are completely insecure if \(F\) is used as the underlying block cipher. Therefore, PRP assumption does not necessarily imply the security of \(f_8\) and \(f_9'\), and it is impossible to prove their security under PRP assumption. It should be stressed that these results do not imply the original \(f_8\) and \(f_9\) (with KASUMI as the underlying block cipher) are insecure, or broken. They simply undermine their provable security.

1 Introduction

\(f_8\) and \(f_9\) are standardized by 3GPP to provide confidentiality and integrity, respectively, where 3GPP is the body standardizing the next generation of mobile telephony. See the home page of ETSI (the European Telecommunications Standards Institute), www.etsi.org. Both \(f_8\) and \(f_9\) are modes of operations based on the block cipher KASUMI.

- KASUMI is a 64-bit block cipher whose key length is 128 bits [2],
- \(f_8\) is a symmetric encryption scheme which is a variant of the Output Feedback (OFB) mode, with 64-bit feedback [1], and
- \(f_9\) is a message authentication code (MAC) which a variant of the CBC MAC [1].


Therefore, it is tempting to prove the security of \(f_8\) and \(f_9\). Now suppose that the underlying block cipher used in \(f_8\) and \(f_9\) is a PRP. Then:
On the Correctness of Security Proofs

At Asiacrypt 2001, Kang, Shin, Hong and Yi claimed that $f_8$ is a secure symmetric encryption scheme in the sense of left-or-right indistinguishability [12, Theorem 4], and at FSE 2003, Hong, Kang, Preneel and Ryu claimed that $f_9'$ is a secure MAC [10, Theorem 2], where $f_9'$ is a slightly modified version of $f_9$.

In this paper, however, we disprove both claims by showing a counterexample. We first construct a block cipher $F$ with the following properties:

- $F$ is a PRP, and
- there is a constant $Cst$ such that for any key $K$, $F_K(\cdot) = F_{K\oplus Cst}(\cdot)$.

We then show that $f_8$ and $f_9'$ are completely insecure if $F$ is used as the underlying block cipher. Therefore, PRP assumption does not necessarily imply the security of $f_8$ and $f_9'$, and it is impossible to prove their security under PRP assumption.

It should be stressed that these results do not imply the original $f_8$ and $f_9$ (with KASUMI as the underlying block cipher) are insecure, or broken. They simply undermine their provable security.

**Related works.** Initial security evaluation of KASUMI, $f_8$ and $f_9$ can be found in [8]. Knudsen and Mitchell analyzed the security of $f_9'$ against forgery and key recovery attacks [13].

## 2 Preliminaries

### 2.1 Block Ciphers, Symmetric Encryption Schemes, and MACs

**Block cipher, $E$.** A block cipher $E$ is a function $E : \{0,1\}^k \times \{0,1\}^n \rightarrow \{0,1\}^n$, where, for each $K \in \{0,1\}^k$, $E(K, \cdot)$ is a permutation over $\{0,1\}^n$. We write $E_K(\cdot)$ for $E(K, \cdot)$. $k$ is called the key length and $n$ is called the block length. For KASUMI, $k = 128$ and $n = 64$, and for the AES, $k = 128, 192, 256$ and $n = 128$.

**Symmetric encryption scheme, $SE$.** A symmetric encryption scheme $SE = (E, D)$ consists of two algorithms. An encryption algorithm $E$ takes a key $K \in \{0,1\}^k$ and a plaintext $M \in \{0,1\}^*$ to return a ciphertext $C$. We write $C = E_K(M)$. It uses and then updates a state that is maintained across invocations (in this paper, we only consider a stateful encryption scheme. See [3] for a randomized encryption scheme). The decryption algorithm $D$ is deterministic and stateless. It takes the key $K$ and a string $C$ to return either the corresponding plaintext $M$ or the symbol $\perp$. We require $D_K(E_K(M)) = M$ for all $M \in \{0,1\}^*$.

**MAC algorithm, $MAC$.** A MAC algorithm is a function $MAC : \{0,1\}^k \times \{0,1\}^* \rightarrow \{0,1\}^l$. It takes a key $K \in \{0,1\}^k$ and a message $M \in \{0,1\}^*$ to return a $l$-bit tag $T \in \{0,1\}^l$. We write $MAC_K(\cdot)$ for $MAC(K, \cdot)$.
2.2 Security Definitions


Security of block ciphers (PRP) [15]. Let Perm(n) denote the set of all permutations on \( \{0,1\}^n \). We say that \( P \) is a random permutation if \( P \) is randomly chosen from Perm(n).

The security of a block cipher \( E : \{0,1\}^k \times \{0,1\}^n \rightarrow \{0,1\}^n \) as a pseudorandom permutation (PRP) is quantified as \( \text{Adv}_{E, \text{PRP}}(A) \), the advantage of an adversary \( A \) that tries to distinguish \( E_K(\cdot) \) (with a randomly chosen key \( K \)) from a random permutation \( P(\cdot) \). Let \( A^{E_K(\cdot)} \) denote \( A \) with an oracle which, in response to a query \( X \), returns \( E_K(X) \), and let \( A^{P(\cdot)} \) denote \( A \) with an oracle which, in response to a query \( X \), returns \( P(X) \). After making queries, \( A \) outputs a bit. Then the advantage is defined as

\[
\text{Adv}_{E, \text{PRP}}(A) \overset{\text{def}}{=} \left| \Pr(A^{E_K(\cdot)} = 1) - \Pr(A^{P(\cdot)} = 1) \right|
\]

where:

- in \( \Pr(A^{E_K(\cdot)} = 1) \), the probability is taken over the random choice of \( K \leftarrow \{0,1\}^k \) and \( A \)'s coin toss (if any), and
- in \( \Pr(A^{P(\cdot)} = 1) \), the probability is taken over the random choice of \( P \leftarrow \text{Perm}(n) \) and \( A \)'s coin toss (if any).

We say that \( E \) is a PRP if \( \text{Adv}_{E, \text{PRP}}(A) \) is sufficiently small for any \( A \).

Security of block ciphers (SPRP) [15]. Similarly, the security of a block cipher \( E : \{0,1\}^k \times \{0,1\}^n \rightarrow \{0,1\}^n \) as a super-pseudorandom permutation (SPRP) is quantified as \( \text{Adv}_{E, \text{SPRP}}(A) \), the advantage of an adversary \( A \) that tries to distinguish \( E_K(\cdot), E_K^{-1}(\cdot) \) (with a randomly chosen key \( K \)) from a random permutation \( P(\cdot), P^{-1}(\cdot) \). Let \( A^{E_K(\cdot), E_K^{-1}(\cdot)} \) denote \( A \) with oracles which, in response to a query \( X \), returns \( E_K(X) \), and in response to a query \( Y \), returns \( E_K^{-1}(Y) \). Similarly, let \( A^{P(\cdot), P^{-1}(\cdot)} \) denote \( A \) with oracles which, in response to a query \( X \), returns \( P(X) \), and in response to a query \( Y \), returns \( P^{-1}(Y) \). After making queries, \( A \) outputs a bit. Then the advantage is defined as

\[
\text{Adv}_{E, \text{SPRP}}(A) \overset{\text{def}}{=} \left| \Pr(A^{E_K(\cdot), E_K^{-1}(\cdot)} = 1) - \Pr(A^{P(\cdot), P^{-1}(\cdot)} = 1) \right|
\]

where:

- in \( \Pr(A^{E_K(\cdot), E_K^{-1}(\cdot)} = 1) \), the probability is taken over the random choice of \( K \leftarrow \{0,1\}^k \) and \( A \)'s coin toss (if any), and
- in \( \Pr(A^{P(\cdot), P^{-1}(\cdot)} = 1) \), the probability is taken over the random choice of \( P \leftarrow \text{Perm}(n) \) and \( A \)'s coin toss (if any).

We say that \( E \) is a SPRP if \( \text{Adv}_{E, \text{SPRP}}(A) \) is sufficiently small for any \( A \).
Security of symmetric encryption schemes (left-or-right indistinguishability, lor) \[3\]. Let \( \mathcal{SE} = (\mathcal{E}, \mathcal{D}) \) be a (stateful) symmetric encryption scheme. The adversary is allowed queries of the form \((M_0, M_1)\), where \(M_0\) and \(M_1\) are equal-length messages. We define the left-or-right oracle \( \mathcal{E}_K(\text{lor} \cdot, b) \), where \( b \in \{0, 1\} \). It takes input \((M_0, M_1)\) and if \( b = 0 \) then it computes \( C = \mathcal{E}_K(M_0) \) and returns \( C \), else it computes \( C = \mathcal{E}_K(M_1) \) and returns \( C \). After making queries, \( \mathcal{A} \) outputs a bit. Then we define the advantage as

\[
\text{Adv}_{\mathcal{SE}}(\mathcal{A}) \overset{\text{def}}{=} \left| \Pr \left( \mathcal{A}_K(\text{lor} \cdot, 0) = 1 \right) - \Pr \left( \mathcal{A}_K(\text{lor} \cdot, 1) = 1 \right) \right|
\]

where the probabilities are taken over the random choice of \( K \leftarrow \{0, 1\}^k \) and \( \mathcal{A} \)'s coin toss (if any).

We say that \( \mathcal{SE} \) is secure in the sense of left-or-right indistinguishability if \( \text{Adv}_{\mathcal{SE}}(\mathcal{A}) \) is sufficiently small for any \( \mathcal{A} \).

Security of MACs \[3\]. Let \( \text{MAC} : \{0, 1\}^k \times \{0, 1\}^* \rightarrow \{0, 1\}^{l} \) be a MAC algorithm. Let \( \text{MAC}_K(\cdot) \) denote \( \mathcal{A} \) with an oracle which, in response to a query \( M \in \{0, 1\}^* \), returns \( \text{MAC}_K(M) \in \{0, 1\}^l \). We say that an adversary \( \text{MAC}_K(\cdot) \) forges if \( \mathcal{A} \) outputs \((M, T)\), where \( T = \text{MAC}_K(M) \) and \( \mathcal{A} \) never queried \( M \) to its oracle \( \text{MAC}_K(\cdot) \). Then we define the advantage as

\[
\text{Adv}_\text{MAC}(\mathcal{A}) \overset{\text{def}}{=} \Pr(\text{MAC}_K(\cdot) \text{ forges})
\]

where the probability is taken over the random choice of \( K \leftarrow \{0, 1\}^k \) and \( \mathcal{A} \)'s coin toss (if any).

We say that a MAC algorithm is secure if \( \text{Adv}_\text{MAC}(\mathcal{A}) \) is sufficiently small for any \( \mathcal{A} \).

### 2.3 3GPP Confidentiality Algorithm \( f8 \) \[1\]

\( f8 \) is a stateful symmetric encryption scheme standardized by 3GPP. It uses a block cipher \( E : \{0, 1\}^k \times \{0, 1\}^n \rightarrow \{0, 1\}^n \) as the underlying primitive. Let \( f8[E] \) be \( f8 \), where \( E \) is used as the underlying block cipher. It takes a \( k \)-bit key \( K \), a message \( M \in \{0, 1\}^* \) and returns a ciphertext \( C = f8[E_K](M) \), which is the same length as \( M \). It also maintains an \( n \)-bit state \texttt{state}, which is, essentially, a counter. It is important to note that the rightmost bit of \texttt{state} is always 0. (In the original specification, \texttt{state} is a 64-bit string of the form \texttt{state} = \text{COUNT}||\text{BEARER}||\text{DIRECTION}||0...0, where \text{COUNT} is a 32-bit counter, \text{BEARER} is a 5-bit bearer identity, \text{DIRECTION} is a 1-bit direction, followed by 26 zeros.) It also uses a \( k \)-bit constant \( K_M = 0x55...55 \), called the key modifier.

Let \( M \in \{0, 1\}^* \) be a message, and \( m = \lfloor |M|/n \rfloor \) be a block length of \( M \), where \(|M|\) denotes the bit length of \( M \). Then the encryption proceeds as follows:

1. Let \( KS[0] = 0^n \).
2. Let \( A = E_{K_{\text{GEN}}}(\text{state}) \).
3. For $i = 1$ to $m$ do:
   Let $I[i] = A \oplus \text{num2str}_{n}(i - 1) \oplus KS[i - 1]$
   Let $KS[i] = E_{K}(I[i])$
4. Let $C = M \oplus$ the leftmost $|M|$ bits of $KS[1]| \cdots |KS[m]$
5. Return $C$

In the above description, $\text{num2str}_{n}(i - 1)$ denotes $n$-bit binary representation of $i - 1$. We emphasize that state is an $n$-bit counter whose rightmost bit is 0. See Fig. 1. In Fig. 1, $M[i]$ denotes the $i$-th $n$-bit block of $M$ and $C[i]$ denotes the $i$-th $n$-bit block of $C$. If $|M[m]| < n$ then the right $n - |M[m]|$ bits of $KS[m]$ is ignored. Decryption is done in an obvious way.

At Asiacrypt 2001, Kang, Shin, Hong and Yi claimed that $f_{8}[E]$ is a secure symmetric encryption scheme in the sense of left-or-right indistinguishability, if $E$ is a PRP. More precisely:

Claim (Kang, Shin, Hong and Yi [12, Theorem 4]). Suppose that, for any adversary $B$ that makes at most $q$ queries, $\text{Adv}^{\text{prp}}_{E}(B) \leq \epsilon$. Then for any adversary $A$ that makes at most $q$ queries, and the queries have at most $\mu$ bits in total, $\text{Adv}^{\text{lor}}_{f_{8}[E]}(A) \leq 2\epsilon + \frac{(\mu/n)(\mu/n + 1)}{2^{n-1}}$.

2.4 3GPP Integrity Algorithm $f_{9}$

Specification of $f_{9}$ [13]. $f_{9}$ is a MAC algorithm that uses a block cipher $E : \{0,1\}^{k} \times \{0,1\}^{n} \rightarrow \{0,1\}^{n}$ as the underlying primitive. Similarly to $f_{8}$, let $f_{9}[E]$ be $f_{9}$, where $E$ is used as the underlying block cipher. It takes a $k$-bit key $K$, a message $M \in \{0,1\}^{*}$ and returns a $l$-bit tag $T = f_{9}[E_{K}](M)$. It also uses a $k$-bit constant $KM = \text{0xAA...AA}$, called the key modifier.

Let $M = M[1]| \cdots |M[m]$ be a message, where each $M[i]$ $(1 \leq i \leq m - 1)$ is $n$ bits. The last block $M[m]$ may have fewer than $n$ bits. We define a function $\text{pad}_{n}(M)$ works as follows: first, it concatenates COUNT, FRESH, $M$ and DIRECTION, and then appends a single “1” bit, followed by between 0 and $n - 1$ “0” bits so that the total length is a multiple of $n$ bits. More precisely,

$$\text{pad}_{n}(M) = \text{COUNT}\|\text{FRESH}\|M\|\text{DIRECTION}\|1\|0^{n - 2 - (|M| \mod n)},$$

where the length of $\text{COUNT}\|\text{FRESH}$ is $n$ bits, $\text{COUNT}$ is a counter, FRESH is a random string, and DIRECTION is a one-bit direction.

Then we generate a tag $T$ as follows:
1. Break $\text{pad}_{n}(M)$ into $n$-bit blocks $PS[1]| \cdots |PS[m]$
2. Let $A = 0^{n}$ and $B = 0^{n}$.
3. For $i = 1$ to $m$ do:
   Let $A = E_{K}(A \oplus PS[i])$
   Let $B = B \oplus A$
4. Let $B = E_{K \oplus KM}(B)$
5. Let $T = \text{the leftmost } l \text{ bits of } B$
6. Return $T$

See Fig. 2.
Specification of $f^9'$. We define a slightly modified version of $f^9$, called $f^9'$. In $f^9'$, the function $\text{pad}_n(M)$ is modified as follows: it simply appends a single “1” bit, followed by between 0 and $n - 1$ “0” bits so that the total length is a multiple of $n$ bits. More precisely,

$$\text{pad}_n(M) = M \| 1 \| 0^{n - 1 - (|M| \mod n)}.$$ 

Thus, we simply ignore COUNT, FRESH, and DIRECTION. Or, equivalently, we consider COUNT, FRESH, and DIRECTION as a part of the message. The rest of the algorithm is the same as $f^9$. See Fig. 3.

At FSE 2003, Hong, Kang, Preneel and Ryu claimed that $f^9'[E]$ is a secure MAC if $E$ is a PRP. More precisely:

Claim (Hong, Kang, Preneel and Ryu [10, Theorem 2]). Suppose that, for any adversary $B$ that makes at most $\sigma$ queries,

$$\text{Adv}^\text{prp}_E(B) \leq \epsilon.$$ 

Then for any adversary $A$ that makes at most $q$ queries, and the queries have at most $\sigma$ blocks in total (one block counts as $n$ bits),

$$\text{Adv}^\text{mac}_{f^9'[E]}(A) \leq \epsilon + \frac{\sigma^2 + q^2}{2^n} + \frac{1}{2^l}.$$ 

Also, Knudsen and Mitchell analyzed $f^9'$ against forgery and key recovery attacks [13].

3 Construction of a PRP, $F$

In this section, we construct a PRP $F : \{0,1\}^k \times \{0,1\}^n \rightarrow \{0,1\}^n$, with the following property: Let $\text{Cst}$ be some $k$-bit constant. For any $K \in \{0,1\}^k$,

$$F_K(\cdot) = F_{K \oplus \text{Cst}}^{-1}(\cdot).$$ 

Let $E : \{0,1\}^{k-1} \times \{0,1\}^n \rightarrow \{0,1\}^n$ be a block cipher. It uses a $(k - 1)$-bit key $K'$ to encrypt an $n$-bit plaintext $X$ into an $n$-bit ciphertext $Y = E_{K'}(X)$, where $E_{K'}(X) \overset{\text{def}}{=} E(K',X)$. For each $K' \in \{0,1\}^{k-1}$, $E_{K'}(\cdot)$ is a permutation over $\{0,1\}^n$.

Now we construct a new block cipher $F : \{0,1\}^k \times \{0,1\}^n \rightarrow \{0,1\}^n$ from $E$ as in Fig. 4. The inputs to the algorithm are a block cipher $E$ and some non-zero $k$-bit constant $\text{Cst}$. The output is a new block cipher $F$.

- For a $k$-bit string $\text{Cst} = (\text{Cst}_0, \text{Cst}_1, \ldots, \text{Cst}_{k-1})$, $\text{nzi}(\text{Cst})$ denotes the smallest index of non-zero element. That is, $\text{nzi}(\text{Cst}) = j$ such that $\text{Cst}_0 = \cdots = \text{Cst}_{j-1} = 0$ and $\text{Cst}_j = 1$. For example, if $k = 4$ and $\text{Cst} = 0xA = 1010$, then $\text{nzi}(\text{Cst}) = 0$, and if $\text{Cst} = 0x5 = 0101$, then $\text{nzi}(\text{Cst}) = 1$.
- $\text{num2str}_{k-1}(i)$ is a $(k - 1)$-bit binary representation of $i$. For example, if $k = 4$ then $\text{num2str}_{k-1}(0) = (0,0,0)$ and $\text{num2str}_{k-1}(6) = (1,1,0)$.
Fig. 1. Illustration of $f_8$.

Fig. 2. Illustration of $f_9$.

Fig. 3. Illustration of $f_9'$. 
Construction of $F$ from $E$ and $\text{Cst}$

\[
\begin{align*}
  j &\leftarrow \text{nnz(Cst)}; \\
  \text{for } i = 0 \text{ to } 2^{k-1} - 1 \text{ do} \{} \\
    & K' \leftarrow \text{num2str}_{k-1}(i); \\
    & K_1 \leftarrow \text{first}_{0,j-1}(K') || \text{last}_{j,k-2}(K'); \\
    & K_2 \leftarrow K_1 \oplus \text{Cst}; \\
    & F_{K_1} \leftarrow E_{K_1}; \\
    & F_{K_2} \leftarrow E_{K_2}^{-1}; \} \\
\end{align*}
\]

Fig. 4. Construction of $F$ from $E$ and $\text{Cst}$.

- For a $(k - 1)$-bit string $K' = (K'_0, \ldots, K'_{k-2})$ and an integer $0 \leq j \leq k - 1$, \text{first}_{0,j-1}(K') denotes the first $j$ bits of $K'$. That is, \text{first}_{0,j-1}(K') = (K'_0, \ldots, K'_{j-1}).$ For example, if $j = 2$ and $K' = (1, 1, 0)$ then we have \text{first}_{0,j-1}(K') = (1, 1), and if $j = 1$ and $K' = (0, 1, 0)$ then we have \text{first}_{0,j-1}(K') = (0). If $j = 0$, then \text{first}_{0,j-1}(K') is an empty string.

- Similarly, for a $(k - 1)$-bit string $K' = (K'_0, \ldots, K'_{k-2})$ and an integer $0 \leq j \leq k - 1$, \text{last}_{j,k-2}(K') denotes the last $(k - 1) - j$ bits of $K'$. That is, \text{last}_{j,k-2}(K') = (K'_j, \ldots, K'_{k-2}).$ For example, if $j = 2$ and $K' = (1, 1, 0)$ then \text{last}_{j,k-2}(K') = (0), and if $j = 1$ and $K' = (0, 1, 0)$ then \text{last}_{j,k-2}(K') = (1, 0). If $j = k - 1$, then \text{last}_{j,k-2}(K') is an empty string.

- $a||b$ denotes the concatenation of $a$ and $b$. For example, if $a = 1$ and $b = (1, 0, 1)$ then $a||b = (1, 1, 0, 1)$.

Observe that $F_{K_1}$ is well defined for all $K \in \{0, 1\}^k$. Indeed, “for loop” in the third line contains $2^{k-1}$ iterations, and for each loop, two $F$s are assigned. Let $K^{(i)}$, $K_1^{(i)}$ and $K_2^{(i)}$ denote $K'$, $K_1$ and $K_2$ in the $i$-th iteration. Then we see that for any distinct $i$ and $i'$,

- $K_1^{(i)} \neq K_1^{(i')}$ and $K_2^{(i)} \neq K_2^{(i')}$ (since $K^{(i)} \neq K^{(i')}$), and
- $K_1^{(i)} \neq K_2^{(i)}$ and $K_2^{(i)} \neq K_1^{(i)}$ (since they differ in the $j$-th bit).

That is, $K_1^{(i)}$ and $K_2^{(i)}$ in the $i$-th iteration will not be assigned in the $i'$-th iteration.

Also observe that we have, for any $K \in \{0, 1\}^k$, $F_{K}(\cdot) = F_{K^{-1}}^{-1}(\cdot)$.

We show two small examples. First, let $k = 4$, $\text{Cst} = \text{0xA} = 01010$ and

$$E = \{E_{000}, E_{001}, E_{010}, E_{011}, E_{100}, E_{101}, E_{110}, E_{111}\},$$

where each $E_{K'}$ is a permutation over $\{0, 1\}^n$. In this case, $j = 0$, and for $K' = (K'_0, K'_1, K'_2)$, $K_1 = (0, K'_0, K'_1, K'_2)$, and $K_2 = (1, K'_0, K'_1 \oplus 1, K'_2)$. Then we obtain

$$F = \{F_{0000}, F_{0001}, F_{0010}, F_{0011}, F_{0100}, F_{0101}, F_{0110}, F_{0111}, F_{1000}, F_{1001}, F_{1010}, F_{1011}, F_{1100}, F_{1101}, F_{1110}, F_{1111}\}$$
We prove through a contradiction argument. Suppose that there exists an adversary $B$ such that $\Pr(B \text{ asks its } r\text{-th query } X_r; \text{ return } O'(X_r)) > 0$.

Proof. Let $O' \leftarrow O; O' \leftarrow O^{-1};$ when $B$ asks its $r$-th query $X_r;$ return $O'(X_r);$ when $B$ halts and output $b; \text{ output } b_1$

Fig. 5. Construction of $A$.

where

\[
\begin{align*}
F_{0000} &= E_{000}, F_{0001} = E_{001}, F_{0010} = E_{010}, F_{0011} = E_{011}, \\
F_{0100} &= E_{100}, F_{0101} = E_{101}, F_{0110} = E_{110}, F_{0111} = E_{111}, \\
F_{1000} &= E^{-1}_{000}, F_{1001} = E^{-1}_{001}, F_{1010} = E^{-1}_{010}, F_{1011} = E^{-1}_{011}, \\
F_{1100} &= E^{-1}_{100}, F_{1101} = E^{-1}_{101}, F_{1110} = E^{-1}_{110}, F_{1111} = E^{-1}_{111}.
\end{align*}
\]

Next, let $k = 4,$ and $\text{Cst} = 0x5 = 0101.$ In this case, $j = 1,$ and for $K' = (K'_0, K'_1, K'_2), K_1 = (K'_0, 0, K'_1, K'_2),$ and $K_2 = (K'_0, 1, K'_1, K'_2 \oplus 1).$ Then we obtain

\[
\begin{align*}
F_{0000} &= E_{000}, F_{0001} = E_{001}, F_{0010} = E_{010}, F_{0011} = E_{011}, \\
F_{0100} &= E^{-1}_{000}, F_{0101} = E^{-1}_{001}, F_{0110} = E^{-1}_{010}, F_{0111} = E^{-1}_{011}, \\
F_{1000} &= E_{100}, F_{1001} = E_{101}, F_{1010} = E_{110}, F_{1011} = E_{111}, \\
F_{1100} &= E^{-1}_{100}, F_{1101} = E^{-1}_{101}, F_{1110} = E^{-1}_{110}, F_{1111} = E^{-1}_{111}.
\end{align*}
\]

We note that $F$ can be computed efficiently if $E$ can be computed efficiently. Suppose that we are given a $k$-bit key $K$ and a plaintext $X,$ and we want to compute $F_K(X).$ Now, let $j \leftarrow \text{nzi}(\text{Cst}),$ and check if the $j$-th bit of $K$ is zero. If it is, let $K' \leftarrow \text{first}_0..j-1(K)||\text{last}_{j+1..k-1}(K)$ and return $E_K(X).$ Otherwise let $K' \leftarrow \text{first}_0..j-1(K \oplus \text{Cst})||\text{last}_{j+1..k-1}(K \oplus \text{Cst})$ and return $E_{K'}(X).$

We now show that if $E$ is a SPRP, then $F$ is a PRP. More precisely, we have the following theorem.

**Theorem 1.** If $\text{Adv}_F^{\text{inf}}(A) \leq \epsilon$ for any adversary $A$ that makes at most $q$ queries, then $\text{Adv}_F^{\text{inf}}(B) \leq \epsilon$ for any adversary $B$ that makes at most $q$ queries.

**Proof.** We prove through a contradiction argument. Suppose that there exists an adversary $B$ such that $\text{Adv}_F^{\text{inf}}(B) > \epsilon$ where $B$ asks at most $q$ queries. By using $B,$ we construct an adversary $A$ such that $\text{Adv}_F^{\text{inf}}(A) > \epsilon$ where $A$ asks at most $q$ queries.

The construction is given in Fig. 5. $A$ first randomly chooses a bit $\text{bit},$ and let $O' \leftarrow O$ if $\text{bit} = 0,$ and $O' \leftarrow O^{-1}$ otherwise. Then $A$ simply uses $O'$ to answer $B$'s queries. Finally $A$ outputs $b$ which is the output of $B.$

First, suppose that $(O, O^{-1}) = (P, P^{-1}).$ Then $A$ gives $b$ a perfect simulation of a random permutation (regardless of the value of $\text{bit}$). Therefore, we have

\[
\Pr(P \overset{R}{\leftarrow} \text{Perm}(n) : B^{P'}(\cdot) = 1) = \Pr(P \overset{R}{\leftarrow} \text{Perm}(n) : A^{P'}(\cdot, P^{-1}(\cdot)) = 1).
\]
Next, suppose that \((O, O^{-1}) = (E, E^{-1})\). Then \(A\) gives \(B\) a perfect simulation of \(F\), since from the \(B\)'s point of view, each
\[
E_{0,\ldots,0}, \ldots, E_{1,\ldots,1}, E_{0,\ldots,0}^{-1}, \ldots, E_{1,\ldots,1}^{-1}
\]
is chosen with probability \((1/2) \times (1/2^{k-1}) = 1/2^k\), which is a precise simulation of \(F\). Therefore, we have
\[
\text{Pr}(K \overset{R}{\leftarrow} \{0, 1\}^k : B^{F_K()} = 1) = \text{Pr}(K \overset{R}{\leftarrow} \{0, 1\}^{k-1}, \text{bit} \overset{R}{\leftarrow} \{0, 1\} : A^{E_K(), E_K^{-1}()} = 1) .
\]

Note that \(F\) is a secure block cipher: it is a PRP. On the other hand, for any \(K \in \{0, 1\}^k\), we have \(F_K(\cdot) = F_K^{-1}K(\cdot)\). That is, \(F\) is a completely insecure block cipher against, so called, the related key attacks [5].

4 PRP Does NOT Imply the Security of \(f8\)

Let \(F : \{0, 1\}^k \times \{0, 1\}^n \rightarrow \{0, 1\}^n\) be a PRP, with the following property: For any \(K \in \{0, 1\}^k\),
\[
F_K(\cdot) = F_K^{-1}K(\cdot) ,
\]
where \(KM = 0x55 \ldots 55\) (\(k\) bits).

Let \(f8[F]\) denote \(f8\), where \(F\) is used as the underlying block cipher.

We now show that \(f8[F]\) is a completely insecure encryption scheme. We have the following theorem.

**Theorem 2.** \(f8[F]\) is not secure in the sense of left-or-right indistinguishability. There exists an adversary \(A\) that makes 1 query and \(\text{Adv}^{\text{lor}}_{f8[F]}(A) = 1\).

**Proof.** The adversary \(A\) has an oracle \(f8[F_K](LR(\cdot, \cdot, b))\) which randomly chooses \(K\), and in response to a query \((M_0, M_1)\), returns \(f8[F_K](M_b)\) for \(b \in \{0, 1\}\). The adversary is given in Fig. 6.

In Fig. 6, \(\text{lsb}(C)\) denotes the least significant bit of \(C\) (the rightmost bit).

```
Algorithm A^{f8[F_K](LR(\cdot, \cdot, b))}
let M_0 \leftarrow 0^n;
let M_1 \leftarrow 1^n;
C \leftarrow f8[F_K](LR(M_0, M_1, b));
if \(\text{lsb}(C) = 0\) then \(b' \leftarrow 0\);
    else \(b' \leftarrow 1\);
output \(b'\);
```

Fig. 6. Construction of \(A\).
We see that the first block of key stream $SK[1]$ is given by

$$SK[1] = F_K(F_K \oplus KM(state)) = F_K(F_K^{-1}(state)) = state.$$ 

Since the right most bit of $state$ is 0, we see that the rightmost bit of $0^n \oplus state$ is always 0 and the rightmost bit of $1^n \oplus state$ is always 1. Therefore the adversary given in Fig. 6 succeeds with probability 1. $\Box$

5 PRP Does NOT Imply the Security of $f_9'$

Let $F : \{0,1\}^k \times \{0,1\}^n \rightarrow \{0,1\}^n$ be a PRP, with the following property: For any $K \in \{0,1\}^k$,

$$F_K(\cdot) = F_K^{-1}(\cdot),$$

where $KM = 0xAA \ldots AA$ ($k$ bits).

Let $f_9'[F]$ denote $f_9'$, where $F$ is used as the underlying block cipher.

We now show that $f_9'[F]$ is a completely insecure MAC. We have the following theorem.

**Theorem 3.** $f_9'[F]$ is not a secure MAC. There exists an adversary $A$ without making any query and $Adv_{mac}^{f_9'[F]}(A) = 1$.

**Proof.** The adversary $A$ has an oracle $f_9'[F_K](\cdot)$ which randomly chooses $K$, and in response to a query $M \in \{0,1\}^*$, returns $f_9'[F_K](M)$ (but it will not use this oracle). The adversary is given in Fig. 7.

![Algorithm A_{f_9'[F_K]}(\cdot)](Algorithm A_{f_9'[F_K]}(\cdot))

- let $M$ be any message such that $1 \leq |M| < n$;
- let $T$ be the left $l$ bits of $M||1||0^n-1-((|M| \mod n))$;
- output $(M,T)$;

Fig. 7. Construction of $A$.

We see that for any message such that $1 \leq |M| < n$,

$$T = \text{the leftmost } l \text{ bits of } F_K \oplus KM(F_K(M||1||0^n-1-((|M| \mod n))))$$

$$= \text{the leftmost } l \text{ bits of } F_K^{-1}(F_K(M||1||0^n-1-((|M| \mod n))))$$

$$= \text{the leftmost } l \text{ bits of } M||1||0^n-1-((|M| \mod n)).$$

Therefore, it is easy to verify that the adversary given in Fig. 7 succeeds with probability 1. $\Box$
6 Discussions

About our $F$. It seems that our $F$ is a useless block cipher to use in any practical applications. Still, it is a PRP. It may be interesting that such a weak PRP exists. This is because the definition of a PRP treats only one randomly chosen key $K$, and has nothing to do with the associated second key $K \oplus \text{Cst}$. In this sense, one may consider that assuming the block cipher being a PRP is a weak assumption.

Flaws in the previous proofs in [12,10]. For both $f_8$ and $f_9'$, $E_K(\cdot)$ and $E_{K \oplus \text{Cst}}(\cdot)$ are treated as two independent random permutations. The fact is that, if we only assume that $E$ is a PRP, there is a case where $E_K(\cdot)$ and $E_{K \oplus \text{Cst}}(\cdot)$ are not independent, or strongly correlated (as our $F$ satisfies $F_K(\cdot) = F_{K \oplus \text{Cst}}(\cdot)$).

What our results mean. Our results do not show that the original $f_8$ and $f_9$ (with KASUMI as the underlying block cipher) are insecure, or broken, since KASUMI does not have a property of our $F$. Also, we note that $f_9$ does not allow one block padded message while $f_9'$ does. Still, it should not be misunderstood that our results have nothing to do with the security of $f_8$ and $f_9$. One interpretation of our results is:

- $f_8$ is less secure than, for example, CTR mode, since CTR mode achieves left-or-right indistinguishability under PRP assumption, while it is impossible for $f_8$ to achieve this security notion.
- $f_9'$ is less secure than, for example, OMAC, since OMAC is a secure MAC under PRP assumption, while it is impossible for $f_9'$ to achieve this security notion.

7 Conclusions

In this paper, we showed that it is impossible to prove the security of $f_8$ and $f_9'$ under PRP assumption. The security claims made on $f_8$ and $f_9'$ in [12,10] are both flawed, and we do not know any rigorous security proofs for them. It might be possible to prove their security in the ideal cipher model, or assuming that the underlying block cipher achieves the definition of related key attacks resistance proposed by Bellare and Kohno [5].
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Abstract. In this paper, we present a general attack model against hash-based client puzzles. Our attack is generic in that it works against many published protocols. We introduce a new protocol and subsequently attack our new construction as well. We conclude by drawing two requirements of client puzzle protocols that would overcome our attack.

1 Introduction

With Internet based Denial of Service (DoS) attacks on the increase, there has been much research within the security community to find ways of preventing these attacks. One of the research avenues explored in recent years is broadly classed as client puzzle protocols [JB99,DS01,ANL00]. In these protocols, clients wishing to use a resource on a server have to solve a puzzle before the server is willing to commit the resource to the client.

The nature of these puzzles is such that they are easy to generate and verify, but relatively expensive to solve. The most common means of providing these puzzles is to use hash functions.

In this paper, we review some published protocols, in doing so we point out a flaw in the client puzzle model. We then present a general attack model against hash-based client puzzles which allows an adversary to solve puzzles cheaply and thus mount an attack on a server.

Our attack model is powerful in that it allows clients to solve many instances of client puzzles in parallel. The adversary does not need to compute any of the puzzles herself, drawing on the resources of benign users. This can greatly reduce the computational resources an adversary needs to have at her disposal to mount such an attack.

As well as pointing out these flaws in the published protocols, we provide the design principles required to defeat our attacks.

The remainder of this paper is organised as follows. Section 2 provides a more detailed overview of the work done on client puzzles to date and introduces our generic attack. Sections 3.1, 3.2 and 3.3 provide attacks against published...
protocols. Section 4 outlines a new protocol which adds client puzzle capability to an SSL-style handshake [FKK96]. Although we are also able to attack our new protocol, our discussion in Section 4 leads us to identify the design principles required to overcome our attack model. We draw our conclusions in Section 5.

2 Client Puzzles: an Overview

In this section we provide a more detailed overview of client puzzles, outlining their basic form and discussing protocols in the literature. We also describe our general method of attacking client puzzle protocols.

The basic outline of a client puzzle [JB99] is as follows. A client requesting a resource from a server is asked to solve a puzzle before the server is willing to commit the resource to the client. The rationale is that a legitimate client is willing to accept a slight delay to gain the resource. Conversely, an attacker who wishes to mount a Denial of Service (DoS) attack needs to request multiple instances of the same resource concurrently. The accumulative delay from having to solve these puzzles in parallel subsequently makes the cost of the attack prohibitive.

The nature of the puzzle should be such that a server can generate a puzzle very efficiently. The puzzle itself should be moderately hard for the client to solve and then easy for the server to verify.

Dwork and Noar [DN92] were the first to introduce the concept of requiring a user to compute a moderately hard function to gain access to a resource. They provide junk e-mail as the setting for their work, where a client wishing to send an e-mail to a recipient would need to calculate the solution to a puzzle before the e-mail would be delivered. While this might impose a delay of a few seconds for someone sending an e-mail, it is assumed that a legitimate sender would tolerate a short delay. The scheme aims to defeat people who send mass unsolicited e-mails, for which the accumulated cost would be prohibitive. The functions they use in their scheme are broken signature functions. They note the lack of work in the literature on the moderately-hard functions required for their puzzle schemes.

Juels and Brainard [JB99] were the first to introduce the term client puzzle, although their work is clearly influenced by Dwork and Noar. Juels and Brainard’s work defends against connection depletion attacks, specifically the TCP SYN flooding attack. The TCP SYN attack makes use of the commitment of resources at the server end (in this case a “half-open” connection). The attacker requests a connection, but does not complete the three-way protocol, which leaves the connection in a committed, but unusable state. Juels and Brainard use a hash function as the building block for their puzzle, which has been adopted in most of the client puzzle work since. The server computes a hash $h(s)$ of an $n$-bit secret $s$. The client is then provided with $h(s)$, along with an $m$-bit section of the preimage. The task for the client is to provide the server with remaining $n - m$ bits of the preimage. The assumption here is that the
fastest means of computing a preimage is a brute-force attack. The length of $n − m$ can be modified in order to make the puzzle harder or easier.

Client puzzles were then used by Aura et al. [ANL00] for protecting against DoS attacks on authentication protocols. Their work generalises the concept to protect a two-way authentication protocol as a precursor to securing a resource. In a similar manner to the work of Juels and Brainard, they use hash functions as the core of their puzzle.

Dean and Stubblefield [DS01] provide a modified version of the TLS protocol as a means of protecting it against DoS attacks.

More recently, Wang and Reiter [WR03] modified the concept to one of a puzzle auction. In a puzzle auction, the clients requesting a resource solve a puzzle in a similar manner to other client puzzles. In other forms of client puzzles [JB99, ANL00] the server sets the difficulty of the puzzle according to the perceived threat to the service. In Wang and Reiter’s puzzle auction, it is up to the client to decide the level of difficulty of the puzzle they are going to solve. The server then provides the next free resource to the client who solved the most difficult puzzle. The rationale behind the auction is that a legitimate client is likely to be willing to spend more effort computing a solution than an attacker. They back this claim up by quoting a recent survey of Distributed Denial of Service (DDoS) attack code [GW00], which is used to infect multiple hosts on the Internet to provide the attacker with zombie computers. The study found that the code run on zombie machines was likely to restrict its processing activity so as not to alert the legitimate user that their machine has been infected.

While most of the work carried out on client puzzles makes use of hash functions, Abadi et al. [ABMW03] note that they may not provide the most appropriate means of setting puzzles. A brute-force search of a hash function is invariably a CPU-bound computation. They note there is a large disparity, in terms of processing power, of machines connected to the Internet. They propose the use of memory-bound functions as an alternative, where there is much less disparity in non-cache memory access times between high and low-end machines. While we agree with their statements, we concentrate our work on hash-based puzzles for the remainder of this paper.

2.1 A Generic Weakness in Puzzle Protocols

We now look at what is a generic weakness in puzzle-based protocols. Specifically, those that employ hash functions as a basis for their puzzles.

Our attack is based on the observation that, if not managed correctly, an adversary can recruit unwitting clients to solve the server puzzles on her behalf. Because of the similarity to the man-in-the-middle attack – where an adversary can forge or pass messages between legitimate participants to fool them into thinking they are communicating with each other – we name our attack the Man-in-the-Riddle attack.

The basic vulnerability in these protocols comes from the weakness in the binding between a particular instance of the puzzle and the legitimate participants of the protocol.
We describe our attack model here, and it is shown in figure 1. Mallory (M) generates a request for a resource from server (S). At the same time, Mallory advertises her own service on the Internet. When S provides Mallory with a puzzle (P) to solve, she passes this puzzle on to a legitimate client (C) of hers to solve on her behalf. Mallory then uses the solution (Psol) to convince S to provide her with the resource. S thinks that Mallory has committed resources in solving the puzzle, and as long as Mallory provides C with the resource it requested, then C is unlikely to be aware that he has been used by Mallory as a puzzle solving oracle.

![Diagram of the attack model](image)

The ability of this attack to succeed depends on Mallory’s ability to convince C that S’s puzzles are her own. Many of the protocols in the literature include mechanisms to bind the identity of the communicating parties into the protocol run as a means of defending against such attacks. As we see from our work in Section 3 we are able to circumvent these mechanisms, thus removing the ability of the client puzzle protocol to protect the server. This is compounded by Mallory’s ability to maintain a potentially large number of independent protocols running in parallel.

Because of the very nature of DoS attacks, for our attack to be a mitigate success, we require Mallory to be able to recruit unwitting clients at a sufficiently high rate. We believe that, with the large number of music sharing and pornography sites on the Internet, an attacker should find it relatively easy to maintain a cover site with a sufficient number of clients. The ability to launch attacks in this manner was demonstrated recently in the case of the Sobig.F virus, which was thought to have been spread initially via pornographic web sites [USA03].

1 In the remainder of this paper, for simplicity, we will use C to represent a single instance of a benign client. In reality, Mallory will be looking to use many such clients in parallel to solve puzzles for her.
If the attack requires a large number of solved puzzles, then it would also be straightforward for Mallory to replicate her site a small number of times to multiply the number of available clients.

Another assumption we make in outlining this attack is that managing connections is far less resource intensive for Mallory than solving the puzzles herself. We believe this is trivially true, otherwise the puzzle would not represent a challenge and hence the deterrent to an attacker in the first place.

The service being attacked might be able to cope with the influx in the strict sense (i.e. that Mallory does not cause enough traffic to crash the server). However, it could be Mallory’s goal to procure a significant portion of S’s resources at a limited cost to herself. This could ultimately starve S of legitimate clients, which could be important if the server is a commercial site such as www.amazon.com, where attracting legitimate customers to pay for products is important.

3 Attacks against Published Protocols

In this section we will briefly overview how our generic attack can be adapted for specific client puzzle protocols in the literature. We keep our discussion about each attack relatively short for the sake of brevity, outlining the basic protocol along with how our attack is realised in each scenario.

3.1 Aura et al.

Aura et al. [ANL00] propose a protocol which uses classical authentication mechanisms in combination with client puzzles to defeat DoS attacks against a server. Our attack on the protocol is demonstrated in figure 2. If Mallory was a legitimate client, the original protocol would be represented by messages 2, 3, 6 and 7.

Our attack works as follows: Mallory receives a legitimate request from C (message 1) and she immediately forwards this to S (msg 2) claiming it as her own. S sends back a signed response \( S \) (msg 3) which is the same message that is sent to all clients requesting a service. In the message is a nonce \( N_s \) that ensures all responses to puzzles are recent. The nonce \( N_s \) is refreshed periodically, but generating a new one and signing it does not place a high computational load on S. \( k \) is the difficulty parameter of the puzzle, and \( T_s \) is an optional time stamp. \( M \) forwards the content to C (msg 4). For the attack to work, \( M \) needs to be able to claim to be S. Her ability to do this will depend on the particular implementation of the protocol. If S’s identity is tightly bound to the communication protocol, then this is difficult to achieve, because the certificate accompanying the signature should bind to S’s identity within the communication mechanism (e.g. IP address or DNS name). In their paper, Aura et al. mention that the signature on the message 3 can be left out if we are

\[^2\] The notation \( S_x(\ldots) \) is used to indicate a message signed by X.
not concerned about DoS attacks on C. Unfortunately this also leaves S much more open to abuse by M, as M now finds it easier to masquerade as S. This is because she does not have to generate anything claiming to be from S initially.

Upon receiving message 4, C solves the puzzle. This is done by using a brute-force search on the following hash: \( h(C, N_s, N_c, X) = 0_10_2\ldots 0_k Y \), where \( k \) is the security parameter in message 3 and \( X \) is the solution to the puzzle. C then signs the solution and sends it to M (msg 5), which is then forwarded to S (msg 6). S will then verify the validity of the message, commit to the resource and respond with a confirmation (msg 7). In a similar manner to message 4, this portion of the attack requires M to be able to masquerade as C. Again, if the binding between C’s identity and the underlying communication protocol is not tight, this should be relatively easy for M to achieve. We envisage that clients are unlikely to have names that bind themselves to a particular IP address in the first place. For example, this would certainly be true for roaming solutions\(^3\) that require the user to download their certificate if they wish to use it on a host that is not their own. Even strong bindings are of little use if the checks are not carried out effectively, as can be seen from some poor SSL implementations [Ben02].

As a final note in this section, even if the identities of the parties at the communication level are tightly bound to the signatures, our stronger variant of the attack we deploy against the Wang and Reiter protocol in Section 3.3 can be adapted to work here.

\(^3\) Such as the Arcot soft certificate www.arcot.com.
3.2 Dean and Stubblefield

Dean and Stubblefield [DS01] provide an implementation of TLS which includes client puzzles to stop a DoS attack against the server running the secure protocol. Theirs is the easiest published protocol to attack because there is no binding between the puzzle and the protocol in which it is running.

The attack on the Dean and Stubblefield protocol is shown in figure 3. If M was a legitimate client, then their original protocol would be represented by messages 2, 3, 4, 8 and 9. Their puzzle also uses a hash construction, although the way their puzzle is constructed differs from that of Aura et al. In this case the puzzle is constructed from the triple \((n, x', h(x))\), where \(x'\) is \(x\) with its \(n\) lowest bits set to 0. They assume that \(h(x)\) is a preimage resistant hash function, and the solution to the puzzle is the full value of \(x\). Because the hash function is preimage resistant, then the best way for a client to generate \(x\) is to try values in the domain bounded by 0 and \(x'\) until a match is found.

The entire block is random to prevent an attacker from effectively precomputing all possible puzzle values.

---

![Diagram](attachment:image.png)

**Fig. 3.** An attack on the Dean and Stubblefield TLS protocol
This attack is simpler in its form than that of the attack on Aura et al. This is because \(S\) does not sign the puzzle. This allows \(M\) to forward exactly the same puzzle to \(C\) with impunity.

In their paper, Dean and Stubblefield state that they do not concern themselves with attackers that are capable of launching multiple attacks in parallel. Although in their original estimation this might not be an issue, we believe that our attack changes the means by which such an statement can be made. If their assumption is to ignore the threat of an attacker with potentially huge computing power at her disposal, our attack circumvents this by surreptitiously harnessing the computing power of multiple benign clients. This means that while Mallory is an attacker which they believe their protocol is secure against – she in computationally bounded – our attack allows her to harness the power of a much stronger adversary.

### 3.3 Wang and Reiter

Wang and Reiter [WR03] propose a modification of the client puzzle which they call a *puzzle auction*. In their protocol a client solves a puzzle of a particular difficulty and submits the solution to the server. If the server is under attack, then it choses the *bid* with the highest work function as the next client which it serves. The rationale behind this method is that a legitimate client is likely to commit more resources to solving a puzzle than an attacker. This is because most machines involved in an attack will be compromised *zombie* machines who do not want to raise their usage of the machines resources above a certain threshold in order to avoid detection.

Both Wang and Reiter’s original protocol (a) and our attack (b) are shown in figure 4. For brevity, we omit the original SYN message, where \(C\) sends a service request to \(S\) and receives the current value of \(N_s\) in response. In a legitimate run of the protocol \(r_c\) is a request, with \(N_c\) being \(C\)’s nonce, and \(X\) being the solution to the puzzle.

The puzzle that Wang and Reiter use is similar to that of Aura et al [ANL00]. In Wang and Reiter’s version, the solution to the puzzle is a string \(X\), such that the first \(n\) bits of \(h(N_s, N_c, X)\) are zero, where \(h()\) is a public hash function.

In the implemented example in Wang and Reiter’s paper, they modify the TCP protocol stack to include the puzzle auction. In doing so, they specify \(N_s\) to be a hash of the the triple (secret, timer, SIP), where SIP is the source IP, in this case \(S\)’s IP address. The secret is changed periodically, and at this point a new \(N_s\) is issued. The client then solves the puzzle for the value of \(N_c\) that is the quadruple (DIP, SP, DP, ISN). These values represent the destination IP (DIP – \(C\)’s IP address), source port (SP), destination port (DP) and initial sequence number (ISN).

At first glance this makes our attack impractical. As we discuss in our attack on Aura et al. in Section 3.1, we recommend that each puzzle be bound to the communication protocol to avoid spoofing. Wang and Reiter achieve this through hashing the IP addresses and port numbers into their puzzle. This would seem to make it impossible for Mallory to pass off \(S\)’s puzzle as her own. Unfortunately
that is only true if Mallory runs an exact copy of the Wang and Reiter’s protocol with $C$. We now describe a stronger variant of our general attack model in which we define a partner protocol\cite{KSW97} which is run in conjunction with Wang and Reiter’s protocol. This is shown in figure 4(b).

Our partner protocol is also a client puzzle protocol, which is of a similar design to Dean and Stubblefield’s protocol. In our case, $C$ is presented with a partial preimage and asked to find the remaining portion of the preimage. In our case, we forward the concatenated tuple $(N_s, N_m)$, claiming it to be our partial preimage, and ask $C$ to produce $X$ as the solution to the puzzle.

In a fully mounted attack, Mallory would only need to send the initial SYN request every time $N_s$ was changed by the server. She could then generate the $(N_s, N_m)$ tuples to hand out to each new $C$ that came along during the lifetime of each $N_s$.

Another benefit our attack has over the assumptions Wang and Reiter make in their paper is that the clients solving our puzzles are not zombies. Their auction works on the principle that a benign client will work harder than a zombie client. Because Mallory manages to convince multiple legitimate clients to solve what it thinks is a legitimate puzzle, it is willing to expend as much resource as any other legitimate client. This negates one of the driving factors behind their auction. In some respects this makes our attack much easier to mount, given that Mallory does not need to infect a potentially large number of zombie computers before the attack can take place.

\footnote{We note that this concept is similar to Kelsey et al’s chosen protocol attack\cite{KSW97}.}
4 A New SSL Client Puzzle Protocol

In this section we present – and ultimately break – our own variant of the client puzzle protocol. In doing so we discover what is required for a client puzzle protocol to remain secure.

Our new protocol, shown in figure 5(a), is based on an SSL-type protocol [FKK96], where a client $C$ wants to set up a secure connection with $S$. It uses a similar construct to Aura et al’s protocol, asking $C$ to find a value $X$ which satisfies the property: $h(IP_s, IP_c, N_s, N_c, X) = 0_10_2\ldots0_kY$ for any value of $Y$. The other inputs to the hash function are $S$’s IP address ($IP_s$), $C$’s IP address ($IP_c$) and a nonce generated by $C$ ($N_c$).

(a) New SSL based protocol:

1: Request

2: CERT$_s$ . $S$$_s$(N$_s$, k, T$_s$)

3: E$_s$(IP$_s$, IP$_c$, N$_s$, N$_c$, X)

(b) Attack (with partner protocol):

1: Request

2: Request

4: $\text{k, Z} = [\text{IP}_s, \text{IP}_m, N_s, N_m]

5: $X$

3: CERT$_s$ . $S$$_s$(N$_s$, k, T$_s$)

6: E$_s$(IP$_s$, IP$_m$, N$_s$, N$_m$, X)

Fig. 5. A new SSL based client puzzle protocol

$S$ signs the broadcast puzzle $S_b(N_s, k, T_s)$. If $S$’s certificate binds its name to the underlying communication mechanism, this should make it more difficult for Mallory to claim $S$’s puzzles as her own.
Once $C$ has solved the puzzle, he encrypts the solution $X$, binding it to his own IP address and to the IP address of the server. This should also protect against Mallory masquerading as $C$ to $S$.

Unlike Aura et al.’s protocol, we do not get $C$ to sign the puzzle solution. They use this as a means of achieving mutual authentication. Given that client puzzles are aimed at use in a widely distributed environment such as the Internet, the lack of client-side SSL certificates would mean that there is little use for this part of the protocol.

Unfortunately, as we can see from figure 5(b), our new protocol can also be attacked. The attack is similar to our attack against Wang and Reiter’s protocol, where we use a partner protocol of Mallory’s choosing. In the attack, $M$ receives a legitimately signed puzzle from $S$, she then provides $C$ with a puzzle of the form $(k, Z)$. She claims that $Z$ is her own nonce $N_s$, in a similar manner to Dean and Stubblefield’s protocol. She then asks $C$ to solve $h(Z, X) = 0_10_2\ldots0_kY$ for any value of $Y$.

Our new protocol uses a similar binding to the communication medium that Wang and Reiter use. Unfortunately, as we can see from the attack, this seems to provide little defence in the face of an adversary that can run a parallel protocol of her design.

A variant of our attack here could be used against Aura et al.’s protocol, even if the variant of their protocol is used which signs the server’s nonce and there is a tight binding between the identities and the communication addresses.

It would appear that the only way to resist our partner protocol variant of the attack is through the following combination of design decisions:

- The server nonce $N_s$ should be tightly bound to $S$’s identity using a signature. The certificate that authenticates this signature should be tightly bound to the communication medium (e.g. IP address).
- $C$ should have the freedom to choose a nonce $N_c$ that influences the known portion of the preimage of the hash function. This would prevent Mallory from forcing the entirety of the known portion of the preimage upon $C$. This would prevent the scenario above, where in the attack of figure 5(b), where Mallory claims the entirety of the preimage as her nonce $Z$.
- All client puzzles would have to conform to the above two principles. This is the most difficult condition to achieve. As long as Mallory is free to use client puzzle protocols of her own design, she should be able to convince a sufficient number of benign $Cs$ to solve puzzles on her behalf. If the protocol does not use the previous two principles, then Mallory can easily pass off $S$’s puzzles as her own.

5 Conclusions and Future Work

In this paper we have presented a general attack model against hash-based client puzzles. We demonstrate our attack against three published protocols. We design our own variant of a client puzzle protocol and demonstrate that our new protocol is also vulnerable to the attack.
Our attack is powerful because it allows an adversary to solve large numbers of client puzzles in parallel without expending the required computational resources herself. The puzzles are solved through surreptitiously using the resources of benign clients. The main requirement of our attack is that the adversary maintain a sufficiently attractive service of her own to hand off the puzzles at the required rate. Given the prevalence of music sharing and pornography sites on the Internet, we believe that this requirement is a relatively easy one to fulfil.

We conclude, from our discussion in Section 4, that the only way to defeat our attack model completely is to standardise various elements of all client puzzle protocols. The two requirements are as follows:

– The server should sign its component of the puzzle.
– The client should have freedom to chose a portion of the puzzle prior to generating the solution.

The combination of these two factors would make it impossible for the adversary to force a legitimate client to solve puzzles from a separate protocol run.

There would appear to be a great deal of similarity between client puzzles and the use of nonces for freshness in authentication protocols. If Alice sends out a nonce which she then receives back in a protocol message – without additional mechanisms protecting the use of the nonce – all she can convince herself of is that someone has recently seen the nonce. In a similar manner here, if $S$ generates a puzzle and receives a reply, without additional constraints on the form and use of the puzzle, all $S$ can be sure of is that someone has calculated the solution.

Although we present our attack against hash-based client puzzles, it would be interesting to see if we could expand our attack to emerging memory-bound puzzles [ABMW03].

Another element of our work that requires further attention are the potential conditions under which puzzle based schemes might be secure. We present what we believe to be the two main requirements in Section 4. A more rigorous demonstration of whether these requirements were sufficient and necessary will follow.

Acknowledgements. We would like to thank Kenneth Paterson for his comments in helping clarify some of the points presented in this paper.
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Abstract. Joux’s protocol [29] is a one round, tripartite key agreement protocol that is more bandwidth-efficient than any previous three-party key agreement protocol. But it is insecure, suffering from a simple man-in-the-middle attack. This paper shows how to make Joux’s protocol secure, presenting several tripartite, authenticated key agreement protocols that still require only one round of communication and no signature computations. A pass-optimal authenticated and key confirmed tripartite protocol that generalises the station-to-station protocol is also presented. The security properties of the new protocols are studied using provable security methods and heuristic approaches. Applications for the protocols are also discussed.
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1 Introduction

Asymmetric key agreement protocols are multi-party protocols in which entities exchange public information allowing them to create a common secret key that is known only to those entities and which cannot be predetermined by any party. This secret key, commonly called a session key, can then be used to create a confidential or integrity-protected communications channel amongst the entities. Beginning with the famous Diffie-Hellman protocol [19], a huge number of two-party key agreement protocols have been proposed (see [10] and [38, Chapter 12.6] for surveys). This reflects the fundamental nature of key exchange as a cryptographic primitive.

The situation where three or more parties share a secret key is often called conference keying. The three-party (or tripartite) case is of most practical importance not only because it is the most common size for electronic conferences but because it can be used to provide a range of services for two parties communicating. For example, a third party can be added to chair, or referee a conversation for ad hoc auditing, data recovery or escrow purposes.

One of the most exciting developments in recent years in the area of key agreement is Joux’s tripartite key agreement protocol [29]. This protocol makes
use of *pairings* on elliptic curves and requires each entity to transmit only a single broadcast message containing a short-term key. This should be contrasted with the obvious extension of the Diffie-Hellman protocol to three parties, which requires two broadcasts per entity. However, just like the raw Diffie-Hellman, protocol, Joux’s protocol is unauthenticated and suffers from man-in-the-middle attacks. See Section 3 for a description of Joux’s protocol and an overview of pairings on elliptic curves.

1.1 Our Contribution

In this paper we show how to transform Joux’s protocol into a secure tripartite protocol that still requires only a single broadcast per entity. In fact, we present four different one round, tripartite, authenticated key agreement (TAK) protocols in Section 4. These protocols all have the same protocol messages, but have different methods for calculating session keys from those messages. Our protocols are specifically designed to avoid the use of expensive signature computations. It is clear how to augment Joux’s protocol with signatures on the short-term keys so as to prevent man-in-the-middle attacks.

Note that we do not make the naive claim that the possibility of generating four different session keys from one protocol run means that our protocol is four times as efficient as other protocols – there are far better ways of deriving multiple session keys than this! Rather we present four protocols and analyze their different security properties. Our one round protocols build on Joux’s protocol and draw on ideas from the Unified Model [4], MTI [36] and MQV [32] protocols.

In Section 5, we consider proofs of security for our protocols. Our proofs use an adaptation of the Bellare-Rogaway model [7] to the public key setting. Our model is similar to that given by Blake-Wilson, Johnson and Menezes in [9] (though our model extends to the three-party situation, and our extension is different to that presented in the symmetric-key setting in [8]). Our proofs show that the first of the TAK protocols is secure and has perfect forward secrecy provided that the Bilinear Diffie-Hellman Problem (BDHP) is hard. This computational problem forms the basis for the security of the identity-based encryption scheme of [11] – see Section 6 for more details on the BDHP. We do not provide a proof of security for our other protocols. But we note that the MQV protocol, on which our fourth TAK protocol is modelled, has never been proven secure in any model, though it has been widely adopted for standardisation [2]. In view of the incomplete analysis currently available through provable approaches, we choose to supplement our proofs of security with ad hoc analysis in Section 6. This allows us to consider attacks on our protocols not included in the security model. In Section 7, we look at the scenario where one of the three parties is off-line. The protocol we give for this situation can be applied to key escrow with an off-line escrow agent.
In our penultimate section, Section 8, we examine pairing-based authenticated key agreement with key confirmation in the non-broadcast setting. The main point we make in that section is that a properly authenticated and key confirmed protocol based on pairings can be no more efficient (in terms of protocol passes) than the obvious extension of the station-to-station protocol [20] to three parties. Thus the apparent efficiency of Joux’s protocol is lost when it is made secure and when an appropriate measure of efficiency is used.

The final section, Section 9, contains some conclusions and ideas for future work.

1.2 Related Work and Version History

As we have already noted, our work builds on that of Joux [29], and our one round protocols draw upon the Unified Model [4], MTI [36] and MQV [32,33] protocols. The tripartite AKC non-broadcast protocol presented builds on the STS [20] protocol. Our security model is inspired by Blake-Wilson, Johnson and Menezes’ extension [9] of the Bellare-Rogaway model [7]. More recent work on models for secure protocols (in particular key agreement protocols) can be found in [6,14,16,17,44]. Work pertinent to the efficient implementation of our protocols can be found in [5,21,22]. Other work, reflecting the recent explosion of interest in using pairings to construct cryptographic schemes, can be found in [11,12,18,24,25,31,40,42,45].

This version of our paper includes some major improvements and changes to our original work [1]. In particular one of the protocols of [1], namely TAK-1 is proved to have perfect forward secrecy and another, TAK-2, is no longer explored in any detail because of a fatal man-in-the-middle attack that was discovered by Shim [43].

2 Protocol Goals and Attributes

Here we discuss the various desirable attributes and goals that one may wish a key agreement protocol to possess.

2.1 Extensional Security Goals

An extensional goal [3,41] for a protocol is defined to be a design goal that is independent of the protocol details. Here we list two desirable and widely-agreed extensional goals for key agreement protocols. Further discussion can be found in [38] Chapter 12. The first goal we try to achieve is implicit key authentication. This goal, if met, assures an entity that only the intended other entities can compute a particular key. This level of authentication results in what is known as an authenticated key agreement (AK) protocol. If each entity is also
assured that the intended other entities actually have computed the key, then the resulting protocol is called an authenticated key agreement with confirmation (AKC) protocol. Another goal is to provide a good key. This goal states that the key is selected uniformly at random from the key space, so that no adversary has an information-theoretic advantage when mounting a guessing strategy to determine the key.

2.2 Security Attributes

A number of desirable security attributes have been identified for key agreement protocols \[9,10,32,33\] and we borrow our definitions from these sources. Depending on the application scenario, these attributes can be vital in excluding realistic attacks.

**Known session key security.** A protocol is known session key secure if it still achieves its goal in the face of an adversary who has learned some previous session keys.

**(Perfect) forward secrecy.** A protocol enjoys forward secrecy if, when the long-term private keys of one or more entities are compromised, the secrecy of previous session keys is not affected. Perfect forward secrecy refers to the scenario when the long term private keys of all the participating entities are compromised.

**No key-compromise impersonation.** Suppose A’s long-term private key is disclosed. Then of course an adversary can impersonate A in any protocol in which A is identified by this key. We say that a protocol resists key-compromise impersonation when this loss does not enable an adversary to impersonate other entities as well and obtain the secret key.

**No unknown key-share.** In an unknown key-share attack, an adversary convinces a group of entities that they share a key with the adversary, whereas in fact the key is shared between the group and another party. This situation can be exploited in a number of ways by the adversary when the key is subsequently used to provide encryption or integrity \[30\].

**No key control.** It should not be possible for any of the participants (or an adversary) to force the session key to a preselected value or predict the value of the session key. (See \[39\] for a discussion of how protocol participants can partially force the values of keys to particular values and how to prevent this using commitments).

2.3 Further Attributes

Two important computational attributes are low computation overhead and the ability to perform precomputation. It may be desirable that one or more entities (perhaps with limited computational environments) should perform less computation than the others.
It is an advantage when a protocol has low communication overhead, which means that only a small amount of data is transmitted. Designing protocols with a minimal number of passes and rounds is always desirable. The number of passes is the total number of messages exchanged in the protocol. A round consists of all the messages that can be sent and received in parallel within one time unit. A broadcast message is a message that is sent to every party in a protocol. These notions of communication complexity are each more or less appropriate depending on the particular network architecture that is in use. For example, wireless systems operate exclusively in broadcast mode, so that every packet is simultaneously available to all nodes. Then the number of rounds and broadcasts is a more natural way of measuring a protocol’s communication complexity. On the other hand, the Internet Protocol running over a public network like the internet usually makes use of point-to-point communications, and then the number of passes is the right measure. As we shall see with Joux’s protocol, communication advantages that a protocol apparently possesses can disappear when one either considers a different network architecture or more stringent security requirements.

If the messages transmitted in a protocol are independent of each other, in the sense that they can be sent and received in any order, then the protocol is message independent. A protocol is role symmetric when messages transmitted and computations performed by all the entities have the same structure. In the context of public key cryptography, short-term public keys (or values) are generally only used once to establish a session, and are sometimes called ephemeral keys. On the other hand, long-term public keys are static keys used primarily to authenticate the protocol participants.

2.4 Attacks

An attack occurs when the intended goals of a protocol are not met or the desired security attributes do not hold. A passive attack occurs when an adversary can prevent the protocol from accomplishing its goals by simply observing the protocol runs. Conversely, an active attack is one in which the adversary may delete, inject, alter or redirect messages, by interleaving multiple instantiations of the same protocol and the like. The formal model of security that we introduce in Section 5 is powerful enough to capture many kinds of active attack.

3 Key Agreement via Pairings on Elliptic Curves

Here, we briefly review some background on pairings on elliptic curves, and then present Joux’s protocol [29].

3.1 Pairings

We use the same notation as in [12]. We let $G_1$ be an additive group of prime order $q$ and $G_2$ be a multiplicative group of the same order $q$. We assume the
existence of an efficiently computable bilinear map $\hat{e}$ from $G_1 \times G_1$ to $G_2$. Typically, $G_1$ will be a subgroup of the group of points on an elliptic curve over a finite field, $G_2$ will be a subgroup of the multiplicative group of a related finite field and the map $\hat{e}$ will be derived from either the Weil or Tate pairing on the elliptic curve. We also assume that an element $P \in G_1$ satisfying $\hat{e}(P, P) \neq 1_{G_2}$ is known. By $\hat{e}$ being bilinear, we mean that for $Q, W, Z \in G_1$, both

$$\hat{e}(Q, W + Z) = \hat{e}(Q, W) \cdot \hat{e}(Q, Z) \quad \text{and} \quad \hat{e}(Q + W, Z) = \hat{e}(Q, Z) \cdot \hat{e}(W, Z)$$

hold.

When $a \in \mathbb{Z}_q$ and $Q \in G_1$, we write $aQ$ for $Q$ added to itself $a$ times, also called scalar multiplication of $Q$ by $a$. As a consequence of bilinearity, we have that, for any $Q, W \in G_1$ and $a, b \in \mathbb{Z}_q$:

$$\hat{e}(aQ, bW) = \hat{e}(Q, W)^{ab} = \hat{e}(abQ, W) = \ldots$$

a fact that will be used repeatedly in the sequel without comment.

We refer to [5,12,11,21,22] for a more comprehensive description of how these groups, pairings and other parameters should be selected in practice for efficiency and security. We simply assume in what follows that suitable groups $G_1$ and $G_2$, a map $\hat{e}$ and an element $P \in G_1$ have been chosen, and that elements of $G_1$ and $G_2$ can be represented by bit strings of the appropriate lengths. We note that the computations that need to be carried out by entities in our protocols will always involve pairing computations, and that the complexity of these will generally dominate any other calculations. However, with recent advances in efficient implementation of pairings, [5,22], the complexity of a pairing computation is now of a similar order to that of elliptic curve point multiplication.

### 3.2 Joux’s Protocol

In [29], Joux introduced a very simple and elegant one-round protocol in which the secret session key for three parties could be created using just one broadcast per entity. In Joux’s protocol, $a, b, c \in \mathbb{Z}_q^*$ are selected uniformly at random by $A$, $B$ and $C$ respectively. The ordering of protocol messages is unimportant and any of the three entities can initiate the protocol. In all the protocol messages “Sends to” is denoted by “→”.

**Protocol messages:**

- $A \rightarrow B, C$: $aP$ \hspace{1cm} (1)
- $B \rightarrow A, C$: $bP$ \hspace{1cm} (2)
- $C \rightarrow A, B$: $cP$ \hspace{1cm} (3)

**Protocol 1 (Joux’s one round protocol).**

---

1. The reader will notice that our version of Joux’s protocol is simpler than the original. It uses a modified pairing such that $\hat{e}(P, P) \neq 1$; this allows us to avoid sending two points per participant.
Protocol description: Once the communication is over, $A$ computes $K_A = \hat{e}(bP, cP)^a$, $B$ computes $K_B = \hat{e}(aP, cP)^b$ and $C$ computes $K_C = \hat{e}(aP, bP)^c$. By bilinearity of $\hat{e}$, these are all equal to $K_{ABC} = \hat{e}(P, P)^{abc}$. This can serve as the secret key shared by $A$, $B$ and $C$.

Although not explicitly mentioned in [29], the success of this protocol in achieving its aim of agreeing a good key for the three entities in the face of passive adversaries is related to the hardness of the Bilinear Diffie-Hellman problem (BDHP) for the pair of groups $G_1$, $G_2$. This problem, formalised in [12], can be stated as:

Given $P, aP, bP, cP$ with $a$, $b$ and $c$ chosen uniformly at random from $\mathbb{Z}_q^*$, compute $\hat{e}(P, P)^{abc}$.

More properly, the session key should be derived by applying a suitable key derivation function to the quantity $\hat{e}(P, P)^{abc}$. For otherwise, an attacker might be able to get partial information about session keys even if the BDHP is hard. This motivates study of hard bits for the BDHP [23].

It is known that the BDHP is no harder than the computational Diffie-Hellman problems in either $G_1$ or $G_2$. The reverse relationship is not known. Typically then, one chooses parameters so that $G_1$, a subgroup of the group of points on an elliptic curve, has around $2^{160}$ elements and so that $G_2$ is a subgroup of $\mathbb{F}_r$ where $r$ has roughly 1024 bits. See [12,21] for details.

Unfortunately just like the unauthenticated two-party Diffie-Hellman protocol, Joux’s protocol is subject to a simple man-in-the-middle attack. The attack is easily realised, and allows an adversary $E$ to masquerade as any entity to any other entity in the network. We leave the construction of such an attack as a straightforward exercise.

4 One Round Tripartite Authenticated Key Agreement Protocols

The advantage of Joux’s tripartite protocol over any previous tripartite key agreement protocol is that a session key can be established in just one round. The disadvantage is that this key is not authenticated, and this allows a man-in-the-middle attack.

In this section, we develop protocols which also need just one round, but which provide a key which is implicitly authenticated to all entities. Our AK protocols are generalisations of the standardised [22,24] Unified Model protocol [4], the MTI family of protocols [36] and the MQV protocol [32,33] to the setting of pairings. In fact we present a single protocol with four different methods for deriving a session key.

In order to provide session key authentication, some form of authenticated long-term private/public key pairs are needed. As with the other protocols, a certification authority (CA) is used in the initial set-up stage to provide certifi-
cates which bind users’ identities to long-term keys. The certificate for entity $A$ will be of the form: $\text{Cert}_A = (I_A || \mu_A || P || S_{CA}(I_A || \mu_A || P))$. Here $I_A$ denotes the identity string of $A$, $||$ denotes the concatenation of data items, and $S_{CA}$ denotes the CA’s signature. Entity $A$’s long-term public key is $\mu_A = xP$, where $x \in \mathbb{Z}_q^*$ is the long-term private key of $A$. Element $P$ is a public value and is included in order to specify which element is used to construct $\mu_A$ and the short-term public values. Similarly $\text{Cert}_B$ and $\text{Cert}_C$ are the certificates for entities $B$ and $C$, with $\mu_B = yP$ and $\mu_C = zP$ as their long-term public keys. Certificates could contain further information, such as validity periods.

As usual, in the protocol below, short-term keys $a, b, c \in \mathbb{Z}_q^*$ are selected uniformly at random by $A$, $B$ and $C$ respectively.

**Protocol messages:**

$A \rightarrow B, C$: $aP || \text{Cert}_A$ (1)

$B \rightarrow A, C$: $bP || \text{Cert}_B$ (2)

$C \rightarrow A, B$: $cP || \text{Cert}_C$ (3)

**Protocol 2** (Tripartite Authenticated Key Agreement (TAK) protocol).

**Protocol description:** An entity $A$ broadcasting to $B$ and $C$, sends his fresh short-term public value $aP$ along with a certificate $\text{Cert}_A$ containing his long-term public key. Corresponding values and certificates are broadcast by $B$ and $C$ to $A, C$ and $A, B$ respectively. Notice that the protocol messages are just the same as in Joux’s protocol, except for the addition of certificates. Each party verifies the authenticity of the two certificates he receives. If any check fails, the protocol should be aborted. When no check fails, one of four possible session keys described below should be computed. Below, $H$ denotes a suitable hash function.

**TAK key generation:**

1. **Type 1 (TAK-1):**

The keys computed by the entities are:

$K_A = H(\hat{e}(bP, cP)^a \cdot \hat{e}(yP, zP)^x)$,

$K_B = H(\hat{e}(aP, cP)^b \cdot \hat{e}(xP, zP)^y)$,

$K_C = H(\hat{e}(aP, bP)^c \cdot \hat{e}(xP, yP)^z)$.

By bilinearity, all parties now share the session key

$K_{ABC} = H(\hat{e}(P, P)^{abc} || \hat{e}(P, P)^{xyz})$.

2. **Type 2 (TAK-2):**

The keys computed by the entities are:

$K_A = \hat{e}(bP, zP)^a \cdot \hat{e}(yP, cP)^a \cdot \hat{e}(bP, cP)^z$,

$K_B = \hat{e}(aP, zP)^b \cdot \hat{e}(xP, cP)^b \cdot \hat{e}(aP, cP)^y$,

$K_C = \hat{e}(aP, yP)^c \cdot \hat{e}(xP, bP)^c \cdot \hat{e}(aP, bP)^z$.

The session key is $K_{ABC} = \hat{e}(P, P)^{(ab)x + (ac)y + (bc)z}$. 


3. **Type 3 (TAK-3):**

The keys computed by the entities are:

\[ K_A = \hat{e}(yP, cP)^x \cdot \hat{e}(bP, zP)^z \cdot \hat{e}(yP, zP)^a, \]
\[ K_B = \hat{e}(aP, zP)^y \cdot \hat{e}(xP, cP)^y \cdot \hat{e}(xP, zP)^b, \]
\[ K_C = \hat{e}(aP, yP)^z \cdot \hat{e}(xP, bP)^z \cdot \hat{e}(xP, yP)^c. \]

The session key is \( K_{ABC} = \hat{e}(P, P)^{(xy)(yz)(xz)}. \)

4. **Type 4 (TAK-4):**

The keys computed by the entities are:

\[ K_A = \hat{e}(bP + H(bP \parallel yP) yP, cP + H(cP \parallel zP) zP)^a + H(aP \parallel xP)^x, \]
\[ K_B = \hat{e}(aP + H(aP \parallel xP) xP, cP + H(cP \parallel zP) zP)^b + H(bP \parallel yP)^y, \]
\[ K_C = \hat{e}(aP + H(aP \parallel xP) xP, bP + H(bP \parallel yP) yP)^c + H(cP \parallel zP)^z. \]

The session key is \( K_{ABC} = \hat{e}(P, P)^{(a + H(aP \parallel xP) xP)(b + H(bP \parallel yP) yP)(c + H(cP \parallel zP) zP)}. \)

**Notes:**

- Joux’s protocol \cite{29} and our protocols are all vulnerable ‘small subgroup’ attacks and variants of them observed by Lim and Lee \cite{34}. To protect against this, a verification algorithm should be applied by each entity to ensure that their received elements are actually in \( G_1. \) This is fairly cheap to do when \( G_1 \) is an elliptic curve group.
- In all four cases, key generation is role symmetric and each entity uses knowledge of both short-term and long-term keys to produce a unique shared secret key. No party has control over the resulting session key \( K_{ABC} \) and if any one of \( a, b, c \) is chosen uniformly at random, then \( K_{ABC} \) is a random element of \( G_2. \) Of course delays in receipt of messages from the last entity should not be tolerated by the other entities, because after the last entity sees all the other participants’ messages he is capable of fixing a small number of bits in the final shared secret key. See \cite{39} for more details.
- Since all four keys are created after transmitting the same protocol messages, the communication overhead of each protocol version is identical. However, TAK-2 and TAK-3 key generation require more computation compared to TAK-1: in the former, each entity must make three pairing calculations, with the latter, just two. Better still, TAK-4 requires only a single pairing computation per entity. Protocols TAK-1 and TAK-3 can exploit pre-computation if entities know in advance with whom they will be sharing a key. In TAK-1, all entities can pre-compute the term \( \hat{e}(P, P)^{xyz}. \) With TAK-3, \( A \) can pre-compute \( \hat{e}(P, P)^{ayz}, \) with similar pre-computations for \( B \) and \( C. \) However, these terms cannot be re-used because fresh \( a, b \) and \( c \) should be used in each new protocol session.

**Rationale for the TAK keys’ algebraic forms:**

- Protocol TAK-1 is analogous to the Unified Model protocol, whilst protocols TAK-2 and TAK-3 have their roots in the MTI/A0 protocol. The
Unified Model protocol is similar to the MTI protocols but utilises a hash function $H$ with concatenation to combine various components, instead of a multiplication. The MTI-like variant of TAK-1, in which the agreed key is $K_{ABC} = \hat{e}(P, P)^{abc+xyz}$, suffers from a severe form of key-compromise impersonation attack. This attack does not require the adversary to learn a long-term private key. Rather, the adversary only needs to obtain a session key and one of the short-term secret values used in a protocol run to mount the attack. It would be prudent to derive session (and MAC keys for key confirmation if desired) by applying a hash function to each $K_{ABC}$. This would prevent problems arising from the possible existence of relatively easy bits in the BDHP. Using a hash function in TAK-1 has the additional benefit that it allows a security proof to be given (assuming $H$ is modelled by a random oracle) – see Section 5.

Protocol TAK-4 is modelled on the MQV protocol but avoids that protocol’s unknown key-share weakness [30] by using a hash function $H$ to combine long-term and short-term private keys. Here $H$’s output is assumed to be onto $\mathbb{Z}_q^*$. Note that the protocol resulting from omission of this hash function produces the key $K_{ABC} = \hat{e}(P, P)^{(a+x)(b+y)(c+z)}$. However, this version of the protocol suffers from an unknown key-share weakness similar to that presented for the MQV protocol in [30], wherein the attacker does know the private key corresponding to his registered public key. As a consequence, this attack cannot be prevented by requiring the adversary to provide a proof of possession for her private key as part of the registration process. See Section 6.3 for further discussion of unknown key-share attacks.

Other MTI-like protocols can be produced if $A$, $B$ and $C$ broadcast the ordered pairs $a \cdot z \cdot P \parallel a \cdot z \cdot P$, $b \cdot x \cdot P \parallel b \cdot z \cdot P$ and $c \cdot x \cdot P \parallel c \cdot y \cdot P$ respectively (along with the appropriate certificates). This protocol can be used to produce the MTI/C0-like shared secret key $K_{ABC} = \hat{e}(P, P)^{abc}$, which for example $A$ calculates by $K_{ABC} = \hat{e}(b \cdot x \cdot P, c \cdot x \cdot P)^{a \cdot x \cdot z}$. It can also be used to produce the MTI/B0-like shared secret key $K_{ABC} = \hat{e}(P, P)^{ab+bc+ca}$, which $A$ can calculate by $K_{ABC} = \hat{e}(b \cdot x \cdot P, c \cdot x \cdot P)^{a \cdot x \cdot z} \cdot \hat{e}(P, b \cdot x \cdot P)^{a \cdot x \cdot z} \cdot \hat{e}(P, c \cdot x \cdot P)^{a \cdot x \cdot z}$. Although these protocols produce a key with forward secrecy, we do not consider them further here because they require significantly higher bandwidth and do not offer a security advantage over our other protocols. For example, both protocols suffer from key compromise impersonation attacks and the MTI/C0 analogue is also vulnerable to known session key attacks.

Our TAK protocols include long-term private keys in the computation of each $K_{ABC}$ in order to prevent man-in-the-middle attacks. Shim [43], however, has shown that simply involving the long-term keys is not sufficient to prevent a man-in-the-middle attack on TAK-2. Due to this severe vulnerability in the TAK-2 protocol, its security will not be discussed further. The TAK-2 protocol should be avoided and merely remains in this section of the paper for completeness and to provide a contrast with our other protocols. For the remaining protocols, other forms of active attack can still occur. We consider such attacks on a case-by-case basis in Section 6 after considering proofs of security.
5 Security Proofs

In this section, we introduce a security model for TAK protocols, and consider in detail the security of protocol TAK-1 in this model.

Our model is similar to those introduced in [7] and [9], with some simplifications that are possible because of the one round nature of our TAK protocols. In particular, we avoid the use of matching conversations (and session IDs introduced in later work [6]). Rather than fully describing our model, we highlight the differences to previous work.

Let $k$ be a security parameter. As usual, we assume a set $I = \{1, 2, \ldots, T_1(k)\}$ of protocol participants, where $T_1(k)$ is a polynomial bound in $k$ on the number of participants. We will also use $A, B, C, \ldots$ to refer to protocol participants, while $E$ is reserved for our adversary (who is not a participant). Each participant $A$ is modelled by an oracle $\Pi^s_A$, which the adversary $E$ can query at will. Here, $s$ is a session number, that determines which random tape $\Pi^s_A$ will use. In previous work, oracles were of the form $\Pi^s_{i,j}$ and modelled messages sent from participant $i$ to participant $j$ in session $s$. We remove this dependence on receiving parties; in all our protocols, all messages are broadcast.

Oracles exist in one of several possible states $\text{Accept}$, $\text{Reject}$, or $\ast$. In our protocols, an oracle accepts only after receipt of two properly formulated messages (containing different certificates to its own) and the transmission of two messages, not necessarily in that order (and with the received messages possibly originating from the adversary and not the oracles identified in the certificates in those messages). When an oracle accepts, we assume it accepts holding a session key $K$ that is $k$ bits in length. We also assume there is a key generation process $\mathcal{G}$ which produces a description of groups $G_1$ and $G_2$ and the map $\hat{e}$, assigns random tapes and oracles as necessary, distributes long-term private keys to participants, and prepares certificated long-term public keys.

(Thus our model assumes a perfect certification process and does not capture attacks based on registration weaknesses like those described in Section 6.3). As usual, the benign adversary is defined to be one that simply passes messages to and fro between participants.

Adversary $E$ is assumed to have complete control over the network, and we allow $E$ to make three kinds of query to an oracle $\Pi_A^s$: $\text{Send}$, $\text{Reveal}$ and $\text{Corrupt}$. These have the usual meanings, as per [9]: $\text{Send}$ allows the adversary to send a message of her choice to $\Pi_A^s$ and to record the response, or to induce $\Pi_A^s$ to initiate a protocol run with participants of $E$’s choosing. $\text{Reveal}$ reveals the session key (if any) held by $\Pi_A^s$, while $\text{Corrupt}$ produces the long-term private key of the oracle. Notice that when making a $\text{Send}$ query, $E$ does not need to specify the intended recipients of the oracle’s reply. This is because, in our protocols, the oracle’s replies are independent of these recipients anyway. In fact $E$ can relay these messages to any party of her choosing.

In our TAK protocols, each party sends the same message to two other participants and receives two messages from those participants. In our model, we
say that three oracles $\Pi_A^s$, $\Pi_B^t$ and $\Pi_C^u$ have participated in a matched session if they have received messages exclusively generated by one another (via the adversary). In other words, the two messages that $\Pi_A^s$ has received are those generated by $\Pi_B^t$ and $\Pi_C^u$, and these are the two oracles and sessions which received the single message from $\Pi_A^s$, and likewise for the other two participants.

In addition to the above queries, we allow $E$ to make one further Test query of one of the oracles $\Pi_A^s$ at any point during her attack. This oracle must be fresh: it must have accepted, not have been subject to a Reveal query, be uncorrupted, not have participated in a matched session with any revealed oracle, and not have received messages containing the certificate of a corrupted oracle. The reply to this Test query is either the session key $K$ held by the oracle, or a random $k$-bit string, the choice depending on a fair coin toss. The adversary's advantage, denoted $\text{advantage}_E(k)$, is the probability that $E$ can distinguish $K$ from the random string. Notice that we remove the unnatural restriction in earlier models [7,9] that this Test query be the adversary’s last interaction with the model.

As usual, a function $\epsilon(k)$ is negligible, if for every $c > 0$ there exists a $k_c > 0$ such that for all $k > k_c$, $\epsilon(k) > k^{-c}$.

We say that a protocol is a secure TAK protocol if:

1. In the presence of the benign adversary, and when oracles participate in a matched session, all the oracles always accept holding the same session key, which is distributed randomly and uniformly on $\{0, 1\}^k$.
2. If uncorrupted oracles $\Pi_A^s$, $\Pi_B^t$ and $\Pi_C^u$ participate in a matched session, then all three oracles accept and hold the same session key, which is again uniformly distributed on $\{0, 1\}^k$.
3. $\text{advantage}_E(k)$ is negligible.

The first condition is that a secure TAK protocol does indeed distribute a key of the correct form. The second condition ensures that this remains true even if all other oracles are corrupted. The last condition says that no adversary can obtain any information about the session key held by a fresh oracle.

With the description of our security model in hand, we now state:

**Theorem 1.** Protocol TAK-1 is a secure TAK protocol, assuming that the adversary makes no Reveal queries, that the Bilinear Diffie-Hellman problem (for the pair of groups $\mathbb{G}_1$ and $\mathbb{G}_2$) is hard and provided that $H$ is a random oracle.

We prove this theorem in Appendix A.
 Thus $P_A$ will have calculated a session key in common with $P_B$, $P_C$. We further assume that none of these three oracles has been the subject of a Reveal query. However, any or all of the oracles $P_A$, $P_B$, $P_C$ may be corrupted at any point in $E$’s attack. In response to $E$’s query, $E$ is given the long-term private keys for $P_A$, $P_B$ and $P_C$ (these oracles are now effectively corrupted). Adversary $E$ is also given either the session key $K$ held by $P_A$, or a random $k$-bit string, the choice depending on a fair coin toss. The adversary’s advantage, denoted $advantage^{E,f_s}(k)$, is the probability that $E$ can distinguish $K$ from the random string. Again, the Test query need not be the adversary’s last interaction with the model.

We say that a TAK protocol has perfect forward secrecy if, in the above game, $advantage^{E,f_s}(k)$ is negligible.

**Theorem 2.** Protocol TAK-1 has perfect forward secrecy, assuming that the adversary makes no Reveal queries, that the Bilinear Diffie-Hellman problem (for the pair of groups $G_1$ and $G_2$) is hard and provided that $H$ is a random oracle.

The proof of this theorem is given in Appendix A.

We comment on the significance of Theorems 1 and 2. We emphasise that our proofs of security do not allow the adversary to make Reveal queries of oracles. This means that our proof does not capture known session-key attacks. In fact protocol TAK-1 is vulnerable to a simple attack of this type. We describe the attack in full in Appendix B. The attack only works on TAK-1 because of the symmetry of the short-term components, and attacks of this type do not appear to apply to TAK-2, TAK-3 or TAK-4. The attack is analogous to known session key attacks well-understood for other protocols (see the comments following [9, Theorem 11] for an example).

In Section 8.1, we consider a confirmed version of Joux’s protocol. This is obtained in the usual way, by adding three confirmation messages (which are piggy-backed on other messages in a non-broadcast environment), one for each protocol participant. The confirmation messages use encryptions and signatures; these could be replaced with MACs using keys derived from the short term values exchanged during the protocol run. We expect that the techniques used to prove the security of Protocol 2 of [9] could be adapted to prove that the described confirmed version of TAK-1 is indeed a secure AKC protocol.

Finally, the techniques used to prove Theorems 1 and 2 do not appear to extend to our other protocols. Nor has any security proof yet appeared for the MQV protocol (on which TAK-4 is based), although the MQV protocol is widely believed to be secure and has been standardised [23,27,28]. In any case, as we shall see in the next section, current security models do not handle all the reasonable attack types and so need to be augmented by ad hoc analysis.
6 Heuristic Security Analysis of TAK Protocols

We present a variety of attacks on the three TAK protocols that are not captured by the security models of the previous section. These are mostly inspired by earlier attacks on the two-party MTI protocols. Following this analysis, we summarise the security attributes of our TAK protocols in Table 1. In this section, we use $E_A$ to indicate that the adversary $E$ is impersonating $A$ in sending or receiving messages intended for or originating from $A$. Similarly, $E_{B,C}$ denotes an adversary impersonating both $B$ and $C$.

6.1 Key-Compromise Impersonation Attack on TAK-1

We present a key-compromise impersonation attack that occurs when $E$ can obtain the long-term private key of one of the entities. Suppose $E$ has obtained $x$, $A$’s long-term private key. Then $E$ can calculate $\hat{e}(P, P)^{x y^2}$ using $x$ and public data in $B$ and $C$’s certificates. Knowledge of this value now allows $E$ to impersonate any entity engaging in a TAK-1 protocol run with $A$ (and not just $A$).

These kinds of attacks do not appear to apply to TAK-3 or TAK-4 because of the combinations of long-term and short-term key components in computing $K_{ABC}$ used in those protocols. However, Shim [43] presented ‘partial key compromise impersonation attacks’ on TAK-3 and TAK-4. These attacks use $A$’s long-term key to impersonate $C$ to $B$. However, $A$ does not compute the same session key as $B$ and $C$ do, and the adversary does not learn $A$’s session key. So this attack is only meaningful in the scenario where $A$ does not then use its session key to communicate with $B$ or $C$ (but $B$ and $C$ use their version of the key to communicate with one another). In the attack, the adversary has $A$’s long-term key and replaces $A$’s short-term key in the protocol run. It is therefore not surprising that $B$ will compute a key that the adversary can also compute. Indeed this attack is tantamount to a simple impersonation attack on $A$ by the adversary.

In fact, no implicitly authenticated conference key agreement protocol, which broadcasts only certificates and short-term values, can prevent an adversary from mounting a ‘partial key compromise impersonation attack’ of the type described by Shim [43]. This is because preventing such an adversary is equivalent to preventing an adversary from impersonating an entity with knowledge of that entity’s long-term and short-term keys. This is of course impossible. Given that not all the entities compute a common shared key in a partial key compromise attack, key confirmation (using MACs and the shared key, say) is sufficient to prevent this form of attack.

6.2 Forward Secrecy Weakness in TAK-3

As we saw in Theorem 2, TAK-1 has perfect forward secrecy. Protocol TAK-4 also appears to have this property because the key $K_{ABC}$ agreed also includes the
component $\hat{e}(P,P)^{abc}$. However, it is straightforward to see that if an adversary obtains two long-term private keys in TAK-3 then she has the ability to obtain old session keys (assuming she keeps a record of the public values $aP,bP,cP$). Thus TAK-3 does not enjoy forward secrecy. The protocol can be made into a perfectly forward secret protocol, at extra computational cost, by using the key $K_{ABC} \cdot \hat{e}(P,P)^{abc}$ in place of the key $K_{ABC}$.

6.3 Unknown Key-Share Attacks

A basic source substitution attack applies to all our TAK protocols. It utilises a potential registration weakness for public keys to create fraudulent certificates

Adversary $E$ registers $A$’s public key $\mu_A$ as her own, creating $\text{Cert}_E = (I_E|\mu_A||P|\text{S}_CA(I_E||\mu_A||P))$. Then she intercepts $A$’s message $aP||\text{Cert}_A$ and replaces $\text{Cert}_A$ with her own certificate $\text{Cert}_E$. Note that $E$ registered the $A$’s long-term public key $xP$ as her own without knowing the value of $x$. Therefore she cannot learn the key $K_{ABC}$. However, $B$ and $C$ are fooled into thinking they have agreed a key with $E$, when in fact they have agreed a key with $A$. They will interpret any subsequent encrypted messages emanating from $A$ as coming from $E$. This basic attack could be eliminated if the CA does not allow two entities to register the same long-term public key. However, this solution may not scale well to large or distributed systems. A better solution is discussed after highlighting another type of source substitution attack.

A second source substitution attack can be applied to TAK-3. Even if the CA does the previous check, the adversary can still obtain a $\text{Cert}_E$ from the CA which contains a component $\mu_E$ which is a multiple of $\mu_A$. The adversary can then alter the short-term keys in subsequent protocol messages by appropriate multiples. As with the last attack the adversary does not create the shared key. Rather, the attack gives her the ability to fool two participants $B$, $C$ into believing messages came from her rather then from the third (honest) participant $A$. This attack is described in Appendix C.

The adversary in our attacks does not know her long term private key. Therefore, all these source substitution attacks are easily prevented if the CA insists that each registering party provides a proof of possession of his private key when registering a public key. This can be achieved using a variety of methods. For example, one might use zero-knowledge techniques or regard the pair $(x,xP)$ as an ECDSA signature key pair and have the registering party sign a message of the CA’s choice using this key pair. As an alternative, identities can be included in the key derivation function to prevent unknown key-share attacks.

6.4 Insider and Other Attacks

Certain new kinds of insider attack must be considered when we move to tripartite protocols. For example, an insider $A$ might be able to fool $B$ into believing
that they have participated in a protocol run with $C$, when in fact $C$ has not been active. An active $A$ can do this easily in our TAK protocols, simply by choosing $C$’s value $cP$ and injecting it into the network along with $C$’s certificate and stopping $B$’s message from reaching $C$. This kind of attack can have serious consequences for tripartite protocols: for example, if $C$ acts as an on-line escrow agent, then $B$ believes a shared key has been properly escrowed with $C$ when in fact it has not. On the other hand, when $C$ acts as an off-line escrow agent, as in the protocol we describe in Section 7, this insider attack is only significant if $C$ is providing an auditing function. This lack of auditability is actually beneficial if protocol participants want to have a deniability property, as in protocols like IKE, IKEv2 and JFK [26].

Attacks of this type can be prevented in a number of ways. Adding a confirmation phase, as we do in Section 8, prevents them. An alternative requires a complete protocol re-design, but maintains a one round broadcast protocol: simply use the long-term keys to sign short-term values (rather than combining them with short-term keys as in our TAK protocols) and agree the key $\tilde{e}(P,P)^{abc}$. This approach requires each participant to maintain a log of all short-term values used, or to use synchronized clocks and time-stamps, to prevent an attacker simply replaying an old message. This requirement along with the need to create and verify signatures for each protocol run makes this solution somewhat unwieldy.

We note that Shim [43] has also found a rather theoretical ‘known-key conspiracy attack’ on TAK-2. This appears to be what we have called a known session key attack, but it requires two adversaries to conspire and to reveal three session keys. A similar attack can also be found on TAK-3, but is easily prevented if TAK-3 is augmented with a key derivation function.

In addition to the above attacks, we note that TAK-3 is vulnerable to a triangle attack of the type introduced by Burmester [15]. We do not include it here, as it is somewhat theoretical in nature.

6.5 Security Summary

Table 1 compares the security attributes that we believe our protocols TAK-1, TAK-2, TAK-3 and TAK-4 to possess. We have also included a comparison with the ‘raw’ Joux protocol.

Based on this table and the analysis in Section 5, we recommend the use of protocol TAK-4 or protocol TAK-3 along with pre-computation (in the event that the use of a hash function is not desirable). If perfect forward secrecy is also required, then TAK-3 can be modified as described in Section 6.2. Protocol TAK-4 has the additional benefit of being the most computationally efficient of all our protocols. Of course, robust certification is needed for all of our TAK protocols in order to avoid unknown key-share attacks.
Table 1. Comparison of security goals and attributes for one round tripartite key agreement protocols.

<table>
<thead>
<tr>
<th>Security Goal / Attribute</th>
<th>JouX</th>
<th>TAK-1</th>
<th>TAK-2</th>
<th>TAK-3</th>
<th>TAK-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implicit key authentication</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Known session key secure</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes(i) Yes</td>
<td></td>
</tr>
<tr>
<td>Perfect forward secrecy</td>
<td>n/a</td>
<td>Yes</td>
<td>No</td>
<td>No( iii) Yes</td>
<td></td>
</tr>
<tr>
<td>Key-compromise impersonation secure</td>
<td>n/a</td>
<td>No</td>
<td>No</td>
<td>Yes(iv) Yes(vi)</td>
<td></td>
</tr>
<tr>
<td>Unknown key-share secure</td>
<td>No</td>
<td>Yes(v) Yes(vi) Yes(vi) Yes(vii) Yes(vii)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(i) See Appendix B.
(ii) Only when a key derivation function is used; see Section 6.3.
(iii) No forward secrecy when two long-term private keys are compromised, but still has forward secrecy if only one is compromised.
(iv) Note, however, that Shim [43] has found a ‘partial key compromise impersonation attack’ on this scheme.
(v) If the CA checks that public keys are only registered once, and if inconvenient use (vi).
(vi) If the CA verifies that each user is in possession of the long-term private key corresponding to his public key.

7 Tripartite Protocols with One Offline Party

As we mentioned in the introduction, there is an application of tripartite key exchange protocols to the two-party case when one of the parties acts as an escrow agent. It may be more convenient that this agent be off-line, meaning that he receives messages but is not required to send any messages. In this section, we adapt our earlier protocols to this situation. The protocol below is a modified version of TAK-4. We assume that C is the off-line party and that C’s certificate CertC is pre-distributed, or is readily available to A and B.

Protocol messages:
- $A \rightarrow B, C$: $aP || \text{Cert}_A$ (1)
- $B \rightarrow A, C$: $bP || \text{Cert}_B$ (2)

Protocol 6 (Off-line TAK protocol).

Protocol description: The protocol is as in TAK-4, but without the participation of C. Entities A and B use C’s long-term public key $zP$ in place of his short-term public value $cP$ when calculating the session key. Thus, the session key computations carried out by the entities is $K_{ABC} = \hat{e}(P, P)^{(a+H(\hat{e}(P, zP))e)}(b+H(bP) || uP) || (z)$. Note that C can compute the key when required.

This protocol is resistant to all the previous attacks except the simple source substitution attack which is easily thwarted via robust registration procedures. It also has forward secrecy, obviously except when private key $z$ is compromised.
Here $z$ can be viewed as an independent master key, which can be regularly updated along with the corresponding certificate.

8 Non-Broadcast, Tripartite AKC Protocols

Up to this point, we have considered protocols that are efficient in the broadcast setting; they have all required the transmission of one broadcast message per participant. As we mentioned in the introduction, the number of broadcasts is not always the most relevant measure of a protocol's use of communications bandwidth. A good example is the basic broadcast Joux protocol, which offers neither authentication nor confirmation of keys and requires six passes in a non-broadcast network. In this section we introduce a pairing-based tripartite key agreement protocol that also requires six passes, but that offers both key confirmation and key authentication, i.e. is an AKC protocol. We show that any such protocol requires at least six passes. We then compare our protocol to a tripartite version of the station-to-station protocol [20].

8.1 A Six Pass Pairing-Based AKC Protocol

Our notation in describing our pairing-based tripartite, authenticated key agreement with key confirmation (TAKC) protocol is largely as before. Additionally, $S_A(\sigma)$ denotes $A$'s signature on the string $\sigma$. We assume now that the CA’s certificate Cert$_A$ contains $A$’s signature verification key. Also $E_K(\sigma)$ denotes encryption of string $\sigma$ using a symmetric algorithm and key $K$, and $\chi$ denotes the string $aP \parallel bP \parallel cP$.

Protocol messages:
- $A \rightarrow B$: $aP||\text{Cert}_A$ (1)
- $B \rightarrow C$: $aP||\text{Cert}_A||bP||\text{Cert}_B$ (2)
- $C \rightarrow A$: $bP||\text{Cert}_B||cP||E_{K_{ABC}}(S_C(I_A||I_B||\chi))$ (3)
- $A \rightarrow B$: $cP||\text{Cert}_C||E_{K_{ABC}}(S_C(I_A||I_B||\chi))||E_{K_{ABC}}(S_A(I_B||I_C||\chi))$ (4)
- $B \rightarrow C$: $E_{K_{ABC}}(S_A(I_B||I_C||\chi))||E_{K_{ABC}}(S_B(I_A||I_C||\chi))$ (5)
- $B \rightarrow A$: $E_{K_{ABC}}(S_B(I_A||I_C||\chi))$ (6)

Protocol 3 (TAKC protocol from pairings).

Protocol description: Entity $A$ initiates the protocol execution with message (1). After receiving message (2), entity $C$ is able to calculate the session key $K_{ABC} = \hat{e}(P,P)^{abc}$. The same session key is calculated after receiving messages (3) and (4), for $A$ and $B$ respectively. Messages (3) and onwards contain signatures on the short-term values and identities in the particular protocol run. This provides key authenticity. These signatures are transmitted in encrypted form using the session key $K_{ABC}$ and this provides key confirmation. The confirmations from $C$ to $B$, $A$ to $C$ and $B$ to $A$ are piggy-backed and forwarded by
the intermediate party in messages (3), (4) and (5) respectively. More properly, encryptions should use a key derived from $K_{ABC}$ rather than $K_{ABC}$ itself. The symmetric encryptions can be replaced by appending MACs to the signatures with the usual safeguards.

If the expected recipients’ identities were not included in the signatures this protocol would be vulnerable to an extension of an attack due to Lowe[35]. This attack exploits an authentication error and allows a limited form of unknown key-share attack. To perform it, we assume adversary $D$ has control of the network. The attack is as follows.

1. $D_C$ intercepts message (2), then $D$ forwards (2) replacing $\text{Cert}_B$ with $\text{Cert}_D$ to $C$ as if it originated from $D$. Thus, $C$ assumes he is sharing a key with $A$ and $D$.
2. $D_A$ intercepts message (3) en route to $A$. Now $D_C$ forwards this message replacing $\text{Cert}_D$ with $\text{Cert}_B$ to $A$.
3. Entity $A$ receives (3) and continues with the protocol, sending message (4).
4. $D$ blocks messages (5) and (6), so $C$ and $A$ assume an incomplete protocol run has occurred and terminate the protocol. However, on receipt of message (4), entity $B$ already thinks he has completed a successful protocol run with $A$ and $C$, whilst $C$ might not even know $B$ exists.

As usual in an unknown key-share attack, $D$ cannot compute the shared key. The attack is limited because $A$ and $C$ end up with an aborted protocol run (rather than believing they have shared a key with $B$). The attack is defeated in our protocol because the inclusion of identities in signatures causes the protocol to terminate after message (3), when $A$ realises that an illegal run has occurred.

We claim that no tripartite AKC protocol can use fewer than six passes. This can be reasoned as follows. Each of the three entities must receive two short-term keys to construct $K_{ABC}$, so a total of six short-term values must be received. But the first pass can contain only one short-term key (the one known by the sender in that pass), while subsequent passes can contain two. Thus a minimum of four passes are needed to distribute all the short-term values to all of the parties. So only after at least four passes is the last party (entity $B$ in our protocol) capable of creating the key. This last party needs another two passes to provide key confirmation to the other two entities. So at least six passes are needed in total. Notice that this argument holds whether the network supports broadcasts or not.

8.2 A Six Pass Diffie-Hellman Based AKC Protocol

The station-to-station (STS) protocol is a three pass, two-party AKC protocol designed by Diffie, van Oorschot and Wiener[20] to defeat man-in-the-middle attacks. Here we extend the protocol to three parties and six passes, a pass-optimal protocol by the argument above.
An appropriate prime $p$ and generator $g \mod p$ are selected. In Protocol 4 below, $a, b, c \in \mathbb{Z}_p^*$ are randomly generated short-term values and $\chi$ denotes the concatenation $g^a \| g^b \| g^c$. As before, $E_{K_{ABC}}(\cdot)$ denotes symmetric encryption under session key $K_{ABC}$, and as before $S_A(\cdot)$ denotes $A$’s signature. Again, we assume that authentic versions of signature keys are available to the three participants. We have omitted modulo $p$ operations for simplicity of presentation.

Sequence of protocol messages:
\begin{align*}
A \rightarrow B : & \quad g^a \| \text{Cert}_A^1 \quad (1) \\
B \rightarrow C : & \quad g^a \| \text{Cert}_A^1 \| g^b \| \text{Cert}_B^1 \| g^{ab} \| E_{K_{ABC}}(S_C(I_A \| I_B \| \chi)) \quad (2) \\
C \rightarrow A : & \quad g^b \| \text{Cert}_B^1 \| g^c \| \text{Cert}_C^1 \| g^{bc} \| E_{K_{ABC}}(E_{K_{ABC}}(S_C(I_A \| I_B \| \chi))) \quad (3) \\
A \rightarrow B : & \quad g^c \| g^{ac} \| E_{K_{ABC}}(S_C(I_A \| I_B \| \chi)) \| E_{K_{ABC}}(E_{K_{ABC}}(S_A(I_B \| I_C \| \chi))) \quad (4) \\
B \rightarrow C : & \quad E_{K_{ABC}}(E_{K_{ABC}}(S_A(I_B \| I_C \| \chi))) \| E_{K_{ABC}}(E_{K_{ABC}}(S_B(I_A \| I_C \| \chi))) \quad (5) \\
B \rightarrow A : & \quad E_{K_{ABC}}(E_{K_{ABC}}(S_B(I_A \| I_C \| \chi))) \quad (6)
\end{align*}

Protocol 4 (TAKC protocol generalising STS protocol).

Protocol description: The protocol is similar to protocol 3 in operation, with an additional extra computation done before steps (2)(3) and (4). The shared session key is $K_{ABC} = g^{abc} \mod p$.

8.3 Analysis of AKC Protocols

Two immediate conclusions from our analysis can be drawn. Firstly, we have given a pairing-based, tripartite AKC protocol using just the same number of passes as are needed in Joux’s protocol (but with the penalty of introducing message dependencies). Secondly, this AKC version of Joux’s protocol is no more efficient in terms of passes than a 3-party version of the STS protocol! Thus when one considers confirmed protocols in a non-broadcast environment, the apparent advantage that Joux’s protocol enjoys disappears. Of course, there is a two round broadcast version of the TAKC protocol (requiring 6 broadcasts and 12 passes). Both of our six pass AKC protocols can be done in 5 rounds in a broadcast environment.

9 Conclusions

We have taken Joux’s one round tripartite key agreement protocol and used it to construct one round TAK protocols. We have considered security proofs and heuristic security analysis of our protocols, as well as an off-line version of our protocols. We have preserved the innate communications efficiency of Joux’s protocol while enhancing its security functionality. We also considered tripartite variants of the STS protocol, suited to non-broadcast networks, showing that in this case, pairing-based protocols can offer no communication advantage over more traditional Diffie-Hellman style protocols.
Future work should consider the security of our protocols in more robust models, capturing a larger set of realistic attacks. Constructing multi-party key agreement protocols using our TAK protocols as a primitive might result in bandwidth-efficient protocols. Finally, it would be interesting to see if the methods of [14] could be emulated in the setting of pairings to produce TAK protocols secure in the standard model.
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Appendix A: Proof of Theorems

Proof of Theorem

We provide a proof of Theorem

Conditions 1 and 2. Given the assumption that $H$ is a random oracle, these conditions follow directly from the protocol description.
Condition 3. Suppose that $\text{advantage}^E(k) = n(k)$ is non-negligible. We show how to construct from $E$ an algorithm $F$ which solves the BDHP with non-negligible probability. We describe $F$’s operation. $F$’s input is a description of the groups $\mathbb{G}_1$, $\mathbb{G}_2$ and the map $\hat{e}$, a non-identity element $P \in \mathbb{G}_1$, and a triple of elements $x_A P, x_B P, x_C P \in \mathbb{G}_1$ with $x_A, x_B, x_C$ chosen randomly from $\mathbb{Z}_q^*$. $F$’s task is to compute and output the value $g^{x_A x_B x_C} \text{ where } g = \hat{e}(P, P)$.

$F$ operates as follows. $F$ chooses a triple $A, B, C \in \mathcal{I}$ uniformly at random. $F$ simulates the running of the key generation algorithm $\mathcal{G}$, choosing all participants’ long-term private keys randomly itself, and computing the corresponding long-term public keys and certificates, but with the exception of $\Pi_A$, $\Pi_B$ and $\Pi_C$’s keys. As public values for $\Pi_A$, $\Pi_B$ and $\Pi_C$, $F$ chooses the values $x_A P, x_B P, x_C P$ respectively. Then $F$ starts adversary $E$.

In $E$’s attack, $F$ will simulate all the oracles $\Pi_i$, $i \in \mathcal{I}$. So $F$ must answer all the oracle queries that $E$ makes. $F$ answers $E$’s queries as follows. $F$ simply answers $E$’s distinct $H$ queries at random, maintaining a table of queries and responses as he proceeds. Note that we do not allow our adversary to make Reveal queries, so $F$ does not need to answer any queries of this type. $F$ answers any Corrupt queries by revealing the long-term private key, except for Corrupt queries on $\Pi_A$, $\Pi_B$ or $\Pi_C$. In the event of such queries, $F$ aborts. $F$ replies to Send queries in the usual way, with correctly formulated responses $a_i s P || \text{Cert}_{\Pi_i}$ for all oracles $\Pi^*_i$, where $a_i, s \in \mathbb{Z}_q$.

Finally, we consider how $F$ responds to the Test query on oracle $\Pi_i$. $F$ generates a random bit $b \in \{0, 1\}$. If $b = 0$, $F$ should respond with the key held by $\Pi_i$, while if $b = 1$, $F$ should respond with a random $k$-bit value. Now $F$ is capable of answering the Test query correctly except when $b = 0$ and the tested oracle is an instance of $\Pi_A$, $\Pi_B$ or $\Pi_C$. In this last case, $F$’s response should be of the form $H(Q || g^{x_A x_B x_C}) \text{ where } Q \in \mathbb{G}_2$, involving the invocation of the random oracle. This use of $H$ should be consistent with previous and future uses, but of course $F$ does not know $g^{x_A x_B x_C}$, so cannot properly simulate the oracle in this case. Instead, $F$ responds with a random $k$-bit value. This potentially introduces an imperfection into $F$’s simulation, but we will argue below that this has no effect on success probabilities.

The final stage is as follows. Let $T_2(k)$ denote a polynomial bound on the number of $H$ queries answered by $F$ in the course of $E$’s attack. $F$ picks a value $\ell$ uniformly at random from $\{1, \ldots, T_2(k)\}$. Now $F$ parses the $\ell$-th $H$ query into the form $Q || W$ where $Q, W \in \mathbb{G}_2$. If this is not possible, $F$ aborts. If it is, then $F$ outputs $W$ as its guess for the value $g^{x_A x_B x_C}$ and stops.

Now we must evaluate the probability that $F$’s output is correct. Notice that $E$’s view of $F$’s simulation of the oracles is indistinguishable from $E$’s view in a real attack provided that $F$ is not forced to abort when asked a Corrupt query and that $E$ does not detect that $F$’s simulation of the random oracle was deficient when responding to the Test query – more on these situations later. Now $E$ picks some accepted oracle $\Pi^*_i$ for its Test query in a real attack. Suppose that $\Pi^*_i$ has received two messages containing certificates of oracles $\Pi_{i_1}$...
and \( \Pi_{ij} \). The session key held by oracle \( \Pi_{ij} \) will be of the form 
\[
H(Q || g^{x_1 x_2 x_3})
\]
where \( Q \in G_2 \) and \( x_{ij} \) is the long-term private key of \( \Pi_{ij} \), \( 1 \leq j \leq 3 \). Since by definition, the oracles \( \Pi_{ij} \) are uncorrupted, and \( E \) does not ask any \text{Reveal} 
queries, if \( E \) is to succeed in distinguishing this session key from a random string with non-negligible probability \( \eta(k) \), then \( E \) must have queried \( H \) on an input of the form 
\[
Q || g^{x_1 x_2 x_3}
\]
at some point in its attack with some non-negligible probability \( \eta'(k) \). The probability that this event occurs in \( F \)'s simulation of the oracles is therefore also \( \eta'(k) \). Since \( F \) outputs a random query from the list of \( T_2(k) \) queries, has randomly distributed public keys \( x_A P, x_B P, x_C P \) amongst the \( T_1(k) \) participants, and is only deemed successful if he does not abort and his output is of the form \( g^{x_A x_B x_C} \), we see that \( F \) is successful with probability better than:
\[
\frac{\eta'(k)}{T_1(k)T_2(k)}.
\]
However, this is still non-negligible in \( k \).

We claim that our argument is not affected by the imperfection introduced into \( F \)'s simulation when \( E \) asks a \text{Corrupt} query that \( F \) cannot answer: to be successful, \( E \) must ask a \text{Test} query of an uncorrupted but accepted oracle which has received messages containing certificates of two further uncorrupted oracles. This means that for \( E \) to be successful, at least three distinct, uncorrupted oracles must remain. So \( F \), having made a random choice of where to place public keys \( x_A P, x_B P, x_C P \), has at least a \( \frac{1}{T_2(k)} \) chance of not facing an unanswerable \text{Corrupt} query whenever \( E \) is successful. This factor is already taken into account in our analysis.

One problem remains: what effect on \( E \)'s behaviour does \( F \)'s deviation in giving a random response to the “difficult” \text{Test} query have? In particular, what effect does it have on success probabilities? \( E \)'s behaviour can only differ from that in a true attack run if \( E \) detects any inconsistency in \( F \)'s simulation of the random oracle. In turn, this can only happen if at some point in the attack, \( E \) queries \( H \) on an input of the form \( Q || g^{x_A x_B x_C} \). For otherwise, no inconsistency arises. At this point, \( E \)'s behaviour becomes undefined. (In this situation, \( E \) might guess that \( F \)'s response to the \text{Test} query is a random key \( b = 1 \) rather than the “correct” key \( b = 0 \). But we must also consider the possibility that \( E \) simply might not terminate.) So we assume that \( F \) simply aborts his simulation whenever \( E \)'s attack lasts longer than some polynomial bound \( T_3(k) \) on the length of a normal attack. Notice that \( H \) has been queried on an input of the form \( Q || g^{x_A x_B x_C} \) at some point in \( F \)'s simulation, and that up until this point, \( E \)'s view is indistinguishable from that in a real attack. Thus the number of \( H \) queries made by \( E \) will still be bounded by \( T_2(k) \) up to this point, and an input of the required type will occur amongst these. So \( F \)'s usual guessing strategy will be successful with probability \( 1/T_2(k) \) even when \( E \)'s behaviour is affected \( F \)'s inability to correctly respond to the \text{Test} query. Since this is the same success
probability for guessing in the situation where everything proceeds normally, it is now easy to see that $F$'s overall success probability is still at least

$$\frac{n'(k)}{T_1(k)^3 T_2(k)}.$$ 

**Proof of Theorem 2**

Suppose that $\text{advantage}^{E,F}(k) = n(k)$ is non-negligible. We show how to construct from $E$ an algorithm $F$ which solves the BDHP with non-negligible probability. We describe $F$'s operation. $F$'s input is a description of the groups $G_1$, $G_2$ and the map $\hat{e}$, a non-identity element $P \in G_1$, and a triple of elements $x_A P, x_B P, x_C P \in G_1$ with $x_A, x_B, x_C$ chosen randomly from $\mathbb{Z}_q^*$. $F$'s task is to compute and output the value $g^{x_A x_B x_C}$ where $g = \hat{e}(P, P)$.

$F$ operates as follows. $F$ simulates the running of the key generation algorithm $G$, choosing all participants' long-term private keys randomly itself, and computing the corresponding long-term public keys and certificates.

$F$ also chooses a triple $A, B, C \in \mathcal{I}$ uniformly at random, and three positive integers $s, t, u$ that are all bounded above by the number $T_3(k)$ of different sessions that $E$ enters into across all the oracles. Then $F$ starts adversary $E$.

$F$ must answer all the oracle queries that $E$ makes. $F$ answers $E$'s queries as follows. $F$ simply answers $E$'s distinct $H$ queries at random, maintaining a table of queries and responses as he proceeds. Note that we do not allow our adversary to make \text{Reveal} queries, so $F$ does not need to answer any queries of this type. $F$ answers any \text{Corrupt} queries by revealing the long-term private key that it holds. $F$ replies to \text{Send} queries in the usual way, with correctly formulated responses $a_i P||\text{Cert}_P$ for all oracles $\Pi_i$, where $a_i \in R \mathbb{Z}_q^*$, except when queried for responses for oracles $\Pi_A$, $\Pi_B$, and $\Pi_C$. In these special cases, $F$ responds with $x_A P||\text{Cert}_P$, $x_B P||\text{Cert}_P$, and $x_C P||\text{Cert}_P$, respectively.

Finally, we consider how $F$ responds to the \text{Test} query on oracle $\Pi_i$. $F$ generates a random bit $b \in \{0, 1\}$. If $b = 0$, $F$ should respond with the key held by $\Pi_i$, while if $b = 1$, $F$ should respond with a random $k$-bit value. Now $F$ is capable of answering the \text{Test} query correctly except in one special case: this is when $b = 0$, when the tested oracle is $\Pi_A$, $\Pi_B$, or $\Pi_C$, and when the tested oracle has participated in a matched session which comprises exactly these three oracles. In this last case, $F$'s response should be of the form $H(g^{x_A x_B x_C} || W)$ where $W \in G_2$, but $F$ cannot properly simulate the oracle in this case. Instead, $F$ responds with a random $k$-bit value. This potentially introduces an imperfection into $F$'s simulation, but this has no effect on success probabilities; this can be argued just as in the proof of Theorem 1.

Let $T_2(k)$ denote a polynomial bound on the number of $H$ queries answered by $F$ in the course of $E$'s attack. $F$ picks a value $\ell$ uniformly at random from $\{1, \ldots, T_2(k)\}$. Now $F$ parses the $\ell$-th $H$ query into the form $Q || W$ where $Q, W \in$
\(G_2\). If this is not possible, \(F\) aborts. If it is, then \(F\) outputs \(Q\) as its guess for the value \(g^{x_A x_B x_C}\) and stops. Notice that \(E\)'s view of \(F\)'s simulation of the oracles is indistinguishable from \(E\)'s view in a real attack, provided that \(E\) does not detect that \(F\)'s simulation of the random oracle was deficient when responding to the Test query. Now \(E\) picks some accepted oracle \(\Pi_i^r\) for its Test query in a real attack. Suppose that \(\Pi_i^r\) has received two messages containing the short-term values of oracles \(\Pi_{i_1}\) and \(\Pi_{i_2}\). The session key held by oracle \(\Pi_{i_1}\) will be of the form \(H(g^{x_{i_1} x_{i_2} x_{i_3}} \| W)\) where \(W \in G_2\) and \(x_{i_j}\) is the short-term private key of \(\Pi_{i_j}\), \(1 \leq j \leq 3\). Since \(E\) does not ask any Reveal queries, if \(E\) is to succeed in distinguishing this session key from a random string with non-negligible probability \(n'(k)\), then \(E\) must have queried \(H\) on an input of the form \(g^{x_{i_1} x_{i_2} x_{i_3}} \| W\) at some point in its attack with some non-negligible probability \(n'(k)\). The probability that this event occurs in \(F\)'s simulation is therefore also \(n'(k)\). Recall that \(F\) outputs a random query from the list of \(T_2(k)\) queries, has randomly distributed values \(x_A P\), \(x_B P\), \(x_C P\) as short-term keys amongst the \(T_3(k)\) sessions, and is only deemed successful if his output is of the form \(g^{x_A x_B x_C}\). Combining these facts, we see that \(F\) is successful with probability better than:

\[
\frac{n'(k)}{T_3(k)^3 T_2(k)}.
\]

However, this is still non-negligible in \(k\).

**Appendix B: Known Session Key Attack on TAK-1**

We present a known session key attack on TAK-1 that makes use of session interleaving and message reflection. In the attack, \(E\) interleaves three sessions and reflects messages originating from \(A\) back to \(A\) in the different protocol runs. The result is that the session keys agreed in the three runs are identical, so \(E\), upon revealing one of them, gets keys for two subsequent sessions as well. In what follows, \(E_A\) indicates that the \(E\) is impersonating \(A\) in sending or receiving messages intended for or originating from \(A\). Similarly, \(E_{B,C}\) denotes an adversary impersonating both \(B\) and \(C\).

\(A\) is convinced to initiate three sessions with \(E\):

- Session \(\alpha\) : \(A \rightarrow E_{B,C} : aP|\text{Cert}_A\) (1\(^{st}\)).
- Session \(\beta\) : \(A \rightarrow E_{B,C} : a'P|\text{Cert}_A\) (1\(^{st}\)).
- Session \(\gamma\) : \(A \rightarrow E_{B,C} : a''P|\text{Cert}_A\) (1\(^{st}\)).

\(E\) reflects and replays pretending to be \(B\) and \(C\), to complete session \(\alpha\):

- \(E_B \rightarrow A : a'P|\text{Cert}_B\) (2\(^{nd}\)).
- \(E_C \rightarrow A : a''P|\text{Cert}_C\) (3\(^{rd}\)).
Similarly the second session is completed by $E_{B,C}$ sending $a'' P \| \text{Cert}_B (2^\beta)$ and $a P \| \text{Cert}_C (3^\beta)$ to $A$. In the third parallel session she sends $a P \| \text{Cert}_B (2^\gamma)$ and $a' P \| \text{Cert}_C (3^\gamma)$ to $A$.

$E$ now obtains the first session key $H(\hat{e}(P, P)^{aa''} \| \hat{e}(P, P)^{xyz})$. She then knows the keys for the next two sessions, as these are identical to this first session key.

**Appendix C: Source Substitution Attack on TAK-3**

We now present in detail the second source substitution attack on TAK-3.

1. $A$ sends $aP \| \text{Cert}_A$ to $E_{B,C}$.
2. $E$ computes $\mu_E = \delta x P$ and registers $\mu_E$ as part of her $\text{Cert}_E$.
3. $E$ initiates a run of protocol TAK-3 by sending $aP \| \text{Cert}_E$ to $B, C$.
4. $B$ sends $bP \| \text{Cert}_B$ to $E, C$; $C$ sends $cP \| \text{Cert}_C$ to $E, B$.
5. $B$ and $C$ (following the protocol) compute
   \[ K_{EBC} = K_{AE_{B,C}} = \hat{e}(P, P)^{(\delta xy)c+(\delta xz)b+(yz)a} \]
6. $E_B$ sends $\delta bP \| \text{Cert}_B$ to $A$.
7. $E_C$ sends $\delta cP \| \text{Cert}_C$ to $A$.
8. $A$ (following the protocol) computes a key
   \[ K_{AE_{B,C}} = K_{AE_{B,C}} = \hat{e}(P, P)^{(\delta xy)c+(\delta xz)b+(yz)a} = K_{EBC}. \]
9. Now $E$, forwarding $A$’s messages encrypted under key $K_{EBC} = K_{AE_{B,C}}$ to $B$ and $C$, and fools them into believing that $A$’s messages come from her.

This attack does not seem to apply to TAK-1 or TAK-4 because of the way in which long-term private key components are separated from the short-term components in $K_{ABC}$ in TAK-1 and due to the use of a hash function in TAK-4.
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Abstract. A method for remote user authentication is proposed that requires only public information to be stored at the verifying host. Like the S/KEY scheme, the new technique uses only symmetric cryptography and is resistant to eavesdropping, but, unlike S/KEY, it is resistant to host impersonation attacks. The avoidance of asymmetric cryptographic techniques makes the scheme appropriate for low cost user authentication devices.

1 Introduction

Authentication of remote users is a problem commonly encountered in distributed computing environments. It is a problem addressed by the S/KEY user authentication system, details of which have been published as an Internet RFC, [2]. A complete software implementation of S/KEY has also been made publicly available (see [2]).

The S/KEY scheme, which is closely based on a scheme devised by Lamport, [6], has been designed to provide users with ‘one-time passwords’, which can be used to control user access to remote hosts. Of course, as with any such system, after the user authentication process is complete, i.e. after the one-time password has been sent across the network, no protection is offered against subversion of the link by third parties. This fact is pointed out in [2]. Indeed it is stated there that the S/KEY scheme ‘does not protect a network eavesdropper from gaining access to private information, and does not provide protection against “inside” jobs or against active attacks where the potential intruder is able to intercept and modify the packet stream’.

It is further claimed that S/KEY ‘is not vulnerable to eavesdropping/replay attacks’. Unfortunately, as has been pointed out by a number of authors, (see, for
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example, [8] or Note 10.7 of [7]) depending on the definition of ‘replay attack’, the S/KEY scheme can fail to provide this property. Specifically, the S/KEY scheme is subject to a ‘host impersonation’ attack, where the false host can obtain information from the remote user which can be used to impersonate the remote user to the genuine host at some later occasion.

One major advantage of S/KEY over other user authentication schemes is that it only requires the verifying host to store public information about the remote user. Knowledge of this public information is not in itself sufficient to enable a third party to masquerade as the remote user, although if the remote user’s secret key is poorly chosen then the public information would enable a brute force search to be performed. The purpose of this paper is to propose an alternative user authentication scheme which retains this major advantage of S/KEY, but which resists host impersonation attacks. It also has the practical implementation advantage that it uses only symmetric cryptography, an important issue if the remote user’s secret key is stored in a device (e.g. a cheap smart card) with limited computational power.

2 The New Scheme

We suppose that the host $H$ and remote user $U$ have an initial secure session during which the $U$ supplies $H$ with trusted public information. We therefore divide our description into two phases, ‘set up’ and ‘use’.

Prior to these phases, two system parameters $t$ and $r$ are selected, where $t$ and $r$ are positive integers satisfying $r < t$. The choice of these values affects the security of the scheme (see Section 3 below). A method for computing MACs (Message Authentication Codes) must also be agreed; this could be HMAC or a block cipher based CBC-MAC — see, for example, ISO/IEC 9797, [4,5]. Whatever method is chosen must be resistant to both key recovery and forgery attacks. In fact, we require resistance to a slightly generalised version of key recovery. Key recovery attacks normally involve an attacker using a number of (message,MAC) pairs to find the key used to generate the MACs. Here, we do not wish the attacker to be able to find any key which maps a given message to a given MAC, regardless of whether or not it was the actual key used. By choosing the algorithm and algorithm parameters carefully, it should be possible to achieve the desired attack resistance.

For the purposes of the discussion below we write $M_K(X)$ for the MAC computed on data $X$ using secret key $K$.

2.1 Set up Phase

The remote user $U$ chooses a set of $t$ secret keys for the MAC algorithm, denotes by $K_1, K_2, \ldots, K_t$. $U$ then chooses a random data string $X$ and computes

$$V_i = M_{K_i}(X)$$
for every $i$ ($1 \leq i \leq t$). $U$ then:

- passes the values $V_1, V_2, \ldots, V_t$ and $X$ to $H$, and
- securely stores $K_1, K_2, \ldots, K_t$ and $X$.

$H$ securely stores $V_1, V_2, \ldots, V_t$ and $X$ as the public verification information for $U$. The integrity of this information must be preserved, but secrecy is not required.

### 2.2 Use of the Scheme

We now suppose that $U$ wishes to authenticate him/herself to host $H$. The process operates in a series of steps, as follows. Note that if, at any point, one of the checks made by the receiver of a message fails, then, unless otherwise stated, the entire protocol run is deemed to have failed. This assumption applies throughout this paper.

1. $H$ first sends $X$ to $U$.
2. $U$ first checks the correctness of $X$, in case of loss of synchronisation between $U$ and $H$. If $X$ is incorrect then, in certain circumstances, $U$ may check the previous value of $X$ to see if synchronisation can be restored (this possibility is discussed further in Section 3). $U$ then chooses a new set of $t$ secret keys: $K'_1, K'_2, \ldots, K'_t$ and selects a new random value $X'$. $U$ also computes two sequences of $t$ values:

$$V'_i = M_{K'_i}(X')$$
$$W'_i = M_{K'_i}(V'_1||V'_2||\cdots||V'_t), \quad (1 \leq i \leq t)$$

where here, as throughout, $||$ denotes concatenation of data items.

$U$ now sends $(W'_1, W'_2, \ldots, W'_t)$ to $H$.
3. $H$ then chooses a random $r$-subset of $\{1, 2, \ldots, t\}$, say $\{i_1, i_2, \ldots, i_r\}$, and sends this subset to $U$.
4. $U$ now sends the $r$ secret keys $K_{i_1}, K_{i_2}, \ldots, K_{i_r}$ to $H$, as well as the set of $t$ values $V'_1, V'_2, \ldots, V'_t$ and the value $X'$. $U$ now replaces the stored values $X, K_1, K_2, \ldots, K_t$ with $X', K'_1, K'_2, \ldots, K'_t$. (In certain cases, $U$ may retain the ‘old’ values, as discussed below).
5. $H$ now verifies the $r$ MAC values $V_{i_1}, V_{i_2}, \ldots, V_{i_r}$ using the set of $r$ keys supplied by $U$ and the stored value of $X$. If all these values are correct, then $H$ also verifies the $r$ MAC values $W'_{i_1}, W'_{i_2}, \ldots, W'_{i_r}$ using the set of $r$ keys supplied by $U$ and the values $V'_{i_1}, V'_{i_2}, \ldots, V'_{i_r}$ supplied by $U$ previously. If all these MACs are also correct, then $H$ accepts $U$ as valid, and replaces $X, V_1, V_2, \ldots, V_t$ with $X', V'_1, V'_2, \ldots, V'_t$.

### 3 Discussion and Analysis

We now consider practical and security aspects of the scheme. Observe that elements of the scheme are very similar to the one time signature (OTS) scheme
of Rabin [9] (see also section 11.6 of [7]). Indeed, one way of looking at the scheme above is to regard the set up phase as key generation for an OTS scheme, as a result of which the host is equipped with the public key. One iteration of the protocol consists of the user generating a new OTS key pair, signing the new public key with the existing OTS private key, and the host then performing a verification process. On completion the host has a copy of the new OTS public key, ready to start the process again.

The scheme also has features in common with the ‘Guy Fawkes’ protocol of Anderson et al. [1]. However, the scheme nevertheless has properties distinct from previously specified protocols.

3.1 Choices for \( t \) and \( r \)

We first consider how \( t \) and \( r \) should be chosen. To avoid certain attacks, we wish to choose these values so that the probability of a third party successfully guessing the subset \( \{i_1, i_2, \ldots, i_r\} \) in advance is negligible. That is we wish to arrange things so that \( 1/(t^r) \) is negligible.

Given that we wish to minimise \( t \) (to minimise the storage and bandwidth requirements) then this probability is minimised by choosing \( r = \lfloor t/2 \rfloor \), since \( \binom{t}{\lfloor t/2 \rfloor} \geq \binom{t}{i} \) for all \( i \). Also, since \( \sum_{i=0}^{t} \binom{i}{t} = 2^t \), we immediately have that \( \binom{t}{\lfloor t/2 \rfloor} > 2^t/(t+1) \) if \( t > 1 \).

Hence, if we wish to guarantee that the probability of successfully guessing the subset is at most \( 10^{-9} \) say, then choosing \( t \geq 35 \) will suffice.

3.2 Host Impersonation Attacks

Suppose a third party, \( E \) say, wishes to impersonate \( H \) to \( U \) with a view to learning enough to impersonate \( U \) to \( H \) at some subsequent time. In step 3 of the protocol, \( E \) can only choose a random \( r \)-subset of \( \{1, 2, \ldots, t\} \), and \( E \) will then learn a set of \( r \) of the secret keys. However, at a later stage, when \( E \) impersonates \( U \) to \( H \), \( E \) will only be successful if he/she knows all the keys in the subset chosen by \( H \). The odds of this will be acceptably small as long as \( t \) and \( r \) are chosen appropriately (see the discussion in Section 3.1).

3.3 Man in the Middle Attacks

Of course, as with any authentication protocol, it will always be possible for a third party \( E \) to simply sit between \( U \) and \( H \) in the communications channel, and relay messages between the two. This only becomes a genuine threat if \( E \) is able to change some part of the messages, and/or to re-order them in some way. We now look at the various messages in turn, to see if this is possible.

- In step 2, \( E \) could change some or all of the MAC values \( W_i' \). However, given that at this stage \( E \) will not know any of the keys \( K_i \), the probability that the modified values will be correct is negligibly small (since we assume that forgery attacks are not feasible).
In step 3, $E$ could change the subset, but then the set of keys returned in step 4 will not be correct.

In step 4, $E$ could modify some or all of the secret keys $K_{ij}$ and/or some or all of the MAC values $V_i'$. Successfully changing the values $V_i'$ would require knowledge of the keys $K_i'$, but none of these have yet been divulged by $U$. Changing the secret keys $K_{ij}$ is prevented by the fact that $H$ can check them using the values $V_{ij}$. (Changing these verification MACs would have required knowledge of the previous set of keys, and changing these previous keys would have required changing the previous verification MACs, and so on).

### 3.4 Denial of Service Attacks

There is, of course, a simple and effective ‘denial of service’ attack against the described protocol. A third party $E$ can simply engage in the protocol with $U$ by impersonating $H$. When $U$ tries to authenticate him/herself to the genuine $H$, $U$ will have a different value of $X$ to that sent by $H$ in the first step of the protocol.

There are two main ways in which this can be dealt with. Firstly, $U$ could simply abandon the attempt to authenticate to $H$, and arrange for the system to be re-initialised. Secondly, $U$ could retain ‘old’ values of $X$ (along with the associated set of keys) and use them to complete the authentication protocol. However, such a process has very serious dangers, depending on the choices of $t$ and $r$.

With $r$ set to $\lfloor t/2 \rfloor$, even doing the process twice would completely destroy the system security. A malicious third party $E$ could impersonate $H$ to $U$ twice, using two disjoint $r$-subsets of $\{1, 2, \ldots, t\}$. This would mean that $E$ would obtain all of the keys $K_1, K_2, \ldots, K_t$ (or all but one of them if $t$ is odd). As a result, $E$ would be able to impersonate $U$ to $H$ any number of times.

Hence if we are to allow the same key set to be used more than once then $r$ and $t$ need to be chosen appropriately. Also, $U$ needs to implement a counter to limit the number of times any particular key set is used for the authentication process. The limit for this counter will be determined by the choices for $t$ and $r$. This issue is discussed further in the next section.

### 3.5 Resynchronisation

As we have just seen, one way of limiting the impact of denial of service attacks by malicious third parties impersonating the host, is to allow a key set to be used more than once. This may also be necessary if the authentication process between user and host fails part way through, e.g. because of a communications failure.

If a key set is to be used up to a maximum of $c$ times (this being enforced by the counter held by $U$) then it should be the case then any party with knowledge of $c$ different random $r$-subsets of the set of $t$ keys $K_1, K_2, \ldots, K_t$ should have
a negligible probability of knowing all the members of another randomly chosen \( r \)-subset of keys.

To compute the necessary probabilities we make some simplifying assumptions (pessimistic from the point of view of the legitimate system users). We suppose that, by bad luck or by host impersonation, all the \( c \) different \( r \)-subsets are mutually disjoint. Thus we require that the probability that a randomly chosen \( r \)-subset of \( \{1, 2, \ldots, t\} \) does not contain any element from a specified subset of size \( t - cr \) shall be small. The following result, the proof of which is elementary, is therefore relevant.

**Lemma 1.** Suppose \( c, r, \) and \( t \) are positive integers satisfying \( r(c + 1) < t \). If \( S \) is a subset of \( \{1, 2, \ldots, t\} \) of size \( cr \), then the probability that \( R \), a randomly chosen \( r \)-subset of \( \{1, 2, \ldots, t\} \), is a subset of \( S \) is equal to

\[
\frac{\binom{cr}{r}}{\binom{t}{r}}.
\]

We thus require that \( c, r \) and \( t \) should be chosen so that

\[
\frac{cr(cr - 1) \cdots (cr - r + 1)}{t(t - 1) \cdots (t - r + 1)},
\]

which is bounded above by \((cr/t)^r\), is small. As an example we can put \( r = 32 \) and \( t = 64c \), and we are then guaranteed that the probability of a successful attack is less than \( 2^{-32} \).

4 **A Streamlined Version of the Protocol**

In the protocol presented above, steps 1 and 2 can be merged with steps 3 and 4 respectively, to give a two-pass protocol. This is at the cost of increasing long-term storage requirements. The modified protocol operates as follows.

4.1 **Set up**

The remote user \( U \) chooses two sets of \( t \) secret keys for the MAC algorithm, the *current set*, denoted by \( K_1, K_2, \ldots, K_t \), and the *pending set*, denoted by \( K'_1, K'_2, \ldots, K'_t \). \( U \) chooses two random data strings used as *key set indicators*, denoted by \( X \) and \( X' \) (for the current and pending key sets).

\( U \) now computes verification MACs for both the current and pending key sets as

\[
V_i = M_{K_i}(X) \quad \text{and} \quad V'_i = M_{K'_i}(X')
\]

for every \( i \) \((1 \leq i \leq t). U \) also computes a further set of \( t \) MACs

\[
W'_i = M_{K_i}(V'_1||V'_2||\cdots||V'_t), \quad (1 \leq i \leq t).
\]
U then:
– passes the two sets of verification values and the corresponding key set indicators \((V_1, V_2, \ldots, V_t, X)\) and \((V'_1, V'_2, \ldots, V'_t, X')\) to \(H\),
– passes the \(t\) MACs \((W'_1, W'_2, \ldots, W'_t)\) to \(H\), and
– securely stores the two key sets with their respective indicators, i.e. stores \((K_1, K_2, \ldots, K_t, X)\) and \((K'_1, K'_2, \ldots, K'_t, X')\).

\(H\) securely stores the information received from \(U\). The integrity of this information must be preserved, but secrecy is not required.

4.2 Use of the Scheme

Suppose that \(U\) wishes to authenticate him/herself to host \(H\). The process operates as follows.

1. \(H\) chooses a random \(r\)-subset of \(\{1, 2, \ldots, t\}\), say \(\{i_1, i_2, \ldots, i_r\}\), and sends this subset to \(U\) along with the current key set indicator \(X\).
2. \(U\) first checks the correctness of \(X\), in case of loss of synchronisation between \(U\) and \(H\). If \(X\) is incorrect then, in certain circumstances, \(U\) may check the previous value of \(X\) to see if synchronisation can be restored (as discussed in Section 3).

\(U\) then chooses a new set of \(t\) secret keys: \(K''_1, K''_2, \ldots, K''_t\) and selects a new random key set indicator \(X''\). \(U\) also computes two sequences of \(t\) values:
\[V''_i = M_{K''_i}(X''), \quad W''_i = M_{K''_i}(V''_1 || V''_2 || \cdots || V''_i), \quad (1 \leq i \leq t).\]
\(U\) now sends \(X'', (V''_1, V''_2, \ldots, V''_r)\) and \((W''_1, W''_2, \ldots, W''_r)\) to \(H\). \(U\) also sends the \(r\) secret keys \(K''_{i_1}, K''_{i_2}, \ldots, K''_{i_r}\) to \(H\). \(U\) now replaces the stored values of

– \(X, K_1, K_2, \ldots, K_t\) with \(X', K'_1, K'_2, \ldots, K'_t\), and
– \(X', K'_1, K'_2, \ldots, K'_t\) with \(X'', K''_1, K''_2, \ldots, K''_t\).

3. \(H\) now verifies the \(r\) MAC values \(V_{i_1}, V_{i_2}, \ldots, V_{i_r}\) using the set of \(r\) keys supplied by \(U\) and the stored value of \(X\). If all these values are correct, then \(H\) also verifies the \(r\) MAC values \(W''_{i_1}, W''_{i_2}, \ldots, W''_{i_r}\) using the set of \(r\) keys supplied by \(U\) and the stored values \(V''_1, V''_2, \ldots, V''_t\). If all these MACs are also correct, then \(H\) accepts \(U\) as valid, and replaces:

– \(X, V_1, V_2, \ldots, V_t\) with \(X', V'_1, V'_2, \ldots, V'_t\),
– \(X', V'_1, V'_2, \ldots, V'_t\) with \(X'', V''_1, V''_2, \ldots, V''_t\), and
– \(W'_1, W'_2, \ldots, W'_t\) with \(W''_1, W''_2, \ldots, W''_t\).

5 Implementation Issues

We now consider certain practical implementation issues for the protocol.
5.1 Complexity

We start by considering the storage, computation and communications complexity of the scheme as described in Section 2.

- **Storage:** the requirements for the host are to store \( t \) MACs and a random value; the requirements for the user are to store \( t \) keys. During execution of the protocol, the remote user and host must both store a further \( 2t \) MACs, and the user must also temporarily store an additional \( t \) keys. Note that, for the streamlined scheme of Section 4, the long term storage requirements for host and user increase to \( 3t \) MACs and \( 2t \) secret keys respectively. Note also that, if the user retains ‘old’ key sets for resynchronisation purposes, then this will be at a cost of \( t \) keys, a random value and a usage counter for each retained old set.

- **Computation:** the host verifies \( 2r \) MACs and chooses one random \( r \)-subset of \( \{1, 2, \ldots, t\} \), and the user generates \( 2t \) MACs.

- **Communications:** the user sends the host a total of \( 2t \) MACs, one random value and \( r \) secret keys, and the host sends the user one \( r \)-subset of \( \{1, 2, \ldots, t\} \).

To see what this might mean in practice, suppose we wish to use the basic scheme (of Section 2) in such a way that a particular key set can be used up to \( c = 3 \) times, and that the user retains one ‘old’ key set for resynchronisation purposes. We thus choose \( r = 32 \) and \( t = 196 \). Suppose that the MAC in use is HMAC based on SHA-1 (see [5] and [3]) with MACs and keys of 160 bits each; suppose also that \( X \) contains 128 bits. Then the user must store \( 2t \) keys, two random values and a counter (which we ignore since it will take negligible space) — this amounts to \( 392 \times 20 + 32 \) bytes, i.e. just under 8 kbytes, with an additional 12 kbytes of short term storage needed during protocol execution). The host must store approximately 4 kbytes of MACs, with an additional 8 kbytes of short term storage needed during protocol execution. During use of the protocol the user will need to compute 392 MACs and the host will need to compute 64 MACs. The total data to be exchanged between host and user during the protocol amounts to around 8.5 kbytes.

Note that the values \( X \) do not need to be random or unpredictable - \( U \) could generate the values using a modest-sized counter (e.g. of 4 bytes). This would save a small amount of communications and storage costs. It is also tempting to try and reduce the MAC lengths. However, significant length reductions are not possible since, as noted in Section 2, we do not wish the attacker to be able to find any key which maps a given message to a given MAC, regardless of whether or not it was the actual key used. This implies that MACs need to be of length close to that assumed immediately above, although a reasonable saving achievable by reducing MACs to, say, 10 bytes is not infeasible. Whilst such modifications will not significantly reduce user storage requirements, the communications requirements are almost halved, as are the host storage requirements.
5.2 A Security Improvement

In cases where \( c > 1 \), i.e. where key sets may be used more than once, a malicious entity impersonating the host is free to choose the subsets \( \{1, 2, \ldots, r\} \) disjointly so as to learn the maximum number of secret keys. This maximises the (small) probability this malicious entity will have of impersonating the user to the genuine host (see Section 5.5). To avoid this, i.e. to increase the difficulty of launching a host impersonation attack, we can modify the protocol so that neither the remote user nor the host chooses the \( r \)-subset \( \{i_1, i_2, \ldots, i_r\} \) of \( \{1, 2, \ldots, t\} \). This can be achieved by prefixing the protocol of Section 4.2 with two additional messages, and also making use of an appropriate one-way, collision-resistant hash-function (see, for example, [3]). Note that these two additional messages can be merged with the first two messages of the basic protocol of Section 2.

The revised protocol from Section 4.2 starts as follows:

1. \( H \) chooses a random value \( r_H \), of length comparable to the key length in use, computes \( h(r_H) \) (where \( h \) is a pre-agreed hash-function), and sends \( h(r_H) \) to \( U \).
2. \( U \) chooses a random value \( r_U \), of length the same as \( r_H \), and sends it to \( H \).
3. \( H \) computes \( h(r_H || r_U) \) and uses this hash-code to seed a pseudo-random number generator (PRNG) of appropriate characteristics to generate an \( r \)-subset \( \{i_1, i_2, \ldots, i_r\} \) of \( \{1, 2, \ldots, t\} \) — this PRNG could, for example, be based on \( h \). \( H \) now sends \( r_H \) and \( X \) to \( U \).
4. \( U \) first checks \( r_H \) using the value \( h(r_H) \) sent previously. \( U \) now recomputes the \( r \)-subset \( \{i_1, i_2, \ldots, i_r\} \), and continues as in step 2 of the scheme from Section 4.2.

Note that, by sending \( h(r_H) \) in the first step, \( H \) commits to the random value \( r_H \) without revealing it. This prevents either party learning the other party’s random value before choosing their own. This, in turn, prevents either party choosing even a small part of the \( r \)-subset. Note also that, although this scheme lengthens the protocol, it also slightly reduces the communications complexity, since the \( r \)-subset no longer needs to be transferred.

6 Summary and Conclusions

A novel unilateral authentication protocol has been presented, which uses symmetric cryptography and only requires public information to be stored at the verifying host. The computational and storage requirements are non-trivial, but may still be potentially attractive to designers of low-cost remote user authentication devices who wish to avoid the complexity of implementing digital signatures.
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Abstract. We discuss how to implement a secure card game without the need for a trusted dealer, a problem often denoted “Mental Poker” in the literature. Our solution requires a broadcast channel between all players and the number of bits needed to represent each card is independent of the number of players. Traditional solutions to “Mental Poker” require a linear relation between the number of players and the number of bits required to represent each card.

1 Introduction

The notion of playing card games “via telephone”, or “Mental Poker” as it is sometimes called, has been historically important in the development of cryptography. Mental Poker protocols enable a group of mutually mistrusting players to play cards electronically without the need for trusted dealers. Such a set of protocols should allow the normal card operations (e.g. shuffling, dealing, hiding of card information from players) to be conducted in a way which allows cheaters to be detected.

The original scheme for this problem was developed by Shamir, Rivest and Adleman [15] not long after the publication of the RSA algorithm itself. However, this was soon noticed to be insecure since the naive RSA function leaks information about individual bits. This observation led Goldwasser and Micali [10,11] to develop the notion of semantic security and the need for probabilistic public key encryption. Thus Mental Poker led to the current subject of provable security and the current definitions of what it means for a public key encryption scheme to be secure.

After the work of RSA and Goldwasser and Micali there has been other work on how to conduct two-player card games over a public network with no trusted centre, see [1,6,7,9,12,17]. A full protocol suite for an arbitrary card game with an arbitrary number of players and with no trusted centre is described by Schindelhauer [16]. However, all of these schemes make use of the Goldwasser–Micali probabilistic encryption scheme [11] based on the quadratic residuosity problem, but the Goldwasser-Micali system is very inefficient since it requires a full RSA-style block to encrypt a single bit of information.
As a result the above schemes require
\[ l \times \lceil \log_2 M \rceil \times k \]
bits to represent each card where

- \( l \) is the number of players in the game.
- \( M \) is the number of different cards, usually \( M = 52 \).
- \( k \) is the number of bits in a secure RSA modulus.

Our protocols will give message sizes which are independent of the number of players. In addition our protocol is essentially independent of the number of different cards in the game, at least for any game which one could imagine.

We give two instantiations of our scheme, one based on discrete logarithms and one based on a factoring assumption (actually Paillier’s system \([13]\)). We therefore require only \( k \) bits to represent each card, where using current security recommendations,

- \( k = 322 \) if a 160-bit elliptic curve is chosen for the discrete logarithm based variant, and point compression is used.
- \( k = 2048 \) if a discrete logarithm based variant is used in a finite field of order \( \approx 2^{1024} \).
- \( k = 2048 \) if the Paillier variant is used with an RSA modulus of 1024 bits.

However unlike the system described in \([16]\) for our factoring based protocol we assume that players may not join an existing game, however they may leave. For both discrete logarithm based versions players may both leave and join a game as it proceeds.

The paper is structured as follows. Firstly we define some notions related to proofs of knowledge which we shall require. Then we introduce the notion of a Verifiable \( l \)-out-of-\( l \) Threshold Masking Function, or VTMF, which is the basic cryptographic operation which we will apply repeatedly to our cards. We then go on to show how the protocols to implement the card game are implemented via a VTMF. Then we give descriptions of two VTMF’s, one based on discrete logarithms and one based on Paillier’s assumption \([13]\).

We end this introduction by noting that in some sense Mental Poker makes no sense in a model which allows collusion. For example one could use the following protocol suite to create an electronic Bridge game. However, two partners, say East and West, could contact each other by some other means, i.e. not using the broadcast channel, and exchange information which would enable them to have an advantage over North and South. No Mental Poker suite of protocols could detect such cheating. However, the protocols which follow ensure that the colluding parties obtain no more information than if they had colluded in a real game.
2 Proofs of Knowledge

In the following sections we will make reference to various properties of proofs of knowledge. Much of this introductory section summarizes the work of Cramer, Damgård and Schoenmakers [5].

Consider a binary relation $R = \{(x, w)\}$ for which membership can be tested in polynomial time. For any $x$ we say that $w(x)$ is the set of witnesses such that $(x, w) \in R$. A proof of knowledge protocol $\mathcal{P}$ is a two party protocol between a prover $P$ and a verifier $V$. The prover and verifier are given a common input $x$ and the prover has a private input $w$. The prover's aim is to convince the verifier that $w \in w(x)$ without revealing what $w$ actually is.

Following Cramer et. al. we restrict to the following subset of such protocols. We assume that the protocol is a three round public coin protocol in that the protocol is an ordered triple $m_1, c, m_2$ where $m_1$ is called the commitment and comes from the prover, $c$ is a random challenge chosen by the verifier and $m_2$ is the prover's final response.

We assume the following three properties:

1. $\mathcal{P}$ is complete. If $w \in w(x)$ then the verifier will accept with probability one.
2. $\mathcal{P}$ has the “special soundness” property.
   For any prover $P$ given two conversations between $P$ and $V$ with message flows
   $$ (m_1, c, m_2) \text{ and } (m_1, c', m'_2) $$
   with $c \neq c'$ then an element of $w(x)$ can be computed in polynomial time.
3. $\mathcal{P}$ is honest verifier zero-knowledge.
   There is a simulation $S$ of $\mathcal{P}$ that on input $x$ produces triples which are indistinguishable from genuine triples between an honest prover and an honest verifier.

To fix ideas consider the Schnorr identification scheme which identifies users on proof of knowledge of a discrete logarithm $h = g^x$. We have

$$ m_1 = g^k, m_2 = k + x \cdot c $$

for some random $k$ chosen by $P$ and some random $c$, chosen by $V$ after $P$ has published $m_1$. The verifier checks that

$$ m_1 = g^{m_2} \cdot h^{-c}. $$

This satisfies all the properties above. Indeed it is the “special soundness” property which allows Pointcheval and Stern [14] to show that the associated signature scheme derived via the Fiat–Shamir paradigm is secure.

Cramer et. al. use the above three round honest verifier proofs of knowledge with the special soundness property to create proofs of knowledge of elements
for arbitrary access structures. For example if $P$ the discrete logarithm $x_i$ of one of $h_1 = g^{x_1}, h_2 = g^{x_2}, h_3 = g^{x_3}$. Using the protocols of $[5]$, $P$ can convince $V$ that they know one of the discrete logarithms without revealing which one.

We shall use such protocols to allow players to show that an encryption of a card is an encryption of a card from a given set, or that an encrypted card comes from the set of hearts, or that a player has no hearts left in their hand, etc. etc.

3 Verifiable $l$-out-of-$l$ Threshold Masking Functions

For our later protocols we will require a set of cryptographic protocols, which we call a Verifiable $l$-out-of-$l$ Threshold Masking Function, or VTMF for short. In a later section we shall give two examples of such a function, one based on a discrete logarithm assumption and one based on a factoring assumption.

In keeping with the notation in the rest of the paper we shall assume there are $l$ players and there are $M$ values which are to be encrypted (or masked). A VTMF is a set of protocols, to be described in detail below, which produces a semantically secure encryption function (under passive adversaries) from a space $\mathcal{M}$ to a space $\mathcal{C}$. We shall assume that there is a natural encoding

$$\{1, \ldots, M\} \rightarrow \mathcal{M}$$

which allows us to refer to messages and card values as the same thing. In addition there is a nonce-space $\mathcal{R}$ which is sufficiently large and from which nonces are chosen uniformly at random.

A VTMF consists of the following four protocols:

3.1 Key Generation Protocol

This is a multi-party protocol between the $l$ parties which generates a single public key $h$. Each player will also generate a secret $x_i$ and a public commitment to this share, denoted $h_i$. The shares $x_i$ are shares of the unknown private key, $x$, corresponding to $h$.

3.2 Verifiable Masking Protocol

A masking function is an encryption function

$$\mathcal{E}_h : \mathcal{M} \times \mathcal{R} \rightarrow \mathcal{C}$$

$$(m, r) \mapsto \mathcal{E}_h(m; r),$$

and an associated decryption function

$$\mathcal{D}_h : \mathcal{C} \rightarrow \mathcal{M}$$

$$\mathcal{E}_h(m; r) \mapsto m,$$
with respect to the public key $h$, we abuse notation and equate knowledge of the private key $x$ with knowledge of the function $D_h$. In addition there is a honest-verifier zero-knowledge protocol to allow the masking player to verify to any other player that the given ciphertext $E_h(m;r)$ is an encryption of the message $m$. Since we will use this protocol in a non-interactive manner using the Fiat-Shamir transform the fact it is only honest-verifier will be no problem, as we will achieve security in the random oracle model. We insist that the encryption function is semantically secure under passive attacks. However, we cannot achieve semantic security under active attacks since we also require the ability to re-mask a message, as we shall now explain.

### 3.3 Verifiable Re-masking Protocol

Let $C_m$ denote the set of all possible encryptions of a message $m$ under the masking function above. Given an element $c$ of $C_m$ there is a function which re-encrypts $c$ to give another representative in $C_m$, and which can be applied without knowledge of the underlying plaintext $m$ and only knowledge of the public key $h$. Hence, this function can be applied either by the player who originally masked the card or by any other player. We shall denote this function by $E'_h$,

$$E'_h : \{ C_m \times \mathcal{R} \longrightarrow C_m \} \quad (c, r) \longmapsto E'_h(c,r).$$

Again we also insist that there is a honest-verifier zero-knowledge protocol to allow the player conducting the re-masking to verify to any other player that the given ciphertext $E'_h(c;r)$ is an encryption of the message $m$, without either player needing to know the underlying plaintext message $m$.

We insist that if $r \in \mathcal{R}$ is chosen uniformly at random then $E'_h(c;r)$ is also uniformly distributed over $C_m$. In addition we also insist that if a user knows $r_1$ and $r_2$ such that

$$c_1 = E'_h(c;r_1) \quad \text{and} \quad c_2 = E'_h(c_1, r_2)$$

then they can compute $r$ such that

$$c_2 = E'_h(c;r).$$

This last property is needed so that certain proofs of knowledge can be executed.

### 3.4 Verifiable Decryption Protocol

Given a ciphertext $c \in C$ this is a protocol in which each player generates a value $d_i = D(c, x_i)$ and an honest-verifier zero-knowledge proof that the value $d_i$ is consistent with both $c$ and the original commitment $h_i$.

We assume there is a public function

$$D'(c, d_1, \ldots, d_l) = m$$

which decrypts the ciphertext $c$ given the values $d_1, \ldots, d_l$. This function should be an $l$-out-of-$l$ threshold scheme in that no subset of $\{d_1, \ldots, d_l\}$ should be able to determine any partial information about $m$. 

4 The Card Protocols

For the purpose of this paper, we assume an authentic broadcast channel between all parties. This can be achieved easily in practice using digital signatures and a passive bulletin board to hold the player communications. There are two types of operations; operations on a single card and operations on a deck (or set) of cards.

4.1 Operations on a Card

We assume that the players have executed the key setup phase for an $l$-out-of-$l$ VTMF as above, where $l$ is the number of players. Following the approach of [16], we describe the card operations needed in most games. Each card will be represented by an element $c$ of the space $C$. The value of the card is the unique $m \in M$ such that $c = \mathcal{E}_h(m; r)$ for some value $r \in \mathcal{R}$. A card is called open if $c = \mathcal{E}_h(m; 1)$, and $r$ is a publicly known value.

Creation of an open card. The creation of an open card requires only the input of one player. To create a card with type $m$, the player simply creates card value $c = \mathcal{E}_h(m; 1)$. This format can be read and understood by everyone, so verification of the precise card value is trivial.

Masking a card. Masking a card is the application of a cryptographic function that hides the value or type of the card. The homomorphic property of the encryption scheme allows an already masked card to be re-masked. Also, a zero knowledge proof exists that allows the verifier to show that the masked card is the mask of the original card. Thus masking is achieved by use of the verifiable re-masking function $\mathcal{E}_h'$ described above.

Creation of a private card. To create a private card, Alice privately creates a card $m$ and then masks it to give $c = \mathcal{E}_h(m; r)$ which she then broadcasts to all other players. The purpose of broadcasting the masked card is to commit to the generated card and to prevent Alice from generating a wild card. The proof of knowledge here has to be slightly different to that described above since we need to show that the card is a mask of a valid card, i.e. $m$ is a genuine card value. This proof is accomplished by the protocol of Cramer et. al. [5] in which one can show that $c$ is the masking of an element of the required subset $M$.

Creation of a random covered card. Unlike the scheme proposed by Schindelhauer [16], there is no trivial way of generating a random covered card unless the number of cards is equal to the number of plaintexts of the underlying encryption scheme. In our instantiations below the size of the underlying plaintext space is exponential and so this approach is not going to work.
There are two possible solutions to this problem:

- One option is to enable the entire underlying plaintext space $\mathcal{P}$ to be considered as card values. Hence, one would require a cryptographic hash function $H: \mathcal{P} \to \mathcal{M}$ which maps plaintexts to possible card values. This assumes that every ciphertext corresponds to a valid encryption, which in our instantiations is a valid assumption.

- The second solution is to create a deck containing all the possible cards that could be randomly generated. Each player then shuffles and masks the deck and a card is chosen at random. This is a more costly method, but distributes the probability of selection correctly while giving no player a chance to influence the generation of the card. Operations on a deck, such as shuffling, are considered later.

Opening a card. To open a card, each player executes the verifiable decryption protocol. In the case of publicly opening a card, this information is broadcast to everyone. In the case of privately opening a card one player keeps their decryption information secret. Thus enabling them to read the card. The associated proofs in the verifiable decryption protocol are used to ensure that no player can sabotage the game by providing incorrect decryptions.

There are other possible card opening situations such as when a card needs to be opened by two players, $N$ and $S$, but no others. Due to the broadcast nature of our network we need to solve this using a two stage process: One player, $N$ say, first re-masks the card and provides a proof of the re-masking. The group minus $N$ and $S$, then contribute their shares of the decryption of both cards. Player $N$ contributes a decryption of the card to be opened by $S$, and $S$ contributes a decryption of the card to be opened by $N$. Similar situations can be dealt with by adapting the above ideas.

4.2 Operations on a Deck

A deck $D$ is modelled as a stack of cards of size $n$. There is no reason for there to be only one deck in the game, and each players hand could be considered a deck in itself. At the start of the game a player may create the deck. The notation for masking a card $E_h(m; r)$ is often abused to also mean masking the entire deck in the form $E_h(D; R)$, where $R = \{r_1 \ldots r_n\}$. In this case, each card is masked individually using the corresponding $r$ from $R$.

Creating the deck. This operation is equivalent to the creation of several open cards which are then stacked and mask-shuffled. In order to ensure that the player who created the deck does not follow where the cards are, each player must mask-shuffle the deck before play can begin. Any player who does not mask-shuffle the deck could have all of their cards discovered by the collusion of his opponents.
**Mask-shuffling the deck.** We define a composite operation called mask-shuffle which both shuffles the deck and applies a mask to each individual card in the deck. To mask-shuffle the deck, the player must apply a permutation and then mask each card. If parts of the deck have not yet been masked (either due to the deck just being created or the player adding a card to the deck), the player knows what card has been masked to what value, i.e. it is privately masked. Therefore, it is often the case that the deck must be re-masked by all other players to ensure it is publicly masked.

Also, the mask-shuffle operation includes a verification stage to ensure the mask-shuffle has been performed correctly, i.e. the resulting deck is semantically the same as the initial deck. This is done using an honest verifier zero-knowledge proof, as in Figure 1.

For the purposes of this proof, it is necessary to keep track of all the permutations and Rs used during the initial masking of $D$ to form $D'$. However, once the mask-shuffle has been verified as correct they may be discarded. Note that the chance of cheating has been reduced to $\frac{1}{2^s}$, so $s$ should be suitably large to satisfy all parties.

**Splitting the deck.** Splitting a deck means that a player moves $x$ cards from the top of the deck to the bottom, maintaining the order of the removed cards. This is a similar operation to shuffling the deck, in that a permutation can be used to represent the split. However, the proof needs to be extended in order to show that a split has occurred and not a regular shuffle. The proof is similar to the honest verifier zero knowledge proof used for shuffling the deck, on noticing that a split followed by a split is simply another split. Figure 2 shows the protocol in more detail.

**Drawing a card from the deck.** This operation is equivalent to privately opening a masked card. In this case, the player broadcasts to all players which card he is going to draw. The card is then privately opened once all players have agreed to share enough information to do so. In some instances a player might be restricted to drawing only from the top of the stack. As each player has a copy of the stack this would be possible. Note that if a player has just placed a card on the stack, the player who takes this card will be letting the other player know what card is in his hand. This is acceptable as it would be true in a real game of cards. However, the player who draws this card should re-mask his hand if he ever intends to discard a card. This prevents the other player knowing when he has discarded the card given to him. Discarding cards is considered later.

**Discarding a card from hand.** A players hand is made up of a series of masked cards which they know the decryption of. However, there are some times when an opponent knows what card you are holding at a certain point (for example, passing cards in Hearts). In this case, the player must always mask-shuffle his hand whenever he intends to discard a card from it. For example, if a player wants to insert a card from his hand into the deck, he must first discard this card and then insert it into the deck. This operation ensures that no information about a players hand is revealed.
A permutation $\sigma$ is applied to the deck $D$, and each element is masked to create $D'$ such that

$$D' = \mathcal{E}_h(\sigma(D); R).$$

Alice publishes the mask-shuffled deck $D'$

Alice generates a set of permutations $\{\sigma'_1, \ldots, \sigma'_s\}$ and sends $D''_i$ to Bob where

$$D''_i = \mathcal{E}_h(\sigma'_i(D'); R_i).$$

Bob chooses a random subset of $X \subset \{D''_1, \ldots, D''_s\}$ and sends this to Alice.

For all $D''_i \in X$, Alice publishes $\sigma'_i, R_i$

otherwise she publishes $\sigma \circ \sigma'_i, R'_i$

where $R'_i$ are the masking values used to mask $D''_i$ from $D$. These later values should be easily computable from $R$ and $R_i$.

Bob verifies that Alice has supplied the correct masking values and permutations to go from $D'$ to $D''_i$ if $D''_i \in X$ or from $D$ to $D''_i$ if $D''_i \notin X$.

<table>
<thead>
<tr>
<th><strong>Alice</strong></th>
<th><strong>Bob</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>A permutation $\sigma$ is applied to the deck $D$, and each element is masked to create $D'$ such that $D' = \mathcal{E}_h(\sigma(D); R)$.</td>
<td>Bob chooses a security parameter $s$ and sends this to Alice.</td>
</tr>
<tr>
<td>Alice publishes the mask-shuffled deck $D'$.</td>
<td></td>
</tr>
<tr>
<td>Alice generates a set of permutations ${\sigma'_1, \ldots, \sigma'_s}$ and sends $D''_i$ to Bob where $D''_i = \mathcal{E}_h(\sigma'_i(D'); R_i)$.</td>
<td>Bob chooses a random subset of $X \subset {D''_1, \ldots, D''_s}$ and sends this to Alice.</td>
</tr>
<tr>
<td>For all $D''_i \in X$, Alice publishes $\sigma'_i, R_i$</td>
<td>Bob verifies that Alice has supplied the correct masking values and permutations to go from $D'$ to $D''_i$ if $D''_i \in X$ or from $D$ to $D''_i$ if $D''_i \notin X$.</td>
</tr>
<tr>
<td>otherwise she publishes $\sigma \circ \sigma'_i, R'_i$</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Mask-Shuffling the Deck

**Rule control.** The use of these set tests allow for rule control that are not available in real card games. For example, in whilst style games such as Hearts and Bridge, a player must “Follow Suit” whenever possible. A cheating player could choose to not follow suit for his own advantage. Although the player would discovered to be cheating at the end of the game, it would be preferable to discover the player to be cheating earlier.

By using the protocol of Cramer, Damgård and Schoenmakers [5] a player can always prove when playing a card that it comes from a given set. Hence, one can make sure that players follow rules, such as following suit, as the game progresses.
A split $S$ is applied to the deck $D$, and each element is masked to create $D'$ such that 

$$D' = \xi_h(S(D); R).$$

Alice generates a further set of masked splits $\{S'_1, \ldots, S'_s\}$ and sends $D''_i$ to Bob where

$$D''_i = \xi_h(S'_i(D'); R_i).$$

Bob chooses a security parameter $s$ and sends this to Alice.

Alice generates a further set of masked splits $\{S'_1, \ldots, S'_s\}$ and sends $D''_i$ to Bob where

$$D''_i = \xi_h(S'_i(D'); R_i).$$

Bob chooses a random subset of $X \subset \{D''_1, \ldots, D''_s\}$ and sends this to Alice.

For all $D''_i \in X$, Alice publishes $S'_i, R_i$. Otherwise she publishes $S \circ S'_i, R'_i$

where $R'_i$ are the masking values used to mask $D''_i$ from $D$. These later values should be easily computable from $R$ and $R_i$.

Bob verifies that Alice has supplied the correct masking values and permutations to go from $D'$ to $D''_i$ if $D''_i \in X$ or from $D$ to $D''_i$ if $D''_i \notin X$.

Leaving the game. Although new players are unable to enter the game, players are able to leave the game whenever they wish. In order to do so, any cards that the player has in their hand must either be returned to the deck or opened and discarded (depending on the rules of the game). Then, each remaining player mask-shuffles the deck and their hands. Once this has been done, the departing player reveals their secret key and verifies it to be correct. This allows all the remaining cards to still be decrypted despite a player not being present. Note that it is not generally possible for the player to re-enter the game once they have left, however for our discrete logarithm based VTMF below we shall show that this is possible.
5 Instantiations of VTMF’s

We now present two examples of a VTMF suitable for use in our card protocols. The first is based on the ElGamal encryption scheme whilst the second is based on Paillier’s system [13]. Before presenting the instantiations we require the following sub-protocols, both of which are honest-verifier zero-knowledge and possess the “special soundness” property of [5].

Proof of Knowledge of Equality of Discrete Logarithms
The following protocol, due to Chaum and Pedersen [4], provides a proof, that if the verifier is given $x = g^\alpha$ and $y = h^\beta$ then the prover knows $\alpha$ and that $\alpha = \beta$, where $g$ and $h$ have order $q$.

- The prover sends the commitment $(a, b) = (g^{\omega}, h^{\omega})$ to the verifier, for some random value $\omega \in \mathbb{Z}_q$.
- The verifier sends back a random challenge $c \in \mathbb{Z}_q$.
- The prover responds with $r = \omega + \alpha c \pmod q$.
- The verifier accepts the proof if and only if he verifies that $g^r = ax^c$ and $h^r = by^c$.

We shall denote this protocol by $CP(x, y, g, h; \alpha)$.

Proof of $n^{th}$ residuosity modulo $n^2$
The following protocol, due to Damgård and Jurik [8], provides a proof that a value $u \in \mathbb{Z}_{n^2}$ is a perfect $n^{th}$ power and that the prover knows an $n^{th}$ root $v$.

- The prover sends the commitment $a = r^n \pmod {n^2}$ for some random value $r \in \mathbb{Z}_{n^2}$.
- The verifier sends back a random challenge $c \in \mathbb{Z}_n$.
- The prover responds with $z = r \cdot u^c \pmod {n^2}$.
- The verifier accepts the proof if and only if $z^n = a \cdot u^c \pmod {n^2}$.

We shall denote this protocol by $DJ(n, u; v)$.

When we apply these protocols the random challenge $c$ will be created from hashing the commitment and the public input values, thus making the protocol non-interactive. In such a situation we also denote the transcript of the proofs by $CP(x, y, g, h; \alpha)$ and $DJ(n, u; v)$.

5.1 Discrete Logarithm Based VTMF

The parties first agree on a finite abelian group $G$ in which the Decision Diffie–Hellman assumption is hard. The users agree on a generate $g \in G$ of order $q$ and set

$\mathcal{M} = G$, $\mathcal{R} = \mathbb{Z}_q$ and $\mathcal{C} = G \times G$. 
**Key Generation Protocol**

Each player generates a random private key $x_i \in \mathbb{Z}_q$ and publishes $h_i = g^{x_i}$. The public key $h$ is formed from

$$h = \prod_{i=1}^{l} h_i.$$

**Verifiable Masking Protocol**

The verifiable masking protocol is given by the ElGamal encryption operation

$$(m, r) \rightarrow (c_1 = g^r, c_2 = h^r \cdot m).$$

The value $(c_1, c_2)$ is published and is accompanied by the proof

$$CP(c_1, c_2/m, g, h; r).$$

That this encryption function is semantically secure under the Decision Diffie-Hellman assumption is an undergraduate exercise.

**Verifiable Re-masking Protocol**

Given a ciphertext $(c_1, c_2)$ this is re-masked by computing

$$((c_1, c_2), r) \rightarrow (c_1' = c_1 \cdot g^r, c_2' = c_2 \cdot h^r).$$

The value $(c_1', c_2')$ is now published and accompanied by the proof

$$CP(c_1'/c_1, c_2'/c_2, g, h; r).$$

**Verifiable Decryption Protocol**

Given $(c_1, c_2)$, user $i$ publishes $d_i = c_1^{x_i}$ along with a proof $CP(d_i, h_i, c_1, g; x_i)$. Given these values any player can decrypt $(c_1, c_2)$ by computing

$$m = c_2 / \prod_{i=1}^{l} d_i.$$

**Joining The Game**

Using this VTMF a player may join an existing card game by generating a private key $x_{l+1}$ and public commitment $h_{l+1}$ as above. The public key $h$ for the game is then replaced by

$$h' = h \cdot h_{l+1}.$$

Then each card $c = (c_1, c_2)$ is masked by the new player, under the new public key, by setting

$$c' = (c_1', c_2') = (c_1, c_1^{x_{l+1}} \cdot c_2)$$

along with a proof $CP(h_{l+1}, c_2/c_2, g, c_1; x_{l+1})$. 
5.2 Factoring Based VTMF

Our factoring based assumption will make use of the Paillier probabilistic encryption function [13], which is known to be semantically secure against passive attacks under the $n$-th residuosity assumption.

---

**Key Generation Protocol**

All parties execute a protocol such as that of Boneh and Franklin, see [2,3], to generate a shared RSA modulus $n = p \cdot q$, where each player only knows the value of $(p_i, q_i)$ where $p = \sum_{i=1}^{l} p_i$ and $q = \sum_{i=1}^{l} q_i$. The value $n$ is published and the users generate a share of $\phi = (p-1)(q-1)$ by setting

$$x_i = \begin{cases} n - (p_1 + q_1) - 1 & \text{if } i = 1, \\ - (p_i + q_i) & \text{if } i \geq 2. \end{cases}$$

Note that $\phi = \sum_{i=1}^{l} x_i$. The users then commit to the value $x_i$ by publishing $h_i = g^{x_i} \pmod{n^2}$, where $g = 1 + n$. We then set publicly

$$h = \prod_{i=1}^{m} h_i - 1 \pmod{n^2} = g^{\phi} - 1 \pmod{n^2}.$$

---

**Verifiable Masking Protocol**

The verifiable masking protocol is given by Paillier’s encryption operation

$$(m, r) \mapsto c = g^m r^n \pmod{n^2}.$$  

The value $c$ is published and is accompanied by the proof $DJ(n, c/g^m; r)$.

---

**Verifiable Re-masking Protocol**

Given a ciphertext $c$ this is re-masked by computing

$$(c, r) \mapsto c' = r^c \pmod{n^2}.$$  

The value $c'$ is now published and accompanied by the proof $DJ(n, c'/c; r)$.

---

**Verifiable Decryption Protocol**

Given $c$, user $i$ publishes the value $d_i = c^{x_i} \pmod{n^2}$ along with a proof $CP(d_i, h_i, c; g; x_i)$. Given these values any player can decrypt $c$ by computing

$$\frac{1}{h} \left(\prod_{i=1}^{l} d_i\right) - 1 \pmod{n^2} = \frac{c^\phi - 1}{g^\phi - 1} \pmod{n^2} \pmod{n} = m.$$  

6 Conclusion

We have introduced the concept of a VTMF and shown how this can be used to implement a secure multi-party card game with arbitrary number of players and
no trusted centre. The number of bits to represent each card in our system is significantly smaller than in previous schemes. We have then gone on to show how a VTMF can be implemented either under a discrete logarithm type assumption or under a factoring based assumption.

The authors would like to thank the referee’s for very useful comments which improved the readability of the paper. The authors would also like to thank F. Vercauteren for useful conversations whilst the work in this paper was carried out.
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