Abstract: Localization of single molecules in microscopy images is a key step in quantitative single particle data analysis. Among them, single molecule based super-resolution optical microscopy techniques require high localization accuracy as well as computation of large data sets in the order of $10^5$ single molecule detections to reconstruct a single image. We hereby present an algorithm based on image wavelet segmentation and single particle centroid determination, and compare its performance with the commonly used Gaussian fitting of the point spread function. We performed realistic simulations at different signal-to-noise ratios and particle densities and show that the calculation time using the wavelet approach can be more than one order of magnitude faster than that of Gaussian fitting without a significant degradation of the localization accuracy, from 1 nm to 4 nm in our range of study. We propose a simulation-based estimate of the resolution of an experimental single molecule acquisition.
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1. Introduction

The field of optical microscopy for biological applications has taken a qualitative leap forward with the technical advances leading to the detection of single molecules. In recent years, single molecule experiments have become routine in many laboratories using imaging techniques in biology and biophysics, providing new insights into a multitude of biological processes [1]. In most cases, the first step for a quantitative analysis of single molecule experiments is the determination of the position of the particle with sub-pixel accuracy in the nanometer range, well below the diffraction limit of light. For instance, the precise position of fluorescently labeled proteins in consecutive time-lapse images can be used to determine the diffusion properties of specific membrane proteins [2, 3] or to unravel the steplike mechanisms of molecular motors [4].
In recent years, several super-resolution optical microscopy techniques have been developed that surpass the diffraction limit of light in optical systems (typically ~250 nm). Among these are (fluorescence) photoactivation localization microscopy [5, 6] ((F)PALM), stochastic optical reconstruction microscopy (STORM) [7] and more recently ground state depletion microscopy (GSD) [8] that are all based on the sequential photo-activation of sparse subsets of single fluorophores. These single molecule techniques rely on the ability to accurately determine the center of the point spread function (PSF) created by each single point emitter; ultimately, the resolution of the image is determined by the achieved particle localization accuracy [9, 10]. These techniques have become widespread due to their affordability and relatively simple implementation on a conventional total internal reflection fluorescence (TIRF) microscope for single molecule detection.

The typical procedure for successfully recording and reconstructing a super-resolution image with PALM / STORM microscopy involves post-processing of the images acquired in the microscope and includes the following steps: 1) A short pulse of visible light activates a subset of fluorophores whose distance to their first neighbor is large enough as to individually resolve each PSF. 2) A second laser with different wavelength is used to excite the active fluorophores until their (irreversible) photobleaching while one or several images are recorded. 3) Steps 1 and 2 are sequentially repeated so that the density of imaged fluorophores is high enough for a complete reproduction of the structure of interest (typically a few thousand frames). 4) Post-processing of the images, starting by the detection of the imaged fluorophores, frame by frame. 5) Fitting of each single PSF in order to determine its center. 6) Finally, reconstruction of the super-resolution image based on the positions determined in the previous step.

The standard mathematical model used for PSF fitting is a two-dimensional Gaussian function, due to its good performance in terms of localization [11, 12]. Normally steps 1 to 3 take from minutes to few hours, while steps 5 to 7 may take from 30 minutes up to several hours of computation when Gaussian fitting is carried out, since it requires an iterative minimization step, typically a maximum-likelihood estimation (MLE) or non-linear least squares (NLLS). This makes it virtually impossible to quickly evaluate the results obtained in the microscope right after acquisition, and to improve the experimental conditions on-site. Recently, a massively parallel implementation of MLE Gaussian fitting has been proposed [13]. This solution greatly reduced the computation time, but required the use of a dedicated graphics processing unit (GPU) hardware architecture.

To overcome the limitations caused by such a time-consuming data analysis we hereby propose a wavelet segmentation algorithm for particle detection and centroid localization. The advantages of the wavelet approach are two-fold: its fast processing time, more than one order of magnitude lower than that involving 2D Gaussian fitting, and a very good localization accuracy unlike other proposed fast-processing algorithms for PALM analysis [14–16].

2. Simulations and wavelet segmentation

2.1 Simulation of realistic single molecule images

In order to determine the speed, reliability and accuracy of the detection and position determination of the wavelet segmentation and centroid determination algorithm, we first performed simulations consisting of isolated single point emitters, convolved by a 2D point spread function with Gaussian shape of sigma 1 pixel (i.e. FWHM of 250nm). Blurred signal was then sampled on a 256x256 pixelated matrix, with a pixel size of 100 nm. Finally, digital images where corrupted by a combination of Gaussian and Poisson noise.

These simulations were performed with different SNR and particle density per image. With SNR values ranging from 2.6 to 10.3, and particle densities from 0.1 molecule/µm² to 1 molecule/µm², we largely covered the entire range of experimental conditions encountered in PALM and STORM imaging using fluorescent proteins or organic fluorescent dyes. For each given SNR and density, a series of 100 frames of randomly redistributed particles was generated. In Fig. 1, examples of such synthetic data are shown for increasing particle density.
and decreasing SNR. In the lower panel of the figure, intensity profiles across an individual particle PSF are plotted for the different values of SNR of the simulated images. Typical SNR values of the experimental data are about 8 in our simulations, depending on the chosen fluorophore and experimental conditions. We then used the generated movies to compare the performances of the wavelet segmentation approach and an algorithm requiring Gaussian fitting in terms of speed and accuracy. One motivation for investigating much lower SNRs is to cover fluorescent probes with lower quantum yield and single particle tracking of photoactivatable fluorophores (sptPALM) [17], both cases leading to less detected photons in each image frame.

Fig. 1. Simulations of single particles. Examples of the simulated single molecule data on a 256 px x 256 px matrix of 100 nm pxel size. Each single point is convolved with a 2D Gaussian function with variance \( \sigma^2 = 1 \) px, and the image corrupted with a mixture of Gaussian and Poisson noise. In panel A, examples at SNR = 7.1 and molecule density of 0.1, 0.25, 0.5, 0.75, and 1 molecule/\( \mu m^2 \) (left to right). In panel B, examples at molecular density of 0.1 molecule/\( \mu m^2 \) and SNR = 10.3, 6.6, 3.6, 3, and 2.6 (left to right). In panel C, intensity profile across one single molecule for different SNR, normalized in the inset, and shown as raw images on the right.

2.2 Wavelet segmentation

Original images were decomposed into wavelet maps using an undecimated wavelet transform called “à trous” [18] using B-Spline of third order [19, 20]. This decomposition is extremely valuable for its fast execution and accuracy in isotropic spot detection. The first wavelet plane contained the high frequencies of the source image (Fig. 2, 2nd column), where
most of the noise is present [21]. The second wavelet map contained the structures with size close to the diffraction limit (Fig. 2, 3rd column), and is therefore well suited for single molecule localization. Higher wavelet maps contained coarser image details and were therefore not useful.

The second wavelet plane was then extracted applying a fixed threshold, whose value was chosen ranging between 0.5 to 2 times the standard deviation of the background noise. Background Gaussian noise estimation can be automatically computed from the first wavelet map [22]. Nevertheless, if the specific signal of single molecules is sparse, as desired for single molecule based super-resolution, the standard deviation of the source image is a good estimate. The thresholds used for the wavelet segmentation of the images shown in the 4th column of Fig. 2 were set to 0.5 times the standard deviation of the noisiest image.

Single molecule based super-resolution imaging often requires a large number of detected particles in order to reconstruct an image. For some biological applications, notably live-cell dynamics, high imaging rates are required and thus images with high density of activated molecules are acquired. This may result in inaccurate particle localization when multiple PSFs from different molecules overlap (see red asterisks in Fig. 2). Recent studies have specifically addressed this problem, proposing different localization algorithms [23, 24] and methods for measuring localization performance [25]. Here, in order to split detected regions composed of several spots, a standard watershed algorithm [26] was applied on the second wavelet map. Finally, regions of less than 4 pixels were removed to avoid possible remaining localizations due to noise.

Details of the fast “à trou” wavelet implementation are given below:

Let’s define $V[i]$ as the coefficient map at the level $i$ and $W[i]$ the wavelet (or detail) coefficient map at the level $i$. $V[i]$ and $W[i]$ have the same size than the original image. $W[2]$ is the wavelet map which is segmented using threshold and watershed.
Step 1: \( V_0 \) is initialized to the original image

Step 2: Calculation of \( V_1 \):

\[
V_1 = \text{convH} \left( \text{convV} \left( V_1, g_1 \right), g_1 \right)
\]

Step 3: Calculation of \( W_2 \):

\[
W_2 = \text{convH} \left( \text{convV} \left( W_2, g_2 \right), g_2 \right)
\]

Step 4: Calculation of \( W_2 \):

\[
W_2 = V_1 - V_2
\]

Where \( g_1 \) refers to the low pass \( \left[ H_2, H_1, H_0, H_1, H_2 \right] \), \( g_2 \) refers to the low pass \( \left[ H_2, 0, H_1, 0, H_0, 0, H_1, 0, H_2 \right] \), with \( H_0 = 3/8 \), \( H_1 = 1/4 \), \( H_2 = 1/16 \). \( \text{convH} \) refers to the convolution over the columns and \( \text{convV} \) refers to the convolution over the lines.

For comparison with our method, we chose the recently published multiple-target tracking (MTT) algorithm [27] as the Gaussian fitting approach. MTT is a robust algorithm for high-density single-particle detection calculations with performances close to the theoretical limits. Although the MTT algorithm is able of determining the position of overlapping PSFs and includes tracking capabilities, we limited the comparison to the detection and positioning of single PSFs, excluding deflation loops and trajectory determinations. MTT uses hypothesis-testing for particle detection followed by multi-parametric Gaussian fitting to estimate the subpixel position of single particles. Both the wavelet segmentation approach and MTT have a complexity of \( \mathcal{O}(n) \), where \( n \) is the number of pixels in the image per frame. The main difference between the two approaches is how the localization coordinates are computed. For the wavelets, a simple centroid is computed on the 2\text{nd} wavelet map for each region. Since the number of molecules and their surface after segmentation are limited, the complexity of the watershed can be approximated to \( \mathcal{O}(n) \) as well. Gaussian fitting relies on an iterative algorithm, with a minimum of 30 iterations, in order to extract the 5 parameters (x, y, sigma, intensity, and offset) that describe the two-dimensional Gaussian curve. We therefore decided to compare the two approaches by the number of computing operations instead of their computing complexity. The following Table 1 details the main steps of both methods:

**Table 1. Steps followed by the Gaussian and wavelet approaches for particle detection and position determination.**

<table>
<thead>
<tr>
<th>Gaussian fitting</th>
<th>Wavelets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filtering</td>
<td>Wavelet decomposition</td>
</tr>
<tr>
<td>For each region</td>
<td>For each region</td>
</tr>
<tr>
<td>Loop for at least 30 times</td>
<td>Computing the watershed</td>
</tr>
<tr>
<td>Computing the partial derivatives for the five parameters (x, y, sigma, intensity, offset)</td>
<td>Computing the centroid of the region(s)</td>
</tr>
<tr>
<td>Adjusting the parameters to minimize the errors</td>
<td>End for each region</td>
</tr>
<tr>
<td>End loop</td>
<td></td>
</tr>
<tr>
<td>End for each region</td>
<td></td>
</tr>
</tbody>
</table>

**3. Results**

**3.1 Computation time**

In order to perform efficient imaging experiments, one key element is to be able to take decisions that might alter the experimental configuration during or right after acquisition. This is especially critical in live cell experiments, where the effective time of the experiment under the microscope may be limited in order to maintain the physiological conditions of the samples. A long post processing of the data after the actual experiment in the microscope room may thus severely limit the design and possible applications of super-resolution imaging experiments, which involve the quantitative analysis of hundreds of thousands of single molecule data points.
We performed the analysis in a Dell Precision T7500 computer, clock speed of 2.26GHz and 48GB of RAM, with two quad Intel Xeon processors E5520, although only one core was used during the calculations. Examining the calculation speed of the wavelet algorithm compared to MTT, we observed an improvement of more than one order of magnitude in the computation time. Figure 3 shows the calculation time for a series of 100 images of a wide range of SNR and particle density values. Whereas the calculation time as a function of the SNR saturates at similar values of SNR for both algorithms, the saturation level is about 20 times faster in the case of the wavelet analysis (note the logarithmic scale). On the other hand, Fig. 3B shows a linear increase of the computation time as a function of the particle density. Nevertheless, accurate experimental recordings will typically limit the particle density to the lower density levels, in order to avoid overlapping PSFs.

![Wavelet vs. MTT analysis](image)

**Fig. 3.** Computation time. In panels A and B, comparisons of the computation time between the wavelet segmentation and the MTT algorithms. The total time needed to detect and determine the position of a series of 100 images with simulated single molecules, are represented as a function of the molecular density for different SNRs (A), and as a function of SNR for several molecular densities (B). Panel C shows a comparison between the wavelet algorithm and QuickPALM for a series of 4000 images at different molecular density. With QuickPALM, two to four CPU processors were used for the computation.

We also have also compared our method to the recently published QuickPALM algorithm [14] as an example of a widely used fast-processing algorithm. This algorithm uses a multithreading approach, which consists in partitioning the program into many tasks that can be processed in parallel, linking its performance to used processors. We have compared both methods on the same simulated data sets used above, with a particle density per image frame ranging from 0.1 to 0.75 molecule/\(\mu\)m\(^2\) and using 1 to 4 CPUs for the QuickPALM algorithm. These tests show that our method is more efficient for high densities (> 150 molecules), even with the use of four processors. For small densities (<150 molecules), both algorithms show
similar performance, with a variability depending on the number of processors used. It is noteworthy that our algorithm uses only one processor even with a multiprocessor architecture. Nevertheless, since in our wavelet segmentation the processing of images is completely independent, an implementation on a multiprocessor architecture is feasible.

3.3 Localization accuracy

As mentioned before, the resolution of the reconstructed image is ultimately given by the accuracy in determining the position of each single fluorophore. It is hence of the utmost importance for the overall performance of an algorithm not to compromise the pointing accuracy over the calculation speed. We computed the error made in each detection by measuring the Euclidean distance between coordinates of simulated data and the closest coordinates in the analyzed data. We then defined the localization accuracy as the mean value of the positioning error calculated for all the detections of each data set. Figure 4 shows the performance of both algorithms in retrieving the position of the fluorophores as a function of the SNR. As expected, the localization accuracy is inversely proportional to the SNR for high numbers of detected photons, and dominated by the background noise at low SNR. We found that the accuracy in determining the single molecule positions is comparable using both algorithms, for the entire range of SNRs and molecule densities used in this study. The results obtained with the wavelet approach algorithm are summarized in Table 2 for the different sets of simulated data with varying particle density and SNR.

3.4 False positive/negative rate

Another important parameter to take into consideration is the reliability of the algorithms for particle detection. In other words, the ability of the algorithm to detect individual PSFs in a noisy image must be evaluated. When a particle present in the simulated data had no matching detection in the analyzed data set within a radius of 100 nm, it was counted as a false negative detection. Similarly, a false positive detection was defined as the identification of a molecule in the analyzed data set that was not present in the simulated data within a radius of 100 nm. Figure 5 shows the false positive (A) and false negative (B) rates as a function of the SNR. The results of the analysis show that the percentage of false positive and negative detections are similar for both algorithms, and strongly depend on the SNR of the simulated data, except for the false positive rate performed by the wavelet analysis, which remains fairly constant at a given molecular density. It is noteworthy that choosing a different minimum intensity threshold value would alter the rate of false positive and negative detections, without
effectively compromising the performance in terms of calculation speed and localization accuracy. Also, noise reducing filters applied prior to particle detection and localization may improve the detection errors [28] but at the expense of adding an extra step in the localization process and therefore an increasing of the processing time.

Fig. 5. False detections. Rates of false positive and false negative detections, in a radius of 100 nm around the coordinates of each simulated single molecule. In panel A, comparison of the false positive rate between the wavelet approach and MTT, as a function of the SNR, for several molecular densities. In panel B, false negative rates as a function of the SNR.

3.5 Simulation of test pattern

In order to further characterize the results represented in Fig. 4 and Fig. 5, we generated a test pattern made of alternating black and white stripes of sizes ranging from 200 nm down to 6 nm in width (Fig. 6). This approach has been widely used in radiology to determine the resolution of X-ray imaging systems [29]. We have simulated and analyzed 4 different single molecule experiments where the black stripes were populated with single particles at different densities and SNR, from 0.5 molecule/µm$^2$, and an SNR of 7.1 to 1 molecule/µm$^2$, and SNR 3.1, using the protocol described before (Fig. 6A and B). The interest of this test pattern is first to visually monitor the segmentation performance and secondly to compute the modulation transfer function (MTF) from the reconstructed image. The $MTF(f)$ is calculated for each frequency $f$ of the test pattern as the ratio $C(f)/C(0)$, where $C(f)$ is the contrast for the frequency $f$ and $C(0)$ is the contrast for low frequency. Panel (C) represents the contrast function and (D) the $MTF(f)$ for all the simulation. The resolution of the image is then estimated as the inverse of the cut-off-frequency ($f_c$), obtained when the $MTF(f_c) = 0$. 
Fig. 6. Simulation of test patterns. Examples of simulated single molecule data inside a test pattern made of alternating stripes of variable width ranging from 200 nm (periphery) down to 6 nm (center). Panel A: the simulated pattern, ideal (top) and reconstructed from a limited number of molecules (bottom). Panel B: reconstructed images after localization for various SNRs and molecule densities. Panel C: contrast functions and their corresponding modulation contrast functions.

This representation validates the fact that lowering the SNR and increasing particle density from an ideal reference (density 0.5 molecule/µm², SNR 6.6, resolution of about 25 nm) reduces the resolution of the super-resolution image. This is illustrated by a loss of contrast for the lines of 50 nm and even 100 nm in the case of 1 molecule/µm² density and an SNR of 3. Beside its visual aspect, this representation is complementary to the previous simulation and does not require the knowledge of the coordinates of the source points, which makes it more suitable for any lab willing to test their algorithm performance. In addition, it
also enables the quantification of the effect of the density of detected molecules on the resolution, which is known to be crucial in single molecule super-resolution microscopy. Even if this aspect has not been quantified in the current paper, it is evident that the limited number of molecules affects the MTF of the simulated image. Finally, for each condition we have performed a linear interpolation of the MTF on the first points where $MTF(f) > 15\%$, a threshold below which the contrast is noisy, and computed the cut-off frequency. The results are in good agreement with the resolutions computed in the simulation, and are summarized in Table 2.

<table>
<thead>
<tr>
<th>SNR 10.3</th>
<th>SNR 6.6</th>
<th>SNR 3.6</th>
<th>SNR 3</th>
<th>SNR 2.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 molecule/µm²</td>
<td>9.2 nm</td>
<td>13.4 nm</td>
<td>28.9 nm</td>
<td>37.2 nm</td>
</tr>
<tr>
<td>0.25 molecule/µm²</td>
<td>10.8 nm</td>
<td>14.7 nm</td>
<td>30.3 nm</td>
<td>38.1 nm</td>
</tr>
<tr>
<td>0.5 molecule/µm²</td>
<td>13.2 nm</td>
<td>17 nm</td>
<td>31.8 nm</td>
<td>39.6 nm</td>
</tr>
<tr>
<td>0.75 molecule/µm²</td>
<td>15.7 nm</td>
<td>19.4 nm</td>
<td>33.4 nm</td>
<td>40.9 nm</td>
</tr>
<tr>
<td>1 molecule/µm²</td>
<td>18.4 nm</td>
<td>22.2 nm (15.6 nm)</td>
<td>35.4 nm</td>
<td>42.4 nm (35.7 nm)</td>
</tr>
</tbody>
</table>

### 3.6 Comparison of the algorithms using experimental data

The analysis performed with the simulated data at different SNR and molecular density has shown that the wavelet algorithm approach does not compromise the localization accuracy nor the number of detected particles, compared to the classical Gaussian fit analysis, with an increase of up to a factor of 20 in the calculation speed. We then compared the performance of both algorithms with experimentally acquired data.

We performed PALM imaging experiments in dissociated rat hippocampal neurons expressing an actin marker fused to a photo-convertible fluorescent protein (ABP-tdEosFP, see reference [30] for details). A preliminary snapshot of the pre-converted form of the fluorophores allowed the acquisition of the diffraction-limited resolution image, shown in the left panel of Fig. 7. Subsequently, sparse subsets of single tdEosFP fluorophores were photoconverted and imaged until photobleached, recording a long-term acquisition of 50000 frames of 50 ms (~42 min of recording). We analyzed the raw data with both algorithms, and reconstructed the super-resolved images shown in Fig. 7.
Fig. 7. Experimental data. Performance of the wavelet segmentation algorithm and the MTT algorithm with experimental PALM data. Panel A: Low-resolution image (left) and super-resolution reconstructions (center and right) of the actin cytoskeleton of rat hippocampal neurons expressing ABP-tdEosFP and fixed with 4% paraformaldehyde. 50,000 individual frames were analyzed; the analysis with the wavelet segmentation algorithm took 7.7 minutes and identified 1,058,886 single molecule events, while the Gaussian approach took 116 minutes and detected 1,092,266 events. Panel B: Comparison of the intensity profiles across the shaft of the dendrite for the images shown in A (indicated by a white line). Panel C: higher.
magnification of a 2.65 x 2.65 µm² region (boxed region in A) containing an individual
dendritic spine where 45 878 single molecule events were detected with the wavelet
segmentation algorithm (top panel, detected particles are overlaid with the diffraction limited
image of the pre-converted fluorophores); a super-resolution reconstruction is shown with a
pixel size of 9.6 nm with each single molecule represented by one pixel of unitary intensity
(lower panel). Panel D: Histogram of the SNR values of the single fluorophore intensities
detected in the region, with a mean SNR of 5.3, and the mean values of the SNR considering
the brightest 10%, 25%, 50%, 75%, and 100% detections.

In both cases, the total number of detected particles in the whole experiment was slightly
over one million detections: 1 058 886 and 1 092 266 detected spots for the wavelet and the
MTT algorithms, respectively. Whereas the total calculation time was only 7.7 minutes with
the wavelet segmentation approach, it took 116 minutes with the Gaussian fit algorithm. The
reconstructed super-resolution images have the same resolution and no degradation of the
image could be observed. In panel B of Fig. 6, intensity profile sections across the shaft of the
dendrite were compared for the low-resolution image and the super-resolution reconstructions
performed with both algorithms, illustrating the high resolution imaging of cytoskeletal
structures. We then analyzed the SNR of the detected fluorophores in a smaller region
containing a single dendritic spine, shown in panel C. In this region, a total number of 45 878
individual events were detected in the 50 000 frames using the wavelet segmentation
algorithm with a relatively broad distribution of fluorescence intensities and with a mean SNR
of 5.3 (Fig. 7D).

4. Discussion

Super-resolution optical microscopy based on single molecule techniques strongly depends on
both the acquisition parameters and the image analysis. In this work, we have proposed and
validated an alternative approach to Gaussian fitting, based on wavelet filtering and centroid
determination. We have measured a 20-fold gain in the speed of analysis only at the expense
of a marginal loss in the pointing accuracy of 10%. Consequently the proposed method has
revealed itself as a better approach for retrieving accurate detections at low SNR, and may be
useful for reducing the minimum time required to obtain a satisfactory density of single
molecules for super-resolution image reconstruction.

More generally, super-resolution microscopy lacks real quantitative knowledge of the
image resolution obtained with experimental data. In most cases, the spatial resolution has
been either quantified on the data themselves, or determined using a theoretical framework. In
techniques based on single molecule localization (i.e. PALM, STORM, GSD), the resolution
of the final reconstructed image depends on both, the SNR of each individual molecule
(proportional to the number of detected photons per molecule) and the total particle density.
The reconstructed image resolution can be regarded as the FWHM of the uncertainty
distribution of the single molecule position that is 2.4 times the pointing accuracy. Yet, a
meaningful representation of the super-resolution image requires a minimum sampling, which
translates into a minimum density of detected particles. The Nyquist-Shannon information-
sampling theorem states that a signal of bandwidth $f$ can be reconstructed in its totality if this
has been sampled with a frequency of $2f$. In the field of single molecule based super-
resolution, a generalization of this theorem is commonly used in terms of image resolution
and density of detected particles: the sampling of detected molecules must be at least twice as
dense as the image resolution $[31]$. We have quantified and illustrated such effects using
realistic simulations of calibrated patterns and experimental data.

In the case of biological experimental data, the SNR of all the detected molecules can
have a large distribution, as illustrated in Fig. 7D for the PALM representation of a dendritic
spine. Given such broad distribution and the high density of single particle detections, one
way of improving the resolution of the PALM reconstruction is to only consider the spots
with the highest SNR, and rejecting those with a poor pointing accuracy that contribute to a
loss in resolution. In Fig. 7D we plotted the mean SNR of the distribution considering the
brightest 10%, 25%, 50%, 75%, and 100% of all detected molecules, corresponding to a
number of detections of 4588, 11469, 22939, 34405, and 45878, and a mean value of SNR of
10.8, 8.7, 7.1, 6.1, and 5.3, respectively. This *a posteriori* filtering may improve the final image resolution but at the expense of decreasing the density of molecules, yet another limiting factor of the resolution. In practice, this imposes a minimum density of molecules in order to reach a certain image resolution, independent of the localization accuracy of each individual molecule. In the case of the individual spine of Fig. 7C, the detected actin molecules are distributed in an area of 1 \( \mu \text{m}^2 \). Considering that the distribution of molecules is relatively homogenous in such a small region of the cell and assuming an unlimited localization accuracy, we have calculated the mean first-neighbor distance of the molecules. As a result, the best expected resolution as stated by the generalization of the sampling theorem was: 29.5 nm considering the brightest 10% of detections, 18.7 nm considering 25% of the brightest molecules, 13.2 nm with 50%, 10.8 nm with 75%, and 9.3 nm with 100% of the detections. Note that this resolution limit is given by the density of detected particles and not by the SNR of the detections. Therefore, for low densities the number of detected particles may define the maximal image resolution, whereas beyond that criterion, the SNR of the detections is the limiting parameter. The balance between molecular density and *a posteriori* filtering of the data are the two main factors to take into consideration when constructing a super-resolution image.

We have presented a new, fast, and efficient segmentation method for single molecule detection and localization. This work highlights the importance of a detailed characterization of the parameters that influence single molecule based super-resolution techniques. We propose different simulation strategies to quantify the experimental resolution of the system and show the significance of molecule density as a key parameter to take into account for best image reconstruction.

## 5. Materials and methods

### 5.1 Simulations

Single molecules images were simulated using 2D isotropic Gaussians [32], of maximum intensity \( I_0 \), standard deviation \( \sigma \) and intensity offset \( B \), sampled in a discrete space of pixel size \( D \). \( \sigma \) and \( D \) refer to the objective resolution and the CCD camera pixel size in the object space respectively. We used \( \sigma = 1 \) and \( D = 100 \text{ nm} \) simulating ideal sampling for high NA objective. \( 2\pi\sigma I_0 \) refers to the number of collected photons \( N_P \) per single molecule [33]. We used an offset \( I_B \) value of 1000 grey levels and \( I_o \) intensities ranging from 100 to 1000 grey levels, compatible with the number of photons emitted by conventional genetic fluorescent proteins and organic single molecule dyes used in super-resolution microscopy [34, 35]. Then, we corrupted the images by a mixture of Poisson (photon) and Gaussian (electronic) noise. At each pixel \( p \) of the images the noise model for the intensities \( I_P \) of the simulated images is the sum of a Poisson noise of rate \( \mu_P \) coming from the limited number \( N_P \) of photons and a Gaussian noise \( B_P \) of mean \( I_B \) and variance \( \sigma_B \) summarizing the electronic noises. A gain \( g \) represents the ratio of gray levels per photo-electrons in the image collected by the CCD. Finally, the intensity can be written as \( I_P = gN_P + B_P \). For each image, the SNR is defined as

\[
\text{SNR} = \frac{I}{\sqrt{\sigma_B^2 + \sigma_i^2}} \quad [36],
\]

where \( I \) is the maximum intensity of the single molecule signal, \( \sigma_i^2 \) is the variance of the background intensities, and \( \sigma_i^2 \) accounts for the photon noise, computed as the integrated signal for the single molecule, proportional to the number of photons.

### 5.2 Experimental data acquisition

Super-resolution imaging was performed on an inverted fluorescence microscope (see reference [30] for details). Photoactivation was performed with a 405 nm laser and excitation with a 561 nm laser, both of them collimated into the microscope and focused at the rear plane of a high NA (1.49) 100X objective, therefore illuminating the sample in wide field configuration. The photon densities were \( 3 \times 10^2 \ \text{kW/cm}^2 \) (405 nm) and 4 \text{kW/cm}^2 (561 nm). Single molecule signals were separated with a 561 nm dichroic and filtered with an emission
filter centered at 617 nm and a spectral width of 70 nm. The signal was expanded with a 1.5X lens and focused on an EMCCD with pixel size of 16 µm, therefore the pixel size on the image plane was 107 nm. The low-resolution image of the pre-converted form of the fluorophore was taken using a mercury lamp for illuminations (excitation at 485 nm, emission at 525 nm).

5.3 Rendering of super-resolution images
Super-resolution images were rendered by superimposing the position coordinates of the detected single molecules, represented with a 2D Gaussian curve of unitary intensity value, with standard deviation determined by the mean localization accuracy of the detected molecules.