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Abstract. In this study, comprehensive measurements over a number of urban-type surfaces with the
same area density of 25% have been performed in a wind tunnel. The experiments were conducted at
a free stream velocity of 10 m s−1 and the main instrumentation was 120◦ x-wire anemometry, but
measurement accuracy was checked using laser Doppler anemometry. The results have confirmed
the strong three-dimensionality of the turbulent flow in the roughness sublayer and the depths of the
inertial sublayer (log-law region) and roughness sublayer for each surface have been determined.
Spatial averaging has been used to remove the variability of the flow in the roughness sublayer
due to individual obstacles and it is shown that the spatially averaged mean velocity in the inertial
sublayer and roughness sublayer can, together, be described by a single log-law with a mean zero-
plane displacement and roughness length for the surface, provided that the proper surface stress is
known. The spatially averaged shear stresses in the inertial sublayer and roughness sublayer are
compared with the surface stress deduced from form drag measurements on the roughness elements
themselves.

The dispersive stress arising from the spatial inhomogeneity in the mean flow profiles was de-
duced from the data and is shown to be negligible compared with the usual Reynolds stresses in
the roughness sublayer. Comparisons have been made between a homogeneous (regular element
array) surface and one consisting of random height elements of the same total volume. Although
the upper limits of the inertial sublayer for both surfaces were almost identical at equivalent fetch,
the roughness sublayer was much thicker for the random surface than for the uniform surface, the
friction velocity and the roughness length were significantly larger and the ‘roughness efficiency’ was
greater. It is argued that the inertial sublayer may not exist at all in some of the more extreme rough
urban areas. These results will provide fundamental information for modelling urban air quality and
forecasting urban wind climates.
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1. Introduction

The boundary layer over a rough surface is characterised by a surface layer, which
can be subdivided into the inertial sublayer and roughness sublayer (Raupach et
al., 1980, 1991). Within the inertial sublayer (hereafter denoted by IS) the vertical
variation of the shear stress may be neglected and the wind direction is assumed
to be constant with height. The vertical variation of the wind speed under neutral
stability can be described by the usual logarithmic law:

U = u∗
k

ln

(
z − d

z0

)
(1)
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where k is the von Karman constant, taken here as 0.4. The friction velocity u∗,
which represents the effect of wind stress τ0 on the ground, is defined by u∗ =
(τ0/ρ)

0.5, where ρ is the air density. z0 is the roughness length and d is the zero-
plane displacement. Stull (1988) pointed out that, for fully developed (and fully
rough) flow, z0 and d are surface properties determined by roughness geometry
and independent of wind speed and stability. In practical wind-tunnel simulations
and some field measurements, the friction velocity u∗ is normally deduced from the
measured shear stress profile in the inertial sublayer; z0 and d are then determined
by fitting the mean velocity measurements in the inertial sublayer to the above
equation using u∗ as the slope. Here it is emphasised that the roughness length can
only be defined when there is a logarithmic velocity profile.

The region of the flow beneath the inertial sublayer is known as the roughness
sublayer (hereafter denoted by RS), within which the flow is strongly influenced
by the individual roughness elements and is therefore not spatially homogeneous.
The top of the RS is often said to be at 2 to 5 times the height of the roughness
element measured from the ground, but no systematic studies are available in the
literature. For urban surfaces, the lowest part of the RS is called the urban canopy
layer (UCL) and has a depth equal to the mean building height, h, or (perhaps) the
zero-plane displacement height, d (Rotach, 1993a). The few extant studies on the
urban canopy layer have indicated that the mean velocity within this layer obeys an
exponential decay law (Plate, 1982; Macdonald et al., 2000), but the exponential
wind profile in the UCL is not as well founded physically as the logarithmic law
in the IS. Very little is known about the depths of the various layers over most
surfaces.

Over the last few decades a large number of field and wind-tunnel studies
have steadily advanced our knowledge of turbulence over vegetation surfaces. A
detailed summary can be found in Raupach et al. (1996). Compared with rural
areas, the boundary layer over urban surfaces is in general not well understood,
due to its complex nature and the inevitable experimental difficulties associated
with regions of high turbulence intensity (Roth, 2000). The dominant features of
urban surfaces are the very heterogeneous roughness elements (buildings and other
man-made structures) that are relatively large and usually irregularly ‘arranged’.
Currently numerical weather prediction models represent such urban areas in just
the same way as less rough areas, i.e., assuming that an inertial sublayer and thus
a logarithmic law exists and using some more or less appropriate roughness length
z0 and/or friction velocity u∗. Accurate determination of z0 and u∗ is thus crucial
for the model and thus for forecasting the behaviour of urban wind and turbulence,
even accepting the premise of the existence of the IS.

Over an urban area the roughness sublayer may extend to a significant height
and the inertial sublayer then becomes squeezed between the RS and the outer
layer. In addition, when the characteristics of the surface change, the vertical extent
of the urban inertial sublayer is also affected by the development of an internal
boundary layer. An earlier study on step changes in roughness (Cheng and Castro,
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2002) showed explicitly what might intuitively be anticipated – that the grow-
ing equilibrium layer has first to encompass the roughness sublayer before any
thickness of inertial sublayer can be developed. Therefore in some practical cases,
like flows across urban environments where the underlying surface may constantly
change, it is possible that a representative inertial sublayer for the underlying sur-
face does not exist at all. This makes the determination of the roughness length
from point mean velocity measurements impossible; indeed, it raises the question
as to whether z0 is actually an appropriate scale for such flows.

The depth of the roughness sublayer is a subject of on-going debate (Roth and
Oke, 1993) and there is little information available on characterisation of the flow
within the RS. On the basis of field observations over forests (Garratt, 1980) and
cities (Rotach, 1993a, 1993b, 1995) as well as measurements taken in wind tunnels
(e.g., Mulhearn and Finnigan, 1978; Raupach et al., 1980), it seems likely that, like
the roughness length z0, the depth of the roughness sublayer is dependent on the
geometrical properties of the surface such as the shape and size of the obstacles,
their layout and the consequent area density. Different RS thicknesses would be
expected over different types of terrain. Because of (typically) height limitations
of measurement towers, meteorological data used to derive u∗, z0 and d are often
actually obtained in the roughness sublayer rather than within the IS, which is
likely to be inappropriate for overall parameterisation.

The flow in the inertial sublayer is known to be logarithmic (and perhaps is
exponential within the UCL), but no attempts have been made to determine a
general vertical profile within the RS. MacDonald et al. (2000) and MacDonald
(2000) considered lateral (i.e., spanwise) averages within and just above the urban
canopy in cube arrays, but they did not extend the idea to develop a spatially aver-
aged vertical profile. Because the flow within the roughness sublayer is inherently
three dimensional, taking measurements at only one vertical line within a limited
vertical range, as done in some field measurements, may not really lead to a satis-
factory description of the flow. However, full spatial averaging over (at least) one
’repeating-unit’ of a uniform array will lead to a ’representative’ profile within the
RS, which could then be regarded as horizontally homogeneous on scales larger
than that unit. It is not immediately obvious whether such a spatially averaged
profile would be logarithmic (following the IS above or not) although evidence
from the much larger ‘roughness’ formed by periodic arrays of hills suggests that
this might be so (Wood and Mason, 1993). The first attempt at spatially averaging
the flow over a unit was probably made by Raupach et al. (1986), who studied
the turbulent structure over and within a model plant canopy; they found that the
averaged velocity profiles in the RS was not logarithmic over plant canopies.

The main objective of this study is to investigate the characteristics of the tur-
bulent flow in the surface layer in order to understand the process governing the
exchange of momentum between the urban surface and the atmosphere and thus to
provide a foundation for improving the current parameterisation of the surface flow.
Because sources of pollutant are often situated within or close to the roughness
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sublayer in urban environments, knowledge of the structure of the turbulence in
the roughness sublayer is also essential for improving urban dispersion models,
which strongly depend on the meteorological conditions. In this study, we will
describe experiments over a number of simplified urban surfaces and attempt to
determine (1) the nature of the spatially averaged flow within the roughness sub-
layer, (2) the depths of the inertial sublayer and the roughness sublayer for each
roughness as well as the effect of wind direction on the depths of these layers, (3)
the development of the IS and the RS with fetch, (4) the turbulence characteristics
over urban surfaces and their spatial averages, and (5) surface parameterisation
over these urban-like roughnesses.

2. Experimental Set-Up

2.1. WIND TUNNEL

Experiments were conducted in the EnFlo ‘A’ tunnel, which is a low speed open-
circuit tunnel with a test section of 600 mm high, 900 mm wide and 4.5 m long.
The free stream velocity in the wind tunnel was measured by a Pitot-static tube
and all the measurements described here were carried out at a nominal free stream
velocity of 10 m s−1. The pressure gradient along the test section in the wind tunnel
is negligible under the flow conditions investigated ( v

ρu2∗
dp

dx
< 0.001). (x, y, z) are

the streamwise, lateral and vertical coordinates, with the plane z = 0 being the
top surface of the baseboard on which the roughness elements were located. Mean
and fluctuating velocities will be denoted as (U, V,W) and (u, v,w) respectively.
Time-averaged fluctuating quantities are denoted by overbars.

2.2. ROUGHNESS SURFACES

The roughness elements, chosen to represent idealised urban surfaces, were sharp-
edged cubes and rectangular blocks. There were four rough surfaces involved in
this study as schematically shown in Figure 1–3, and they are summarised in Table
I.

For the 20-mm cube arrays (C20A and C20S) the elements were made from
wood and glued onto five separate square baseboards (880 × 880 × 9 mm)
in staggered pattern. For the 10-mm cube array (C10S) and the random array
(RM10S) the elements were moulded (in an ABS material) into a square unit
(80 × 80 × 2 mm) which contained 16 elements. Like the 20-mm cube arrays,
these square units were then glued onto five baseboards (880 × 880 × 6 mm) in
staggered pattern. Manufacturing restrictions meant that each of the four side walls
of the elements was inwardly inclined at 1◦ to the vertical.

In designing the random array, it was recognised that actual urban areas have
elements that are not only of random height and shape but also randomly spaced.
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Figure 1. Schematic plan view for aligned cube array C20A.

TABLE I

Details of the roughness arrays.

Surface C20A C20S C10S RM10S

Pattern Aligned Staggered Staggered Staggered

Roughness element Uniform cube Uniform cube Uniform cube Random blocks

Element height (mm) 20 20 10 Normal distribution

Profiles in uw plane 25 4 4 64

Profiles in uv plane 4 4 4 None

Instrumentation 120◦ x-wire 120◦ x-wire and LDA 120◦ x-wire 120◦ x-wire

Unit size (mm × mm) 40 × 40 40 × 40 20 × 20 80 × 80

Area coverage density 25% 25% 25% 25%

Elements in a unit 1 1 1 16
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Figure 2. Schematic plan view for staggered cube arrays (C20S and C10S).
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Figure 3. Schematic plan view and 3D view for staggered random arrays (RM10S). Dimensions in
mm, with element heights indicated on the plan view.
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The number of characterising variables is therefore impossibly large, even for a
fixed total element volume within a given plan area. It was decided to begin our
work on such arrays by restricting the randomness to height only, maintaining both
the cross-sectional (square) shape and the staggered area density (25%). It was then
necessary to decide on an appropriate size of ’repeating unit’; this needed to be
large enough to allow a significant degree of variability in element height but small
enough to prevent significant flow development (e.g., increase in boundary-layer
depth) across it and to restrict the required vertical profiles for adequate spatial
averaging to a manageable number. These considerations led to a choice of 80 mm
× 80 mm as the size of the ‘repeating unit’ of the RM10S surface (80 mm was
around one half of the expected boundary-layer thickness), on which were placed
in regular staggered pattern sixteen 10-mm-square elements having five different
heights chosen from a normal distribution with a mean and standard deviation of
10mm and 3mm respectively. Note that this ensured that the total element volume,
as a percentage of the product of the repeating unit area and the mean element
height, was identical to that of the regular 10-mm cube array (25%). Although the
elements were arranged in a regular staggered pattern (just as for the C10S surface)
the choice of which element (from the set of 16) should go in each position was also
randomised. Schematic drawings for all the roughnesses studied here are shown in
Figure 1–3; the vertical profile locations are indicated by dots.

All the surfaces, which had the same area coverage density of 25%, were so
designed that by rotating each of the five baseboards by 90◦, an aligned array could
be obtained. In every case the roughness covered the entire floor of the wind tunnel
and a ramp was positioned at the front of the first roughness board to provide a
smooth transition between the contraction exit and the rough surface. For com-
parison purpose among different roughnesses most traverses were taken around
the tunnel centre line and about 3 m downstream of the ramp. The boundary-
layer thickness at the measurement location was defined as the height at which
the velocity was 99% of the free stream velocity. Comparisons between aligned and
staggered cube arrays, and between form drag measurements and direct shear stress
measurements, were performed over the C20A and C20S surfaces, whereas com-
parisons between data for roughnesses having different size and shape elements
were made over the C20S, C10S and RM10S arrays.

2.3. INSTRUMENTATION

Hot wire anemometry (HWA) was the main instrumentation used in this study. The
signals from the bridges of a constant temperature system from Prosser Scientific
Instruments (model 6100) were filtered and then digitised via a 16 bit A/D con-
verter (ADC 488/8SA), which was operated by ‘home-grown’ virtual instruments
written using LabView (from National Instruments) loaded on an Apple Macintosh
computer. The probes were gold-plated tungsten wires with an active length of
about 1 mm and the x-wires were nominally ±60◦ to the mean flow direction
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– i.e., the two wires had an included angle of 120◦. This larger angle than the
normal 90◦ (with standard ±45◦ wires) was used to minimise the errors arising
from inadequate yaw response in highly turbulent flows; Perry et al. (1987) have
shown that such probes yield significantly more accurate data above rough surfaces
than can be obtained with standard x-wires. The probes were calibrated in the
free stream against a pitot-static tube. Calibration checks were made in the free
stream at the beginning and the end of each profile and if the difference between
the mean velocity obtained from the x-wire probe and the pitot-static tube exceeded
1% the profile was rejected and calibration repeated. The detailed calibration and
analysis procedures have been described elsewhere (Snyder and Castro, 2002). For
all the measurements, corrections accounting for the cooling effects due to the third
component of velocity and effective rectification caused by a hot wire’s insensit-
ivity to flow direction (Tutu and Chevray, 1975) have been applied to improve
further the likely accuracy; all the results presented here are corrected data. A
sampling frequency of 200 Hz and sampling time of 40 s was generally used at
each measurement location.

An alternative solution to obtaining accurate measurements in the highly tur-
bulent flows that occur in roughness sublayers of this sort is to use laser Doppler
anemometry (LDA). As a check on the adequacy of the hot wire data some ad-
ditional measurements were made using a dual beam LDA fibre-optic probe head
fitted beneath the wind tunnel on a height gauge, so that the measurement position
could be recorded. The beams were directed vertically through an optical window
mounted in the tunnel floor and then reflected through 90◦ using an elliptical mirror
in order to position the measurement volume horizontally and hence to measure the
u and w components of the flow simultaneously. Figure 4 shows the set-up. One
major limitation was that since the focal length of the beams was only 120 mm, the
(fixed) distance from the probe to the mirror limited the maximum height above
the roughness at which measurements could be obtained. Bubbles of fluid created
by ultrasonic pulses in a hydrosonic seeding machine were used as tracer particles;
these had a diameter of around 2 µm. The LDA was only used for the C20S array
and the vertical profiles were taken in the region 26 < z < 45 mm at the same
locations and flow conditions as used in the hot wire experiments.

The spatially averaged and individual profiles of each quantity taken by the
LDA and the 120◦ x-wire at the same locations were compared and it was found
that the mean velocity from the 120◦ x-wire was generally slightly higher than
that from the LDA. No obvious difference was detected in the profiles of uw and
w2 from both measurement techniques (provided the x-wire data were corrected
for high-turbulence effects); u2 from the 120◦ x-wire, however, was consistently
larger than that from the LDA and the difference increased as the height decreased,
reaching some 10% at the lowest elevations. The u∗ values from both measurement
techniques were almost identical (with less than 1% difference) and this, along
with the small differences in mean velocity, led to a roughness length derived from
the LDA some 20% higher than that from the x-wire data. Overall, these tests
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Figure 4. Laser Doppler Anemometry set-up in ‘A’ tunnel.

confirmed the adequacy of the 120◦ x-wire technique and, since the LDA was much
less convenient to use, it was not employed for the majority of the work.

Form drag of the C20A and C20S surfaces was measured by replacing one of
the wooden cube elements with a special brass cube located 2870 mm downstream
of the ramp. This was fitted with 21 pressure taps (0.6 mm in diameter) located
in different positions on both the front and back faces. Pressure distributions at
42 locations – on both faces, by rotating the cube through 180◦ – were obtained
using a temperature controlled pressure transducer (Baratron) and a scani-valve, at
three different free-stream velocities (10, 6 and 4 m s−1). The static pressure from
the pitot-static tube, which was located in the free-stream above the measurement
position, was used as the reference pressure. For these pressure measurements, a
sampling frequency of 50 Hz and a sampling time of 40 s at each point were used
throughout.

3. Surface Friction Velocity from Form Drag Measurements

The surface shear stress can be estimated by measuring the form drag over a unit
area (i.e., one horizontal square of side 2h containing just one element) and as-
suming that the viscous drag is negligible, which is considered very likely for the
present 25% area-coverage rough surfaces. The drag force D of the flow on an
individual cube was determined by integrating the pressure distribution over the
front and back face of the cube and then using the relations:

D =
∫
A

(pf − pb)dA, (2a)
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TABLE II

Form drag measurements over C20A and C20S.

Surface Ur (m s−1) Cd (U at z = h) Cd (U at z = 1.5h) Cd (U = Ur ) u∗(p)/Ur Re

C20S 10.15 1.071 0.201 0.042 0.0724 1.2 × 104

6.14 1.020 0.192 0.040 0.0705 0.7 × 104

4.03 1.071 0.201 0.042 0.0723 0.5 × 104

C20A 10.17 0.652 0.188 0.037 0.0679 1.2 × 104

6.17 0.634 0.183 0.036 0.0666 0.7 × 104

4.16 0.599 0.173 0.034 0.0656 0.5 × 104

Cd = 2D

ρU 2
r A

, (2b)

τp = D

Ac

, (2c)

u∗(p) =
√
τp

ρ
, (2d)

where pf and pb are the pressures on the front and back faces respectively, A is the
frontal area of the element, Ur is the free stream velocity, Ac is the unit (plan) area
of the roughness surface (4h2), τp is the shear stress due to the form drag, u∗(p)
is the friction velocity determined from the surface shear stress and ρ is the air
density. Cd is the drag coefficient based on the free stream velocity. Alternatively,
the drag coefficient can also be based on the spatially averaged mean velocity over
a repeating area at, say, z = h or 1.5 h, where h is the roughness element height.
These could perhaps be considered more appropriate velocity scales than the free-
stream value. Because the vertical profiles were only measured at one nominal
free-stream velocity of 10 m s−1, here (for the purpose of calculating the alternative
reference velocities – which were below the measurement range) it is assumed that
the value of u∗/Ur for each surface is independent of free-stream velocity in the
range of 10 to 4 m s−1. All the results for both staggered and aligned cube arrays
are listed in Table II, in which the Reynolds number is based on the cube height
and the free-stream velocity.

These results confirm that the form drag coefficient is only a weak function of
the Reynolds number in the velocity range investigated. The Cd values are signi-
ficantly smaller than that for an isolated sharp edged cube in a turbulent boundary
layer at a similar Reynolds number (e.g., 1.18 as given by Modi and Deshpande,
2001), even when using a velocity in the RS as a reference, no doubt because of the
sheltering effect of the surrounding cubes. Perhaps not surprisingly, the staggered
arrays experience a higher drag force than the aligned cube array at the same flow
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conditions, which is consistent with the greater degree of sheltering provided by
upstream elements.

4. Profile Results and Discussion

4.1. 25-POINT-AVERAGE VS 4-POINT-AVERAGE OVER C20A SURFACE

The (fixed height) spatially averaged quantities are defined as follows:

Ūsa = 1

n

n∑
i=1

Ūi, (3a)

u2
sa = 1

n

n∑
i=1

u2
i , (3b)

v2
sa = 1

n

n∑
i=1

v2
i , (3c)

w2
sa = 1

n

n∑
i=1

w2
i (3d)

uwsa = 1

n

n∑
i=1

uwi, (3e)

where n is the number of profiles taken within a repeating area. Because of the
nature of the flow in the roughness sublayer, to obtain representative spatially-
averaged turbulent properties within this layer it is necessary to average a suffi-
ciently large number of individual point measurements. Too great a number would
obviously lead to a very time-consuming measurement programme and, for the
aligned cube arrays, it was decided to obtain 25 vertical profiles, uniformly dis-
tributed in a unit area (40 × 40 mm) at the ‘dot’ locations shown in Figure 1.
For each quantity (mean velocity and Reynolds stresses) the 25 values gathered
at each height were averaged, leading to 25-point-average vertical profiles. These
profiles were then compared with the corresponding averaged vertical profiles of
each quantity obtained using just the four individual locations identified by the
crosses shown in Figure 1. The results are illustrated in Figure 5. Apart from
the shear stress at small z where the differences could nonetheless be within the
experimental error in this particularly highly turbulent region, these two averaging
methods essentially lead to very similar profiles. To save time, therefore, spatial
averaging over the staggered cube arrays (C20S and C10S) was carried out using
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Figure 5. Comparison between 25 and 4 points averaged vertical profiles over aligned cube arrays
(C20A).

only the four corresponding locations, but it should be emphasised that such a
simplification may not be generally valid for other surfaces, particularly for more
random and complex shaped roughness. It would certainly not be appropriate for
the random surface and, in that case, 64 profiles were obtained at the locations
indicated by the dots in Figure 3.

4.2. DEPTHS OF THE IS AND RS

The concepts of the inertial sublayer and roughness sublayer for rough wall bound-
ary layers are not particularly new but, as stated earlier, there is little information
available in the literature on how to define the depths of these layers. With in-
creasing height the vertical profiles taken in different locations will eventually
converge and it is this ‘convergence height’ that we define as the upper limit of
the RS (and the lower limit of the IS). The IS is here defined as the region within
which the vertical variation of the spatially averaged shear stress is confined to 5%.
These definitions are somewhat arbitrary but alternative definitions do not lead to
substantive changes in our major conclusions.

For the C20A roughness, the vertical profiles of the normal and shear stresses
normalised using the free stream velocity are shown in Figure 6 for z < 100 mm.
The shear stress data in the IS and the outer layer have a scatter within ±7% at
most, which is typical for crossed hot wire measurements. However, the much lar-
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Figure 6. Vertical profiles over aligned cube arrays (C20A): (a) Shear stress; (b) vertical stress; (c)
longitudinal stress; (d) lateral stress.

ger variability at lower heights is clearly a result of spatial inhomogeneities rather
than experimental uncertainty. Within the roughness sublayer whether the shear
stress increases, is constant or even decreases with height is entirely dependent on
the profile’s location. Examining all the shear stress profiles taken within a unit area
for C20A in Figure 6a, it seems clear that the spatial homogeneity is established
by about z = 37 mm, and above this height, a further change in shear stress limited
to a fall of 5% suggests an upper limit to the inertial sublayer of about z = 48 mm.
Figures 6a–6d indicate the IS and RS regions for the C20A roughness. A similar
procedure was applied for the normalised vertical profiles of the stresses for the
C20S, C10S and RM10S cases, shown in Figure 7–9 respectively, and the results
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Figure 7. Vertical profiles over staggered cube arrays (C20S): (a) Shear stress; (b) vertical stress; (c)
longitudinal stress; (d) lateral stress.

for all the roughnesses are listed in Table III. The number of data points in the IS
and RS for each surface is also included in the last two columns of Table III.

Comparing the results for the aligned and staggered 20-mm cube array sur-
faces (C20A and C20S), it seems that the thicknesses of the IS and RS remain
roughly the same for these two extreme wind directions. Note also that for the
two staggered cube arrays (C20S and C10S), which are geometrically similar,
the thicknesses of the RS appear to be a function of the height of the roughness
elements (1.8–1.85h), as might be expected for fully developed conditions (which
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Figure 8. Vertical profiles over staggered cube arrays (C10S): (a) Shear stress; (b) vertical stress; (c)
longitudinal stress; (d) lateral stress.

requires sufficient fetch, of course). Comparing C10S and RM10S, which have the
same mean roughness height of 10 mm, the upper limits of the inertial sublayer are
almost identical at similar fetch, but the inertial sublayer for the random surface
is much thinner than that for the uniform one, not surprisingly, because of the
intrusion of the taller elements into the RS. This implies that the inertial sublayer
may not exist at all in urban areas where the dominant features are extremely high,
irregular and heterogeneous roughness elements. It is clear that the random surface
is rougher than the uniform one of the same (average) element height, and should
be more effective for turbulent momentum transfer.
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TABLE III

Various layer thicknesses over cube arrays.

Roughness Instrumentation x (mm) δ (mm) RS (mm) (data points) IS (mm) (data points)

C20A 120◦ x-wire 2970 151 37 (7 points) 37–48 (7 points)

C20S 120◦ x-wire 2950 141 37 (10 points) 37–46 (7 points)

LDA 3120 148 34 (5 points) 34–46 (7 points)

C10S 120◦ x-wire 3145 121 18 (10 points) 18–32 (10 points)

RM10S 120◦ x-wire 3125 136.5 25 (10points) 25–33 (4 points)

4.3. SPATIALLY AVERAGED DATA IN THE IS AND RS

Based on the definition of u∗ in Equation (1) the sensible value of u∗ is u∗(p),
derived from the form drag of the surface (and assuming negligible viscous con-
tribution). For the C20A roughness, this u∗(p) was used as the slope to fit the
25-point-averaged mean velocity in both the RS and IS to the usual logarithmic
law, as shown in Figure 10. This gave a zero-plane displacement of 16.7 mm and a
roughness length of 0.95 mm for this aligned cube array roughness.

Usually, of course, it is not possible to measure the form drag directly, particu-
larly for random surfaces, so that often u∗ is estimated from turbulence shear stress
measurements made above the surface. We denote the values deduced from the spa-
tially averaged shear stresses in the IS, the RS or the whole surface layer (RS and
IS together) by u∗(IS), u∗(RS), and u∗(IS&RS) respectively. Using these various
u∗ as slopes to best-fit the spatially averaged mean velocity in the corresponding
layers yields different values of d and z0; the resulting profiles are included in
Figure 10. It is clear that the best fits occur when using a u∗ either from the direct
drag measurements or from the shear stress data averaged throughout the RS and
the IS (u∗(IS&RS)) – i.e., spatially averaged within the RS, as well as vertically
averaged. Note especially that using the IS shear stress data alone does not yield
consistent results.

Alternatively, we could assume that the zero-plane displacement height is the
effective height at which the surface drag acts (see, e.g., Jackson, 1981, for physical
arguments supporting this idea). The pressure measurements on the roughness ele-
ment then allow a direct determination of d. For the C20A roughness, the estimated
d ′ = 12.44 mm (using a prime to differentiate this d from that derived from best fits
to the mean velocity profile). Using u∗(p) and d ′ to best-fit the spatially averaged
mean velocity then gives z′

0 = 1.2 mm. However, as shown in Figure 10, no log-
law region then exists (unless one accepts a significantly different value for von
Karman’s constant). This is possibly a valid conclusion, but given the general ubi-
quitous and forgiving nature of the log-law, it seems more likely that, unlike dense
forest-like roughnesses (Thom, 1971; Jackson, 1981), the displacement height for
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Figure 10. Spatially averaged mean velocity over C20A surface.

an urban surface is actually not coincident with the centre at which the element
form drag acts. This may imply that the dispersive stresses within the urban canopy
layer are significant, which is certainly likely but is in contrast to what has been
observed in the RS (see Section 4.5). The corresponding results for C20S are shown
in Figure 11, where d ′ = 12.17 mm and z′

0 = 1.5 mm, and similar conclusions apply
to that case. Figure 12 shows data for C10S and RM10S, limited in this case to
the surface layer only. Form drag measurements were not conducted on the C10S
and RM10S surfaces. The surface properties for all the surfaces at similar fetch are
summarised in Table IV.

In all these cases use of u∗ (IS&RS) (or u∗(p) when available) gave the best res-
ults and the spatially averaged mean velocity profiles normalised by the individual
u∗ (IS&RS) for all the surfaces studied here are shown in Figure 13. The results in
Figures 10–13 emphasise the point made by Ploss et al. (2000) that, by spatially
averaging over a repeat unit, the logarithmic region can be extended to the rough-
ness sublayer. This disagrees with the conclusion draw by Raupach et al. (1986),
who found that the averaged velocity profile in the RS over a plant canopy was not
logarithmic with any sensible choice of d. The different conclusions for urban-like
and forest-like surfaces may imply that the flow in the RS behaves differently over
these two different kinds of surfaces.



NEAR WALL FLOW OVER URBAN-LIKE ROUGHNESS 247

Figure 11. Spatially averaged mean velocity over C20S surface.

Comparing results from the C20A and C20S surfaces, it is seen that the surface
friction velocity u∗(p) derived from the form drag measurements by neglecting
viscous effects is significantly higher than the various u∗ obtained from the direct
shear stress measurements using x-wire anemometry (or, indeed, the LDA). Since
this conclusion is true for both x-wire and LDA data it is difficult to believe that
the difference is entirely due to experimental errors and the evidence suggests that
the shear stress in the IS is indeed somewhat lower than the surface stress. In fact,
the surface stress values are not too far from what might be deduced by a linear
extrapolation of the measured uw from their (averaged) values, although this is
less true for the staggered array (Figure 7a). u∗(p) data for C20A and C20S are
included in Figures 6a and 7a at a vertical height of z = d (which would seem
more appropriate than z = 0). Use of u∗(p) also gives more physically reasonable
values for d than are obtained using u∗ (IS) (see below); note that use of u∗ (IS)
is common practice for determination of roughness length in wind-tunnel simu-
lations of the atmospheric boundary layer. From the best-fit point of view, using
u∗ (IS&RS) gives a similar standard error as using u∗(p), but yields a z0 value
some 35% lower. Examining the data listed in Table IV, for all the roughnesses
involved in this investigation, the displacement heights interpreted from the shear
stress measurements in the inertial sublayer alone are close to the building height
itself, which does not seem to be physically sensible. These results also suggest that
the conventional way of determining the roughness length, using u∗ derived from
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Figure 12. Spatially averaged mean velocity over roughnesses of (a) C10S, (b) RM10S.
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TABLE IV

Surface characteristics for all roughness arrays.

u∗/Ur (p) u∗/Ur (IS&RS) u∗/Ur (IS) u∗/Ur (RS)

C20A u∗/Ur 0.0679 0.0614 0.0609 0.0618

d (mm) 16.7 18.0 23.5 16.4

z0 (mm) 0.95 0.64 0.46 0.77

u∗/u∗(p) 1.00 0.91 0.90 0.91

C20S u∗/Ur 0.0724 0.0638 0.0631 0.0643

d (mm) 16.6 18.4 20.6 17.5

z0 (mm) 1.07 0.65 0.56 0.73

u∗/u∗(p) 1.00 0.88 0.87 0.89

C20S u∗/Ur 0.0724 0.0635 0.0631 0.0639

by LDA d (mm) 14.5 16.7 19.5 14.8

z0 (mm) 1.33 0.81 0.69 0.95

u∗/u∗(p) 1.00 0.88 0.87 0.88

C10S u∗/Ur 0.0579 0.0577 0.0585

d (mm) 9.7 11.6 8.6

z0 (mm) 0.49 0.41 0.62

RM10S u∗/Ur 0.0644 0.0634 0.0653

d (mm) 12.4 13.6 11.9

z0 (mm) 0.64 0.56 0.70

IS&RS IS&RS in IS in RS

the vertical profile taken in the inertial sublayer, would significantly under-estimate
the roughness length z0.

The results from both the form drag measurements and direct shear stress meas-
urements have confirmed that the staggered arrays experience a higher overall drag
force and provide a greater resistance to the flow than the aligned arrays (some 14%
on wall stress), due no doubt to the greater exposure of the roughness elements to
the flow. This agrees well with the conclusion drawn by Macdonald et al. (2000)
for higher packing density, but it is quantitatively inconsistent with the claim made
by Grimmond and Oke (1999) that the roughness length for a staggered array is
twice as large as it is for an equivalent in-line array. Note also that the difference
in the ratio of u∗ to u∗(p) listed in Table IV for C20A and C20S is consistent with
the idea that viscous drag may not be entirely negligible for the aligned array (or
at least less negligible than for the staggered array). This seems intuitively quite
possible. The difference in u∗/Ur for the geometrically identical C20S and C10S
arrays is simply a result of fetch – see Section 4.4.
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Figure 13. Spatially averaged mean velocity normalised by u∗ (IS&RS) for all surfaces.

Some recent studies (Macdonald, 2000; Plate, 1995; Grimmond and Oke, 1999;
Raupach et al., 1991) have indicated that the displacement height d and the rough-
ness length z0 measured in cities are primarily functions of plan area density and
frontal area density respectively. (Frontal area density is usually defined as the
ratio of the total frontal area of the obstacles in a repeating unit to the plan area of
that unit). Table IV shows that despite the significant difference in surface stress
between staggered and aligned arrays (C20S and C20A), the values of d/h and
z0/h are both very similar in the two cases and are also close to those for the
C10S array (recall that small differences in u∗ lead to much larger changes in
z0, so that the difference in z0/h between the C10S and C20S cases is probably
within the level of uncertainty). Now both the plan area density and the frontal area
density are identical in these three cases so these results are not inconsistent with
the earlier studies. An alternative (perhaps more intuitive) definition of frontal area
density would be the ratio of total element frontal area in a repeating unit to the
total ‘envelope’ area given by the average height of the elements multiplied by the
spanwise width of the repeating unit. This is 50% for the aligned arrays and 100%
for the staggered arrays in the present cube cases. It would seem that this difference
is insufficient to generate, on its own, very significant changes in d and z0. The val-
ues of the roughness length and friction velocity for C10S and RM10S also confirm
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Figure 14. Spatially averaged stresses for C20A and C20S surfaces.

the statement made by Grimmond and Oke (1999), that an array of elements with
uniform heights is less rough than one with variable heights, even though they have
the same plan and (standard) frontal area density as well as mean height. This also
indicates that the roughness length is dependent on the standard deviation of height
variability in roughness elements, which seems entirely reasonable.

For the C20A and C20S roughnesses the vertical profiles of spatially averaged
stresses normalised by u∗(p) are plotted against (z − d)/δ in Figure 14. These
results are compared with data at (z − d)/δ = 0.1 from both smooth and rough
wall boundary layers obtained by Raupach et al. (1991), also shown in Figure
14. The agreement is reasonable, particularly in view of the uncertainties in the
latter, but the data do indicate small differences between the two roughness ar-
rangements. The spatially averaged stresses normalised by u∗ (IS&RS) for all the
staggered roughnesses at similar fetch are compared in Figure 15. There is a reas-
onable collapse, apart from small (but measurable) differences in the longitudinal
component.

The spatially averaged correlation coefficient (ruw = uw/(
√
u2

√
w2)) in the

surface layer for all the roughnesses is shown in Figure 16. For C20S and C10S the
data are almost identical, but obvious differences exist between different surface
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Figure 15. Spatially averaged stresses for staggered surfaces at similar fetch (C20S, C10S and
RM10S).

types. Comparing the C20S and RM10S surfaces, which have almost identical
u∗/Ur , z0 and δ, the correlation coefficients in the surface layer for RM10S are
some 9% higher than for the C20S surface, indicating an increased ‘turbulence
efficiency’ in generation of shear stress. Nevertheless, the correlation coefficients
for all the roughnesses studied here are in the range 0.36 ± 0.03.

4.4. THE EFFECTS OF FETCH

To study the effects of fetch on the development of the roughness sublayer and
inertial sublayer, in addition to the measurements at x = 3145 mm over the C10S
surface, corresponding data were obtained at various longitudinal locations at the
same nominal free stream velocity of 10 m s−1. At each fetch, using the procedures
discussed in Sections 4.1 and 4.2, four vertical profiles uniformly distributed in a
unit area were taken and these profiles were examined so that the depths of the RS
and IS at that location could be determined. The growth rates of various layers with
fetch over the C10S surface are shown in Figure 17. These data clearly demonstrate
that the thickness of the roughness sublayer is essentially independent of fetch after
an initial (short) development region. The depth of the IS increases with fetch, as
expected, although not as rapidly as the boundary-layer depth, whilst the ratio of
the height corresponding to the top of the IS to the thickness of the boundary-
layer at each location, shown in Figure 18, decreases significantly with fetch –



NEAR WALL FLOW OVER URBAN-LIKE ROUGHNESS 253

Figure 16. Spatially averaged correlation coefficient for all surfaces.

plotted here non- dimensionally as δ/h – and approaches the generally accepted
value of 0.25δ as quoted by Macdonald (2000). Note that for most of the fetch the
boundary-layer growth is closely linear (Figure 17).

Constant dδ/dx is one of the requirements for a self-preserving boundary layer
(see Smalley et al., 2001, for a recent useful discussion); the other more stringent
requirement is that the skin friction Cf (where Cf = 2(u∗/Ur)

2) should be con-
stant with fetch but the data shown in Figure 19 indicate that it is not. The C10S
flow is thus not genuinely self-preserving, although the variation of surface stress is
weaker than it would be for a smooth wall boundary layer over the same Reynolds
number range. The u∗ values derived from the spatially averaged shear stress in
the RS and IS and also the values deduced from the shear stress at z = 18 mm
(which is the border between the RS and the IS for the C10S surface) are included
in Figure 19a, again as a function of δ/h to facilitate comparison with the data for
the other surfaces. As noted above, there is a slow but steady fall in u∗ with fetch.
The roughness length obtained by fitting the spatially averaged mean velocity to
the standard log-law using u∗ (IS&RS) is shown in Figure 19b. It is clear that z0

increases with fetch up to around x = 1.5 m where δ/h = 6.9, while the canopy
layer and roughness sublayers are developing, but then remains roughly constant.
Figures 18 and 19 include corresponding data for the other surfaces (at the one
location used); these collapse reasonably well as anticipated.
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Figure 17. Development of various layers over C10S roughness. BL, RS and IS refer to the depths of
the boundary layer, the top of the roughness sublayer and the top of the inertial layer, respectively.

Figure 18. Growth of the surface layer with fetch.
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Figure 19. Development of u∗ (a) and z0 (b) with fetch over C10S surface. Note the false origin in
(a).
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4.5. DISPERSIVE STRESS IN THE RS OVER C20A AND RM10S ROUGHNESS

In the roughness sublayer the flow is inherently three dimensional. At the same
height, the time averaged mean flow velocities at different locations within a repeat-
ing unit are usually different, which results in additional momentum transfer within
the horizontal plane. Dispersive stresses represent the contribution to momentum
transfer from correlations between point-to-point variations in the time-averaged
flow. Denoting them by angular brackets they can be defined as follows:

〈u2〉 = 1

n

n∑
i=1

(Ūi − Ūsa)
2, (4a)

〈w2〉 = 1

n

n∑
i=1

(W̄i − W̄sa)
2, (4b)

〈uw〉 = 1

n

n∑
i=1

(Ūi − Ūsa)(W̄i − W̄sa). (4c)

These stresses have been deduced for the C20A and RM10S surfaces, as only
in these cases was a sufficient number of vertical profiles taken (n = 25 and 64,
respectively) to enable Equation (4) to yield reasonable averages. The results are
shown in Figures 20 and 21. Note that the non-zero values above the RS must
indicate the degree of experimental uncertainty. Nonetheless, compared with the
spatially averaged Reynolds stresses, the dispersive stresses are clearly negligible
in the range of z > h for urban roughness. This is consistent with the conclusion
drawn from flow over plant canopies by Raupach et al. (1986) and Böhm et al.
(2000) although in the canopy layer (z < h) Böhm et al. demonstrate that the dis-
persive flux can be significant compared with the normal turbulent fluxes. Whether
this would be true also for urban-type roughness of the kind used here remains an
open question and requires very extensive and technically difficult measurements
before a conclusive answer is possible.

5. Conclusions

Comprehensive measurements in a repeating unit over a number of urban rough-
nesses (all having 25% plan and frontal area density) have demonstrated the three
dimensionality of the flow in the roughness sublayer (RS). The depths of the RS are
found to be independent of both wind direction and (after the initial development
region) fetch. For cube arrays, the depth of the RS is 1.8–1.85h, where h is the
cube height. Staggered cube arrays provide greater drag to the flow than the aligned
cube arrays at the same flow conditions. The spatially averaged mean velocity in



NEAR WALL FLOW OVER URBAN-LIKE ROUGHNESS 257

Figure 20. Comparison between dispersive stresses and Reynolds stresses over C20A surface.

Figure 21. Comparison between dispersive stresses and Reynolds stresses over RM10S surface.

the roughness sublayer and inertial sublayer can (together) be described by a single
log-law, provided an appropriate u∗ for the surface is known. This is best obtained
by techniques more direct than either assuming the presence of a log-law region and
deducing u∗ from measured shear stresses or from mean flow profiles, or taking it
from spatially averaged shear stress measurements within the roughness sublayer;
the latter does, however, provide more self-consistent results than the former. Using
data from the log-law region only (if it exists) does not give the correct surface
parameters. This study seems to suggest that the flow over urban canopies and
plant canopies is different.

The dispersive stresses arising from the inhomogeneity in the mean flow in
the RS are shown to be negligible compared with the spatially averaged Reyn-
olds stresses. A random height roughness of the same plan arrangement and total
volume as a regular array is more efficient at generating surface stress. Further-
more, although the upper limits of the inertial sublayer for both surfaces are almost
identical, the roughness sublayer is much thicker for the random surface than for
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the uniform surface. This increases the likelihood that an inertial sublayer may not
exist at all in some urban areas in which the dominant features are high, irregular
and heterogeneous roughness elements. Similar experiments with further ‘random-
isation’ of the surface (e.g., random positioning as well as random heights) would
be useful in assessing the extent to which the present conclusions are valid for
arbitrary surfaces.
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