GENERATING HYPERGRAPH OF TERM ASSOCIATIONS FOR AUTOMATIC DOCUMENT CONCEPT CLUSTERING

I-Jen Chiang
Graduate Institute of Medical Informatic
Taipei Medical University
Taipei, Taiwan 110
email: ijchiang@tmu.edu.tw

Tsau Young (‘T. Y.’) Lin
Department of Computer Science
San Jose State University
208 MacQuarrie Hall, College of Science
San Jose, CA 95192-0249
email: tylin@cs.sjsu.edu

Jane Yung-jen Hsu
Department of Computer Science and Information Engineering
National Taiwan University
Taipei, Taiwan 100
email: yjhsu@csie.ntu.edu.tw

Abstract

This paper presents a novel approach to document clustering using hypergraph decomposition. Given a set of documents, the associations among frequently co-occurring terms in any of the documents define naturally a hypergraph, which can then be decomposed into connected components at various levels. Each connected component represents a primitive concept in the collection. The documents can then be clustered based on the primitive concepts. Experiments with three different data sets from web pages and medical literatures have shown that the proposed unsupervised clustering approach performs significantly better than traditional clustering algorithms, such as k-means, AutoClass and Hierarchical Clustering (HAC). The results indicate that hypergraphs are a perfect model to capture association rules in text and is very useful for automatic document clustering.
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1 Introduction

Due to the rapid growth of resources over the Web and the diversity of content within any web page, automatic tools are necessary to help users find, filter, and extract the desired information. Search engines have become indispensable tools for gathering web pages and documents that are relevant to a user’s query. Unfortunately, inconsistent, uninteresting and disorganized search results are often returned. Without conceptual contexts, issues like polysemy, phrases and term dependency impose limitations on search technology [8]. Search results can be improved with mechanisms based on categories, subjects, and contents.

Document clustering is considered as a mechanism to improve search results. A good search engine needs to discriminate whether a piece of information is relevant to users’ queries within a short time. Short of the ability to extract semantic meaning from a document automatically, one hopes to find a technique that can classify or cluster Web documents into semantic categories based on extracted features from those documents. Given that multiple concepts can be simultaneously defined in a single Web page, it is hard to limit the number of concept categories in a collection of Web pages. As a result, unsupervised clustering methods are better suited for document categorization on the huge, diverse, and scattered Web.

Our most important observation is that the frequent itemsets (undirected association rules) that can be identified in a collection of documents naturally form a hypergraph [11]. In this research, we explore whether hypergraph partitioning represents a significant improvement over the traditional methods, such as k-means, AutoClass [5] and Hierarchical Clustering (HAC) algorithms. Boley et al. [4] proposed a partition-based hypergraph algorithm, PDDP, to hierarchically split data into two branches, which are two hyperedges based on the principal direction. The average of the confidences of the itemsets is to determine the hyperedges being generated or not. It is unfair if a very small confidence of an itemset is existed from an implication direction. This paper proposes a bottom-up hypergraph decomposition algorithm based on the support of itemsets that is able to solve the problem.

In what follows, we start by reviewing related work on Web document clustering in section 2. Section 3 defines the association rules in a collection of documents and illustrates the way to compute the support and confidence of each association rule. The concept and construction of hypergraphs from the frequent itemsets generated by association rules is given in section 4. Section 5 presents the hypergraph clustering algorithm for partitioning a hypergraph into several subhypergraphs, each of which represents a concept in the document collection. Documents can then be clustered based on the primitive concepts identified...
by this algorithm. Experimental results from three different data sets are described in Section 6; followed by the conclusion.

2 Related Work

Most search engines provide instant gratification in response to user queries, however, they provide little guarantee on precision, even for detailed queries. There has been much research on developing more intelligent tools for information retrieval, such as machine learning [14], text mining, and intelligent Web agents [12].

Document clustering has been considered as one of the most crucial techniques for dealing with the diverse and large amount of information present on the World Wide Web. In particular, clustering is used to discover latent concepts in a collection of Web documents, which is inherently useful in organizing, summarizing, disambiguating, and searching through large document collections [9]. Many methods, including k-means, hierarchical clustering and nearest-neighbor clustering etc., select a set of key terms or phrases to organize the feature vectors corresponding to different documents. Suffix-tree clustering [15], a phrase-based approach, formed document clusters depending on the similarity between documents.

When the number of features selected from each document is too large, methods for extracting the salient features are taken. However, the residual dimension can still be very large, and the quality of the resulting clusters tends to be not as good due to the loss of relevant features. Frameworks for reducing the dimension of the feature space include principle component analysis, independent component analysis, and latent semantic indexing [1, 3]. Furthermore, in the presence of noise in the data, feature extraction may result in degradation of clustering quality [4]. Association rule hypergraph partition was first proposed in [4] to transform documents into a transactional database form, and then apply hypergraph partitioning to find the item clusters.

Cutting et al. introduced partition-based clustering algorithms document clustering [6]. Buckshot and fractionation were developed in [10]. Greedy heuristic methods are used in the hierarchical frequent term-based clustering algorithm [2] to perform hierarchical document clustering by using frequent itemsets.

3 Keywords, Associations, and Documents

The word or phrase frequency distribution in a document collection is quite different from the item frequency distribution in a retail sales transaction database. Documents are amorphous. A single word does not carry much information about a document, yet a huge amount of words may nearly identify the document uniquely. So finding all association rules in a collection of textual documents presents a great interest and challenge.

Feldman and his colleagues [7] proposed the KDT and FACT system to discover association rules based on keywords labeling the documents, the background knowledge of keywords and relationships between them. This is ineffective because a substantially large amount of background knowledge is required. Therefore, the use of term extraction modules have been propose to generate association rules by selected key words [7]. It is beneficial for us to obtain meaningful results without the need to label documents by human experts.

The TFIDF value is the weight of term in each document. While considering relevant documents to a search query, if the TFIDF value of a term is large, then it will pull more weight than terms with lesser TFIDF values.

Regarding to TFIDF values, information extraction is taken to rank words in a document, which are able to identify the terms (features) that are expected to yield the best effectiveness from a set of documents.

3.1 Feature Extraction

A general framework for text mining is consisted of two phrases. The first step feature extraction is to extract key terms from a collection of “indexed” documents; as a second step various methods such as association rules algorithms may be applied to determine relations between features.

The most simple and sophisticated weighted schema which is most common used in information retrieval or information extraction is TFIDF indexing, i.e., tf × idf indexing, where tf denotes term frequency that appears in the document and idf denotes inverse document frequency where document frequency is the number of documents which contain the term. It takes effect on the commonly used word a relatively small tf × idf value. Moffat and Zobel [13] pointed out that tf × idf function demonstrates: (1) rare terms are no less important than frequent terms in according to their idf values; (2) multiple appearances of a term in a document are no less important than single appearances in according to their tf values. The tf × idf implies the significance of a term in a document, which can be defined as follows.

Definition 1 Let \( T_r \) denote a collection of documents. The significance of a term \( t_i \) in a document \( d_j \) in \( T_r \) is its \( \text{TFIDF} \) value calculated by the function \( \text{tfidf}(t_i, d_j) \), which is equivalent to the value \( \text{tf}(t_i, d_j) \times \text{idf}(t_i, d_j) \). It can be calculated as

\[
\text{tfidf}(t_i, d_j) = \frac{\text{tf}(t_i, d_j) \log \frac{|T_r|}{|T_r(t_i)|}}
\]

where \( |T_r(t_i)| \) denotes the number of documents in \( T_r \) in which \( t_i \) occurs at least once, and

\[
\text{tf}(t_i, d_j) = \begin{cases} 
1 + \log N(t_i, d_j) & \text{if } N(t_i, d_j) > 0 \\
0 & \text{otherwise}
\end{cases}
\]
where $N(t_i, d_j)$ denotes the frequency of terms $t_i$ occurs in document $d_j$.

For the document clustering purpose, we throw the redundant definition of confidence and propose a simple idea on undirected association rules.

### 3.2 Undirected Term Associations

Support and confidence are in use for defining association rules in a transaction database. For the purpose of document clustering, we only need to consider when a set of terms that co-occur would become a concept. All the documents that are composed of those terms are able to organize a semantic cluster. The confidence is unnecessary in our framework. Undirected association rules are determined only by the support, which is defined in this subsection for a document collection. Let $t_A$ and $t_B$ be two terms. The support defined for a collection of documents is as follows.

**Definition 2** Support denotes to the specific significance of the documents in $T_r$ that contains both term $t_A$ and term $t_B$, that is,

$$\text{Support}(t_A, t_B) = \frac{\text{tfidf}(t_A, t_B, T_r)}{|T_r|}$$

where

$$\text{tfidf}(t_A, t_B, T_r) = \frac{1}{|T_r|} \sum_{i=0}^{|T_r|} \text{tfidf}(t_A, t_B, d_i)$$

and $|T_r(t_A,t_B)|$ define number of documents contained both term $t_A$ and term $t_B$.

The term frequency $\text{tf}(t_A, t_B, d_i)$ of both term $t_A$ and $t_B$ can be calculated as follows.

**Definition 3**

$$\text{tf}(t_A, t_B, d_i) = \begin{cases} 1 + \log(\min\{N(t_A, d_j), N(t_B, d_j)\}) & \text{if } N(t_A, d_j) > 0 \text{ and } N(t_B, d_j) > 0 \\ 0 & \text{otherwise.} \end{cases}$$

A minimal support $\theta$ is given to filter the terms that their TFIDF values are less than $\theta$. It helps us to eliminate the most common terms in a collection and the nonspecific terms in a document.

### 4 Formal Theory of Hypergraph

First we observe that the set of all association rules for a collection of documents, naturally, forms a hypergraph of key terms. We believe this hypergraph captures the totality of thoughts expressed in this collection of documents; and a “simple component” (which is a $r$-connected component) of the hypergraph represents some one primitive unit of concept inside this collection.

### 4.1 Preliminary

Let us briefly introduce hypergraphs and define some preliminaries for further descriptions.

**Definition 4** A weighted hypergraph $G = (V, E, W)$ contains three distinct sets where (1) $V$ is a finite set of vertices, called ground set, (2) $E = \{e_1, e_2, \ldots, e_m\}$ is a nonempty family of finite subsets of $V$, in which each subset is called a $n$-hyperedge (where $n+1$ is the cardinality of the subset), and $W = \{w_1, w_2, \ldots, w_m\}$ is a weight set. Each hyperedge $e_i$ is assigned a weight $w_i$. If all weights are the same, then we say the weighted hypergraph is unweighted.

Two vertices $u$ and $v$ are said to be $r$-connected in a hypergraph if either $u = v$ or there exists a path from $u$ to $v$ (a sequence of $r$-hyperedge, $(u_j, u_{(j+1)}), u_0 = u, \ldots, u_n = v$).

A $r$-connected hyperedge is called a $r$-connected component.

### 4.2 Main Idea

For a collection of documents, we generate a hypergraph of association rules. Note that because of apriori conditions, this hypergraph is closed. The goal of this paper is to establish the following belief.

**Claim** A connected component of a hypergraph represents a primitive concept in this collection of documents.

A hypergraph example is depicted in Figure 1. In the graph, the vertex set $V = \{t_A, t_B, t_C\}$ that represents the set of three key terms in a collection of documents, the edge set $E = \{e_1, e_2, e_3, e_4\}$ that represents association rules in $V$, and $W = \{w_{A,B}, w_{C,A}, w_{B,C}, w_{A,B,C}\}$ in which each weight denotes the support on an association rule.

This property satisfies the criterion of association rules: if the support of an item set $\{t_1, t_2, \ldots, t_n\}$ is bigger that a minimum support, so are all the nonempty subsets of it. Hypergraphs are a perfect method to represent association rules. In a hypergraph, the universe of vertices organizes 1-item frequent itemsets, the universe of 1-hyperedge represents all possible 1-item and 2-item frequent itemsets, and so on.

![Figure 1. A sample hypergraph example.](image-url)
5 Hypergraph Components Decompositions

This section will introduce the hypergraph components decomposition (HCD) algorithm to find all concepts, i.e., connection components, in a hypergraph that is generated from the found co-occurring terms in a collection of documents.

5.1 Hypergraph Presentation

In order for the further discussion on the hypergraph components decomposition, let us make the following definitions.

The incident matrix and the weighted incident matrix are defined as follows.

Definition 5 The \( n \times m \) incident matrix \( A = (a_{ij}) \) associated to a hypergraph is defined as

\[
a_{ij} = \begin{cases} 
1 & \text{if } v_i \in e_j \\
0 & \text{otherwise.}
\end{cases}
\]

The corresponding weighted incident matrix \( A' = (a'_{ij}) \) is

\[
a'_{ij} = \begin{cases} 
w_{ij} & \text{if } v_i \in e_j \\
0 & \text{otherwise.}
\end{cases}
\]

where the weight \( w_{ij} \) denotes the support of an association rule.

Each vertex in \( V \) represent a term that have been reserved (i.e., its support is greater than a given minimal support \( \theta \)), and each hyperedge in \( E \) is undirected which identifies a support incident with an itemset. Each edge-connector denotes a connected component, i.e., an undirected association rule. The number of terms in an edge-connector defines the rank of a hyperedge. An edge-connector of a hyperedge with rank \( r \) is said to be a \( r \)-hyperedge or \( r \)-connected component. As seen in Figure 1, the edge-connector of a 3-hyperedge \( e_1 \) is the set \( \{t_A, t_B, t_C\} \), which is a connected component that represents a concept in a document collection.

5.2 Algorithm

A \( r \)-hyperedge denotes a \( r \)-connected component, which is a \( r \)-frequent itemset. If we say a frequent itemset \( I_j \) identified by a hyperedge \( e_j \) is a subset of a frequent itemset \( I_j \) identified by \( e_j \), it means that \( e_i \subseteq e_j \). A hyperedge \( e_i \) is said to be a maximal connected component if no other hyperedge \( e_j \in E \) is the superset of \( e_i \) for \( i \neq j \). Documents can be automatically clustered based all maximal connected components.

Property 1 The intersection of concepts is nothing or a concept that is a maximal closed hyperedge belonging to all intersected concepts.

Since there is at most one maximal closed hyperedge in the intersection of more than one connected components and the dimension or rank of the intersection is lower than all intersected hyperedges. An efficient algorithm for documents clustering based on all maximal connected components in a hypergraph not needed to traverse all hyperedges is easy obtained as follows.

Require: \( V = \{t_1, t_2, \cdots, t_n\} \) be the vertex set of all reserved terms in a collection of documents.

Ensure: \( \mathcal{E} \) is the set of all maximal connected components.

Let \( \theta \) be a given minimal support.

Let \( E_0 = \{e_i | e_i = \{t_i \} \forall t_i \in V \} \) be the 0-hyperedge set.

\( i \leftarrow 0 \)

while \( E_i \neq \emptyset \) do

while for all vertex \( t_j \in V \) do

\( E_{i+1} \leftarrow \emptyset \) be the \( i + 1 \)-hyperedge set.

while for all element \( e \in E_i \) do

if \( e' = e \cup \{t_j\} \) with \( t_j \notin e \) whose support is

no less than \( \theta \) then

add \( e' \) in \( E_{i+1} \)

remove \( e \) from \( E_i \)

end if

end while

end while

\( \mathcal{E} \leftarrow \mathcal{E} \cup \mathcal{E}_i \)

\( i \leftarrow i + 1 \)

end while

The documents can be decomposed into several categories based on its correspond concept that is represented by a hyperedge in \( \mathcal{E} \). All the hyperedges in \( \mathcal{E} \) are maximal connected components constructed by including all those co-occurring terms whose support is bigger than or equal to a given minimal support \( \theta \). An external vertex will be added into a hyperedge if the produced support is no less than \( \theta \). According to the Property 1, when a maximal connected component is found, all its subcomponents are also included in the hyperedge.

If a document consists in a concept, it means that document highly equates to such concept, thereby all the terms in a concept is also contained in this document. The document can be classified into the category identified with such concept. A document often consists of more than one concept and it can be classified into multi-categories.

6 Experimental Results

As for text search systems and document categorization systems, experimental results are conducted to evaluate the clustering algorithm, rather than analytic statements.

6.1 Data Sets

Three kinds of datasets are experiments are taken in our study. The first dataset is Web pages collected from Boley...
et al.[4]: 98 Web pages in four broad categories and each category is also divided into four subcategories.

The second dataset is 848 electronic medical literature abstracts collected from PubMed. All those abstracts are collected by searching from the keywords of cancer, metastasis, gene and colon. Our purpose is to discriminate all articles in according to which organs a cancer spreads from the primary tumor. In our study, we neglect the primary tumor is occurred in colon or from the other organs. A few organs are selected for this study, such as, liver, breast, lung, brain, prostate, stomach, pancreas, and lymph.

The third dataset is 305 electronic medical literatures collected from the journals, Transfusion, Transfusion Medicine, Transfusion Science, Journal of Pediatrics and Archives of Diseases in Childhood Fetal and Neonatal Edition. Those articles are selected by searching from keywords, transfusion, newborn, fetal and pediatrics. The MeSH categories have the use of evaluating the effectiveness of our algorithm.

6.2 Results

The experimental evaluation of document clustering approaches usually measures their effectiveness rather than their efficiency [14], in the other word, the ability of an approach to make a right categorization. Recall, precision, and F are three measures of the effectiveness of a clustering method.

Table 2 demonstrates the results of the first experiment. The result of the algorithm, PDDP [4], is under consideration by all non-stop words, that is, the F1 database in their paper, with 16 clusters. The result of our algorithm, HCD, is under consideration by all non-stop words with the minimal support, 0.15. The PDDP algorithm hierarchically splits the data into two subsets, and derives a linear discriminant function from them based on the principal direction (i.e., principal component analysis). With sparse and high dimensional datasets, principal component analyses often hurt the results of classification, which induces a high false positive rate and false negative rate.

The effectiveness of the second dataset is shown in Figure 3. The use of fourteen organ related words are selected for clustering those abstracts. Figure 5 demonstrates the generated hypergraph associated with a minimal support, 0.05.

<table>
<thead>
<tr>
<th>Method</th>
<th>HCD</th>
<th>PDDP</th>
<th>k-means</th>
<th>AutoClass</th>
<th>HCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>68.3%</td>
<td>65.6%</td>
<td>56.7%</td>
<td>34.2%</td>
<td>35%</td>
</tr>
<tr>
<td>Recall</td>
<td>74.2%</td>
<td>68.4%</td>
<td>34.9%</td>
<td>23.6%</td>
<td>22.5%</td>
</tr>
<tr>
<td>F1 measure</td>
<td>0.727</td>
<td>0.67</td>
<td>0.432</td>
<td>0.279</td>
<td>0.274</td>
</tr>
</tbody>
</table>

Figure 2. The effectiveness of HCD on the first dataset.

Figure 3. The effectiveness of HCD on the second dataset.

Figure 4. The effectiveness of HCD of the third experiment with minimal support, 0.02.

Figure 5. The hypergraph generated from the second dataset with minimal support, 0.05.
The MeSH categories (22 categories) have been taken to evaluate the effectiveness of HCD on each individual category of the third dataset. Document clustering is based on the MeSH terms related to “Transfusion” and “Pediatrics”. The effectiveness of all categories is shown in Figure 4. The MeSH categories are a hierarchical structure that some categories are the subcategories of the other categories. Many concept categories are shared with the same terminologies that induces a high false negative rate by HCD on document clustering. In this dataset documents are not uniform distributed in all categories, some categories only contain a few documents that makes their latent concepts restricted by a few terms, for example, the Anemia and the Surgery categories whose precision are both below 70%.

7 Conclusion

Concept identification from text documents is an open research problem. While polysemy, phrases and term dependency present additional challenges for it, single terms are often insufficient to identify specific concepts in a document. Discriminating term associations naturally helps distinguish one category from the others. While most methods, like k-means, HCA, AutoClass or PDDP classify/cluster documents from the matrix representation, matrix operations cannot discover all term associations. Hypergraphs allow a efficient way to find term associations in a collection of documents.

The paper presents a novel approach to document clustering based on hypergraph decomposition. An agglomerative method without the use of distance function is proposed. A hypergraph is constructed from the set of co-occurring frequent terms in the text documents. The r-connected components, i.e., r-connected components, can represent basic concepts in the document collection. Comparing with traditional clustering methods, such as k-means, AutoClass and Hierarchical Clustering (HAC), as well as the partition-based hypergraph algorithm, PDDP, on three data sets, the hypergraph component decomposition algorithm demonstrated superior performance in document clustering. The results illustrate that hypergraphs are a perfect model to denote association rules in text and is very useful for automatic document clustering.
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