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ABSTRACT
Motivation: As protein structure database expands, protein loop modeling remains an important and yet challenging problem. Knowledge-based protein loop prediction methods have met with two challenges in methodology development: (1) loop boundaries in protein structures are frequently problematic in constructing length-dependent loop databases for protein loop predictions; (2) knowledge-based modeling of loops of unknown structure requires both aligning a query loop sequence to loop templates and ranking the loop sequence-template matches.

Results: We developed a knowledge-based loop prediction method that circumvents the need of constructing hierarchically clustered length-dependent loop libraries. The method first predicts local structural fragments of a query loop sequence and then structurally aligns the predicted structural fragments to a set of non-redundant loop structural templates regardless of the loop length. The sequence-template alignments are then quantitatively evaluated with an artificial neural network model trained on a set of predictions with known outcomes. Prediction accuracy benchmarks indicated that the novel procedure provided an alternative approach overcoming the challenges of knowledge-based loop prediction.

Availability: http://cmb.genomics.sinica.edu.tw
Contact: yangas@gate.sinica.edu.tw
Supplementary information: Supplementary data are available at Bioinformatics online.

1 INTRODUCTION

Three-dimensional structures of a large portion of protein sequences can be predicted to reasonable accuracy with comparative modeling procedures (Pieper et al., 2006). For homologous protein pairs, insertions and deletions occur mostly in loop regions, each of which connects two regular secondary structure elements (Fiser et al., 2000). It is thus necessary to develop methodology to predict loop structures for which the structures of the flanking regular secondary structural elements are known.

Knowledge-based loop structure predictions have been explored as effective loop modeling methods. Moreover, recent studies have suggested increasing coverage of longer loop structure motifs due to the ever-expanding protein structure database (Fernandez-Fuentes and Fiser, 2006). The basis of the methodology is a hierarchical loop motif family library, where each of the loop motifs is composed of two stem secondary structure elements connected by a loop region (Burke et al., 2000; Donate et al., 1996; Espadaler et al., 2004; Fernandez-Fuentes and Fiser, 2006; Lessel and Schomburg, 1997; Li et al., 1999; Michalsky et al., 2003; Oliva et al., 1997). Predicting the structure of a loop sequence is carried out by matching the loop sequence plus the bracing stem structures to a motif structure family in the loop motif library based on the length and the sequence of the query loop and the geometry of the known stem structures (Burke and Deane, 2001; Fernandez-Fuentes et al., 2005, 2006; Heuser et al., 2004; Lessel and Schomburg, 1999; Michalsky et al., 2003; Rufino et al., 1997; Wojcik et al., 1999). The premises underlying the knowledge-based procedures are the observations that protein loop structure motifs are frequently able to be sorted into a limited set of motif structure families, and that each of the motif structure families frequently embeds sequence patterns in the loop and in the bounding regions [see (Donate et al., 1996) and references therein]. But since the boundaries of the bracing secondary structures are frequently ambiguous (Carter et al., 2003; Colloc’h et al., 1993) and the distribution of the bracing stem structures is not discrete in geometry, it has been difficult to construct a loop motif library with unambiguous boarders among loop motif families.

To overcome the problem, we developed a knowledge-based loop modeling procedure that predicts the structure of a query loop sequence by predicting the local structural fragments of the query sequence (Kuang et al., 2004; Yang and Wang, 2002, 2003) and by structurally aligning the predicted local structural fragments to all possible motif templates from known protein structures, circumventing the need for a hierarchical loop family library. Benchmark results indicated that this loop prediction procedure was among the best in prediction capacities in comparison with current knowledge-based loop prediction algorithms. More importantly, we have demonstrated an alternative knowledge-based loop prediction procedure without the need for a loop motif family database.

*To whom correspondence should be addressed.
2 METHODS

Figure 1 summarizes the loop structure prediction procedure in six steps. As shown in the figure, the input is a polypeptide sequence plus two stem structures. The sequence contains the loop region and the two flanking regular secondary structures, for which the 3D structures are known. In this work, each of the stem structures needs to be at least three residues long, and the loop regions need to contain at least two residues each.

2.1 Step 1: search for loop motifs in known protein structural space based on the input stem structures

First, the structure of the flanking secondary structure elements is used as a structural probe to search known protein structures for loop motifs with matched stem structure geometries regardless of the loop length. By including all loop motifs with matched stem structures, we retain the flexibility to match the query sequence to loop motifs for which the loop size might be a mismatch as defined by a secondary structure assignment program (DSSP) (Kabsch and Sander, 1983) in this work.

We use the structure alignment procedure in the PrISM system (Yang and Honig, 2000a,b,c) to search for templates in proteins listed in PDB_SELECT_25 (version February 2001; see Results section for the rationale of selecting the template library). After the one-against-all structure alignments, a loop motif sub-database is formed to include the loop motifs that satisfied the following criteria: the stem residues of the loop motif are aligned to more than 80% of the stem residues in the probe structure and the CorRMSD for the structure alignment is <2 Å.

These criteria have been empirically determined so as to optimize the computational efficiency and prediction capability.

2.2 Step 2: polypeptide backbone torsion angle prediction with LSBSP1 database and a neural network model—LSBSP1+NN

The LSBSP1+NN backbone torsion angle prediction procedure has two key components: the LSBSP1 database (Yang and Wang, 2003) and a feed-forward back-propagation neural network (NN) model trained to predict backbone torsion angle with LSBSP1 database (Kuang et al., 2004).

LSBSP1 database: we only briefly describe the construction of the LSBSP1 database; more details can be found in a recently published work (Yang and Wang, 2003). The LSBSP1 database contains a total of 140 106 position-specific score matrices (PSSM). Each PSSM has the dimension of 9 by 20. Each of the elements in the PSSM was calculated from a sequence profile constructed with a seed 9-residue segment from a protein structure. The seed can be any 9 consecutive residue segments from the non-redundant protein structures in PDB_SELECT_25 [PDB_SELECT_25 (Hobohm et al., 1992) version (February 2001); this data set was in agreement with the data set in Step 1].

Artificial neural network: the feed-forward back-propagation neural network (NN) model (Rumelhart et al., 1986) for backbone torsion angle prediction has been published recently (Kuang et al., 2004). In brief, the neural network takes an input of 9-residue sequence segment and torsion angle information from LSBSP1 to predict the backbone conformational state of the central residue in the sequence segment.

2.3 Step 3: prediction of a local structural fragment of a 9-residue sequence segment

The backbone structure prediction from the LSBSP1+NN procedure described above is used to make local structure predictions for 9-residue sequence segments in the query sequence. This local structure prediction method is a slightly modified version of the previously published local structure prediction method—LSBSP1-consensus method—that has been demonstrated to predict local structure for 9-residue sequence segments with reasonable accuracy (Yang and Wang, 2003).

In the LSBSP1+NN method, the consensus backbone structure prediction is replaced by the output of the artificial neural network prediction. The 9-residue segment in LSBSP1 for which the PSSM in the LSBSP1 database scores against the 9-residue query sequence segment above a threshold of 16 and the backbone structure fits best to the LSBSP1+NN backbone torsion angle prediction is singled out as the predicted local structure fragment for the query sequence segment. This local structure prediction procedure is carried out for each window of 9-residue sequence segment throughout the query sequence, including the sequence regions in the flanking secondary structure elements with known 3D structures.

2.4 Step 4: dynamic programming alignment for a query sequence to loop motif structural templates

The local structure prediction procedure (see Steps 2 and 3) predicts one structural fragment for each of the consecutive 9-residue windows in the query sequence. We use the Smith–Waterman dynamic programming algorithm to match the predicted 9-residue structural fragments to each of the structure templates in the loop motif sub-database (see Step 1 for the derivation of the sub-database). The goal of this one-against-all procedure is to single out a structural template that matches best to the group of the predicted structural fragments.

Unlike dynamic programming sequence alignment where the scoring matrix for all residue pairs is derived from an amino acid substitution matrix such as the BLOSUM62, the scoring matrix elements for...
matching 9-residue structural fragments to a structural template are calculated with a simple empirical function:

\[
S_{l(a_i,a_2)} = \frac{10 \times [B - C(a,\beta) - \text{RMSD}(a_i,a_2)]}{B}
\]  

where \( \text{RMSD}(a_i,a_2) \) is the root mean square deviation of backbone Ca atoms calculated from superimposing the predicted 9-residue structural fragments \((a_i \text{ is the central residue of this fragment})\) to the 9-residue structural fragment excised from the structural template \((a_2 \text{ is the central residue of this fragment})\). \( B \) is the baseline parameter and \( C(a,\beta) \) is the baseline adjustment for the structural fragment pairs with all alpha or all beta residues. The adjustment is designed to weight down the importance of the low RMSD calculated in superimposing regular structures such as \( \alpha \)-helices or \( \beta \)-strands. The parameter set \( \{B = 5.5 \text{ Å} \text{ and } C(a,\beta) = 2 \text{ Å}, 1 \text{ Å}, \text{ and } 0 \text{ Å for all-}\alpha, \text{ all-}\beta, \text{ and others respectively}\} \) has been determined empirically to optimize a set of fragment-based sequence alignments. After the alignment of the central residues is determined and anchored, all residues are aligned with the limitation that no indels are allowed for the alignments in the current work.

2.5 Step 5: characterize the dynamic programming sequence-template matching results

The sequence-structure alignment procedure described in Step 4 predicts alignments for the query sequence to the template loop motifs. For each alignment, the three query stem residues N-terminal to the beginning of the loop region and three query stem residues immediately following the loop region are superimposed with six corresponding residues in the template to calculate the stem Ca RMSD; alignments failed to map all these six stem residues to the template loop motif are eliminated from further consideration. To make the computational procedure more efficient, we only consider the top 99 sequence-template alignments with the smallest stem Ca RMSD. For each of the 99 predicted sequence-template alignments, four normalized attributes are calculated to characterize the mapping of the query sequence onto the template loop motif:

1. \( L_{\text{seq-score}} \): this attribute is calculated by summing the amino acid substitution scores according to the predicted alignment of the query loop residues to the template residues. The calculation is limited to the residues in the loop region plus two residues into the stem at each end—the boundary residues are frequently loop structure determinant. The sum is then normalized by dividing with the maximum score possible for the residues under consideration. The maximum score is derived by summing the self amino acid substitution scores of the residues. Structure-dependent log-odds amino acid substitution matrices (Yang, 2002) are used for this calculation.

2. \( L_{\text{tor-score}} \): this attribute is calculated by summing the number of correctly predicted backbone torsion angle state (see Step 2) for the query loop residues (again, the loop region plus two residues into the stem at each end), and then normalized by dividing with the number of the residues.

3. \( \text{stem_rmsd} \): this attribute is the Ca RMSD(l) calculated based on the predicted alignment of the pair of the 3-residue stems separated by \( l \) loop residues to the corresponding six template residues and normalized by the following equation:

\[
\text{stem_rmsd} = \frac{\text{RMSD}(l) - \text{RMSD}(l/i)}{\text{RMSD}(l/i)}
\]

where \( \text{RMSD}(l) \) is the average Ca RMSD calculated with superimpositions of pairs of 3-residue stems separated by \( l \) loop residues onto the loop motif templates according the predicted alignments from the procedure described in Step 4. Supplementary Material Table I shows the list of \( \text{RMSD}(l) \) as a function of loop length \( l \).

1. \( \text{Stor_score} \): this attribute is similar to the \( L_{\text{tor-score}} \), except that the attribute is calculated for the six stem residues at the immediate ends of the loop region.

2.6 Step 6: Artificial neural network trained to evaluate the prediction accuracy of the loop motif sequence-template alignments

The four normalized attributes described in Step 5 are used to judge the fitness of sequence-template alignments. We use a neural network (NN) model to combine the four attributes to predict classifier scores that reflect the accuracy of the corresponding sequence-template alignment. A minimum feed-forward back-propagation neural network model (Rumelhart et al., 1986) with 4 nodes in the input layer, 10 nodes in the hidden layer and 5 nodes in the output layer was adequate to be trained with reasonable predictive power.

Each of the training sequences (see Results section for the selection of the training sequences) with known structure was used as input for the procedure depicted in Figure 1. At the end of Step 5, each of the training sequence was predicted to align to 99 different template loop motifs. Each of the alignments led to the four normalized attributes, which were used as training inputs for the NN model. The Ca RMSD of the loop region, which was calculated with the predicted alignment along with the known structure of the training sequence and the structure of the template, was encoded in five 0–1 classifier scores as the training outputs; the encoding scheme is explained in Figure 2. The encoding of the RMSD value into five 0–1 classifier scores is necessary to avoid abrupt switch of the RMSD classes due to small difference of the RMSD—a problem preventing convergence during the NN training.

Online training to connect the four input attributes to the five output classifier scores from each of the predicted alignments has been carried out through optimizing the weights of the NN model with large sets of training cases, 37 378, detailed distributions are shown in Supplementary Material Table 2) until convergence. The NN model contains 200 weights connecting nodes—hence more than 200 training cases can, in theory train an NN model. One NN model has been trained for each loop length \( l \) ranging from 2 to 16 residues; all loops longer than 16 residues were lumped together to train one NN model in order to have enough training cases (i.e. >200 training cases; for numbers of training cases, see Supplementary Material Table 2). For each NN model, 5-fold cross-validation (80% of the training cases were used in training and 20% of the training cases were used in testing; this process rotated five rounds to cover the complete training set) was carried out to ensure that the prediction error was consistently converged in both training sets and test sets of the five rounds of training.

3 RESULTS

Protein structures from PDB_SELECT_95 (July 2005) constituted our initial non-redundant set of protein structures. The protein sequences in the non-redundant protein set were compared with the protein sequences in the PDB_SELECT_25 (February 2001) (used for the data libraries of the loop prediction method in Steps 1–4 described in the Methods section) with the Smith–Waterman sequence alignment
Protein sequences in the PDB_SELECT_95 (July 2005) that are similar to at least one protein sequence in the PDB_SELECT_25 (February 2001) by sequence identity >95% were removed from the non-redundant protein set. Protein sequences in the non-redundant protein set that are similar to any of the protein sequences in the PDB_SELECT_25 (February 2001) by no more than 35% in sequence identity were collected and half of these proteins were randomly selected as the training set for the NN models described in Step 6 of the Methods section. These training proteins were removed from the non-redundant protein set. The remaining proteins in the non-redundant protein set are the loop structure prediction benchmarking proteins, which are neither overlapped with the proteins used in the data libraries of the loop prediction method (i.e. PDB_SELECT_25 (February 2001) used in Steps 1–4 in Fig. 1), nor overlapped with the training set for the NN models (Step 6 in Fig. 1).

These benchmarking proteins were divided into four sets: proteins in the 0–25% set are the benchmarking proteins that are similar to any of the protein sequences in the PDB_SELECT_25 (February 2001) by no more than 25% in sequence identity. Proteins in the 25–50% set are the benchmarking proteins that are similar to any of the protein sequences in the PDB_SELECT_25 (February 2001) by no more than 50% in sequence identity and that do not belong to the 0–25% test set. Similar grouping definition applies to the 50–75% benchmarking set and the 75–95% benchmarking set. The numbers of benchmarking cases are 31,655, 16,653, 4209 and 1068 for the four sets respectively with increasing sequence relationship to the knowledge basis. The distributions of the benchmarking cases as functions of loop length l can be found in the Supplementary Material Table 2.

After training one NN model for each of the loop length with the corresponding set of training cases shown in Supplementary Material Table 2, we applied the prediction procedure shown in Figure 1 to predict only one structure for each of the benchmarking cases. The prediction with the predicted classifier scores encoding the smallest RMSD was selected among the predicted sequence-template alignments.

Before benchmarking the prediction procedure in Figure 1, we benchmarked the prediction capacities of the NN models. For each of the sequence-template matches from Step 4 of the prediction procedure in Figure 1, the structures of the query sequence and the template were known and thus the RMSD class could be assigned based on the predicted alignment and the scheme shown in Figure 2. Comparing the RMSD class with the NN predicted RMSD class on the basis of the classifier scores, we were able to calculate the Matthews correlation coefficient:

$$C = \frac{tp \times tn - fp \times fn}{\sqrt{(tp + fn)(tp + fp)(tn + fp)(tn + fn)}}.$$ (3)

where tp, tn, fp and fn are true positive, true negative, false positive and false negative, respectively. For each of the benchmarking cases, 99 predictions contributed to the tp, tn, fp and fn calculation. The correlation coefficients for the 0–25% benchmarking set are 0.467, 0.154, 0.123, 0.230, 0.389 for RMSD class 1–5, respectively. This result indicated that the best sequence-template alignments (predicted to be in the first RMSD class) were able to be identified with much higher prediction accuracy. Supplementary Material Table 3 shows all the correlation coefficients derived from the training set and the benchmarking sets shown in Supplementary Material Table 2. The comparable results between the training set and the 0–25% benchmarking set indicate that the trained NN models were converged but not over trained. As expected, the prediction accuracy increases with increasing sequence relationship to the data libraries used in the predictions. The correlation coefficients shown in Supplementary Material Table 3 also indicate that predictions in the lowest RMSD class (class 1) were best correlated with the true RMSD class (with the correlation coefficients 0.47, 0.55, 0.61, 0.62, respectively for the four
benchmarking groups with increasing sequence relationship to the knowledge basis). Thus the first predicted classifier score from the first output node of the NN models can be used as a quantitative indicator for the prediction confidence level as shown below.

To benchmark the overall prediction accuracy of the loop structure prediction procedure in Figure 1, we use two types of accuracy measure to characterize the predicted sequence-template alignment: (1) the backbone heavy atom NCAcO-RMSD based on the superimposition of the N, Ca, C, O atoms for the residues in the query loop region to the corresponding atoms in the template; (2) the percentage of the query residues for which the backbone torsion angle states [a total of 17 states in the template as defined by Oliva et al. (Oliva et al., 1997)] are in agreement with those of the corresponding residues in the template.

Four panels in Figure 3 [Figure 3a–d] show the results for the four benchmarking sets with increasing sequence similarity (0–25%, 25–50%, 50–75%, 75–95%) to the knowledge basis of the prediction method. In each of the panels, the bottom x-y plot shows the average NCAcO-RMSD; the middle histogram shows the average percentage of residues with correctly predicted backbone torsion angle state; the top histogram shows the percentage coverage of the four prediction confidence level (see below). In each of the panels, four sets of data show the prediction accuracy with increasing prediction confidence level. As described above, the confidence level is determined by the classifier scores from the five output nodes of the NN models. The first set of data contains the best predictions regardless of the predicted RMSD class—confidence level 1; the second set of data limits to the predicted first RMSD class—confidence level 2; the third set of data limits to the predicted first RMSD class and with the first node output classifier score greater than 0.5—confidence level 3; the fourth set of data limits to the predicted first RMSD class and with the first node output classifier score greater than 0.7—confidence level 4.

As shown in Figure 3, the prediction accuracy invariably increases with increasing confidence level, suggesting that the NN models succeeded, to certain extend, in optimally combining the four normalized scores in Step 5 into a quantitative confidence level for the prediction results. The figure also shows, as expected again, that the prediction accuracy increases with increasing sequence relationship to the knowledge basis of the prediction method.

As shown in the top histograms in the panels of Figure 3, the coverage of the predictions decreases with increasing prediction confidence level. For loop structures of size >9 residues, predictions with confidence level 4 were useful in practical structure prediction tasks only for the query sequences that are related to the knowledgebase with >50% sequence identity. For loop sequences with sequence similarity <25% to the knowledgebase, the structure predictions with confidence level 4 were rare for loop size >9 residues. Two factors accounted for the lack of prediction confidence here: first, common loop motifs shared by unrelated structures were increasingly rare for loops with increasing size, and consequently, even with the best alignment algorithm, the sequence-template matches deteriorated in longer loops (>9 residues) judging by the stem structure constraints; second, as the correct predictions became difficult, the training of the NN models was biased toward the majority of the predictions with inferior confidence levels for longer loops. For the 0–25% group, predictions with confidence level 2 were better balanced with prediction accuracy, which generally reached the average accuracy marked by the C1 values in Supplementary Material Table 1, and the level of predictability.

Overall, the four attributes as the input for the NN models contributed unequally to the output predictions of the confidence level. The most decisive attributes were the stem_rmsd and the Stor_score. The former reflects the fitness of the stem structures, which inevitably affect the prediction accuracy of the loop structures connecting the stems. The later

![Fig. 3. Average NCAcO-RMSD in Å (x-y plot in each panel), average percentage of residues with correctly predicted backbone torsion angle state (middle histogram in each panel), and the percentage coverage of the four prediction confidence level (top histogram in each panel) plotted as functions of loop length l. Panels (a–d) show the results from benchmarking sets of 0–25%, 25–50%, 50–75% and 75–95%, respectively. For the x-y plot of each panel, the solid squares are the data set predicted with confidence level 1; the empty circles with confidence level 2; the empty triangles with confidence level 3; the gray triangles with confidence level 4. For the two histograms of each panel, white/lined/gray/dark bars represent data corresponding to the prediction confidence level 1/2/3/4, respectively. The solid line (solid stars) and the dashed line (solid diamonds) in panel (a) are reproduced from Fernandez-Fluentes et al. (2006) for comparison with the predictions in this work. The solid line is the results from ArchPred—a knowledge-based prediction method; the dashed line is the results from ModLoop ab initio predictions. The dashed line in the middle histograms shows the accuracy baseline from random prediction of the backbone torsion angle state.](image-url)
indicates the accuracy of the predicted sequence-template alignments: a mismatch of the query stem torsion angles with the corresponding torsion angles in the template is a sign for misalignment, which most likely results in mismatch in overall structures of the query and the template. The \textit{Lseq\_score} attribute was important only for query-template matches with high sequence relationship. The \textit{Lior\_score} attribute contributed the least among the four attributes to the decisions on the prediction quality.

The average CPU time on a 3GHz processor for benchmarking cases is on the order of 60 s regardless of the loop length. The computational time is expected to increase linearly with increasing size of the databases.

4 DISCUSSION

Panel (a) in Figure 3 compares the prediction accuracies of the prediction method in Figure 1 with prediction accuracies from previous published methods. In general, the \textit{ab initio} method ModLoop predicted more accurate loop structures with limited test cases (50 for each loop length). Only the predictions with confidence level 4 are comparable with the ModLoop prediction accuracy, although the prediction coverage of this confidence level is very low for longer loops \((l > 8, \text{ see Fig. 3})\). The ArchPred is the most recent knowledge-based loop prediction method and perhaps is the most accurate prediction procedure of its kind in the public domain according to the published work (Fernandez-Fuentes \textit{et al.}, 2006). Overall, our predictions with confidence level 3 match with the performance of the ArchPred predictions.

Although the comparison of the current work with the ArchPred prediction is relevant in terms of methodology, there are discrepancies between the two predictions: First, the ArchPred results shown in Figure 3 were averaged over 50 predictions for each loop length, while our prediction procedure was benchmarked with at least hundreds, and in shorter loop length \((l < 11 \text{ residues})\), thousands benchmarking cases (see Supplementary Material Table 2). Second, the prediction confidence level (and the coverage level) of the ArchPred prediction results reproduced in Figure 3 are not available from the published work; consequently, the prediction accuracies are difficult to be compared at the same coverage level. Third, The ArchPred loop predictions have an additional constrain: using the whole protein structure that contains the query loop sequence to eliminate the predicted loop structures that clash with the rest of the parent structure. In our loop structure prediction, the parent structure constrain is not used due to the consideration that in realistic comparative modeling procedures, the parent structures could be less well defined and thus could provide misleading models. Fourth, the knowledge basis of our prediction method is derived from a non-redundant protein set published before February 2001 with pairwise sequence similarity \(<25\%\), so that we could form large non-overlapping benchmarking sets, in particular for longer loops (see Supplementary Material Table 2). On the other hand, the ArchPred prediction used entries in PDB released in 2005 as its knowledge basis for the predictions. It is conceivable that updating our data libraries with the most recent PDB release would improve the prediction capabilities. A website server with the updated data libraries will be available to the public domain (publication for this web server is currently in preparation).

Loop prediction becomes increasingly difficult with increasing loop length. Still, as shown in Figure 3, we are able to predict loop structures up to \(\sim 30\) residues in length. We examined the accurate predictions (NCaCO-RMSD \(<2\) \(\AA\)) in the 0–25% test set with loop length \(>11\) residues. For loop length between 11 and 13 residues, more than half of the pairs of the test sequences and the loop motif templates came from proteins with different SCOP super families (Murzin \textit{et al.}, 1995). For loops with more than 14 residues, correctly predicted sequence-template pairs were all from proteins in the same SCOP super families, although the sequence similarity were usually very low. These results indicated that conserved loop structures from remotely related homologous proteins were useful templates for loop modeling if properly identified, and that stem structures from distantly related proteins are occasionally well conserved. The findings also suggested that structures of longer loops were so divergent that only stem structure constrains and conserved sequence patterns among homologous proteins provided reliable hints for loop structure similarity. It is difficult to conceive that loop structures beyond certain size (e.g. \(>14\) residues) would ever be sorted into limited structural families, even with the upcoming structural data in the foreseeable future. The reason is that the requirement of the size of the structural database is simply too huge to cover all the possible structural patterns of loops of increasing size. Thus, the structures of long loops could only be reliably modeled when homologous protein structures with similar loop structures were identified.

The major limitation of the knowledge-based loop structure prediction method is the coverage of the loop structures from known protein structures. Using structural alignment algorithm PrISM (which only considers structural similarity), we found that 33, 42, 47 and 54% of the 8-residue loop motifs in the 0–25%, 25–50%, 50–75% and 75–95% respective benchmarking sets could find templates with identical (Oliva \textit{et al.}, 1997) torsion angle states throughout the loop residues in the proteins listed in PDB\_SELECT\_25 (February 2001). For 16-residue loop motifs, the fractions drop to 1, 6, 15 and 36% for the 0–25%, 25–50%, 50–75% and 75–95% respective benchmarking sets. If we demand the most stringent criterion for sequence-template match (i.e. 100% correctly predicted torsion angle states), these fractions would be the upper limits of our prediction method due to the limited coverage of the protein data set used as the loop structure templates. The coverage limitation would be partially alleviated after updating our data libraries. Moreover, the coverage of the loop motifs in the known protein space will continue to expand as the protein structures are determined due to high-throughput experiments. Nevertheless, the coverage of the loop structure in proteins of unknown structure remains the bottleneck for the current knowledge-based loop structure prediction methods.
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