Contour detection model with multi-scale integration based on non-classical receptive field
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ABSTRACT

The broad region outside the classical receptive field (CRF) of a vision neuron, known as the non-classical receptive field (nCRF), exerts a robust modulatory effect on the responses to visual stimuli presented within the CRF, and plays an important role in visual information processing. One possible role for the nCRF is the extract object contours from disorderly background textures. In this study, a multi-scale integration based contour extraction model, inspired by the inhibitory and disinhibitory interactions between the CRF and the nCRF is presented. Unlike previous models, our model not only includes both the simple and complex cell mechanisms but also introduces pre-processing of the external information by the retinal ganglion cells at an early stage. The multi-scale representation of a physical scene acquired through such pre-processing was filtered through Gabor filters, and then inhibited or disinhibited at different spatial locations on different scales until a final response was obtained. Our results show that by introducing this kind of mechanism into the model, numbers of non-meaningful texture elements can be removed significantly, while at the same time, the object contours can be detected effectively. In addition to the superior contour detection performance in comparison to other contour detection models, our model provides a better understanding of the role of the nCRF and a novel approach for computer vision and pattern recognition.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

A contour is a prominent structural feature and an important element for target recognition based on shape. In low-level vision, contour integration is considered to be a special process that integrates the sensory information via a lateral interaction in the primary visual cortex. The basic elements of any image can be represented by point-shaped data. An object corresponding to these point-shaped data is described using features such as shape, size, brightness, color and geometrical structure, which, when combined, characterize the object. Estimating the correspondence between the point-shaped data from the input and the integrated features of the object requires a process to integrate the data. Compared to edge detection, contour detection needs deeper levels of image information of, and the key is the integration of local information into coherent global features based on the context. The human visual system is able to quickly and effectively extract topographic features from an image through low-level processing, and can integrate local characteristic information at low levels into high-level entities. This capability helps us to make appropriate decisions and reduce the post-processing complexity when individuals are faced with specific visual scenes. This vision characteristic provides a good model for a contour integration algorithm. The purpose of contour detection is to isolate a target object from a noisy background, and to determine which of the edges belong to the object and which belong to the background [1]. Over the past 20 years, considerable amount of research has been conducted in this field [2–12]. A natural scene image contains exceedingly rich information, and it is impossible for the visual system to afford the same level of attention to every point in the scene space. The human visual system is capable of acquiring relative integration and structure from scene images without any prior knowledge of the objects in the scene; this ability is called perception. Witkin has shown that structures that occupy a relatively large region of the visual space are especially conspicuous to vision systems [13]. The brain does not directly obtain the projected images on the retina presented by the external stimuli. Instead, it recognizes objects from visual information that has been aggregated and specialized. The main function of the visual cortex is to perform the extraction and calculation of perceptual signals, in a way that dramatically reduces the data volume but retains the useful structural information of the objects. In a complex natural scene, the components that have abundant structural information and specific attributes are more prominent, and are thus easier to isolate from the
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background. This provides a physiologically plausible basis to develop computer algorithms for contour detection.

Neurophysiological studies have shown that in the visual pathway, from the ganglion cell (GC) projection first to the lateral geniculate nucleus (LGN) and then to the visual cortex, the information being processed along this pathway becomes more complex at higher levels. The receptive field (RF) (i.e., the region of space in which a visual stimulus can elicit a neuronal response) of cells along the pathway also becomes larger at the higher levels. This is the well-known “receptive field hierarchy” hypothesis. The areas surrounding the classical receptive field (CRF) are called the non-classical receptive field (nCRF). Although stimuli presented in the nCRF alone could not elicit neuronal responses, they could modulate the neural activities in response to stimuli in the CRF. This modulation allows the neurons to integrate information and participate in complex perceptual tasks [14–16]. Also, the CRF and nCRF of most visual neurons in the visual cortex are orientation selective [17,18]. The orientation selectivity of the nCRF may vary, and may modulate the CRF response differentially for different stimuli. For each single neuron, the output depends on the interaction between its nCRF and its CRF. In most cases, the modulation of the nCRF is inhibitory, and the horizontal connections between the neurons play an important role here [19]. About 80% of the orientation-selective neurons in the visual cortex show such inhibitory effects; in about 30% of these orientation-selective neurons, the inhibitory effect is weakest when the orientation of the stimuli in the surrounding area is orthogonal to that in the center [14,17,20]. This suggests that the nCRF is not just a simple expansion of the CRF. Instead, when combined with the CRF, they form a feature detector. This interaction between the CRF and the nCRF makes the fast, effortless detection of object contours possible in vision neurons.

Grigorescu et al. proposed two models for RF inhibition: the isotropic and anisotropic RFs [21,22]. With the use of techniques such as multi-scale method and denoising, the algorithm was further developed and became more robust [23,24]. The introduction of a multi-layer attention mechanism in addition to lateral inhibition allowed the model to obtain image contours with different resolutions [25,26]. In the version of the RF model with a butterfly-shaped inhibition surround, different inhibitory effects on the two ends and the two sides combined to eliminate texture information [27,28]. An iterative detection algorithm was also proposed in [29]. All of the above models have the following characteristics. (1) A Gabor function is used to represent the CRF, and a circular region is used to represent the nCRF. Compared to the Canny algorithm [6], these models can more effectively isolate the contours of target objects from a complex texture background. However, the circular shape of the RF can produce negative effects from auto-inhibition, which often leads to weak contour information being ignored, and in turn cause the “broken contour” phenomenon. This is particularly true when the target object is embedded in a noisy background [24,29]. (2) The algorithms of these models are all based on the RF properties of the orientation-selective simple and complex cells in the visual cortex. However, from a visual processing perspective, the external information reaches the visual cortex after it first arrives at the retina and then at the LGN. The GC is the first stage of information processing, and the RFs of GCs are relatively sensitive to changes in the spatial luminance, as shown in Fig. 1. The combined output from the output of GCs and their RF locations can therefore be used to detect the existence of edges. (3) Some of these algorithms do not take the multi-scale information of the image into account. In fact, multi-scale analysis can play an important role in contour detection models [30,31,32,33,24,34]. In the algorithm proposed in [27], two types of scale information, the coarse scale and the fine scale, were used. The Gabor energy was used to represent the coarse scale information, while the inhibitory information acts on a fine scale. This choice of scale was based on the assumption that the contour information of the target object was all on the coarse scale, whereas the texture information was all on the fine scale. However, division of the information contained in any natural image into two scales is too simplistic an approximation and would lead to information loss. Selection of the proper scale can maximally retain the object’s contour information while removing texture information.

One study divided the RF of the neurons in the V1 area into three parts: the center, the surround and the extended surround. The surround area is inhibitory, whereas the extended surround area is disinhibitory [35]. When the cell responds to an external stimulus in its RF, it is not only inhibited by stimulation in the surround area, but is also influenced by the disinhibitory effect of the extended surround area. With the introduction of this disinhibitory mechanism, weak contours are strengthened, which helps to retain the completeness of the contour and increase the effectiveness of target detection. It has been proposed that the RF inhibitory regions are located at one of the two sides orthogonal to the axis of preferred orientation. Stimuli in the inhibitory regions will inhibit the neural response to similar center stimuli, in contrast, stimuli in the regions along the side of the preferred orientation will enhance the response to similar center stimuli.
and these regions are considered to be the disinhibitory area [15]. With regard to the spatial effects, the magnitude of the influence of the surround (including the inhibitory area and the disinhibitory area) on the response to center stimuli is inversely proportional to the distance between the surround and the center [15,14,36]. Based on the physiological evidence above, we propose the RF structure shown in Fig. 2.

The integrated multi-scale contour detection model proposed here is based on the nCRF mechanism. In contrast to previous contour detection models, our model adopts the strategy of combining the inhibitory and disinhibitory mechanisms. The inhibitory regions are on the two sides along the preferred orientation of the RF, while the disinhibitory regions are on the two sides orthogonal to the preferred orientation. More specifically, in accordance with the characteristics of the human visual pathway, the external information is first processed by the GCs and the scale information is acquired in this step. In general, large-scale shape or contour information is detected, and the majority of the texture information (the high-frequency components in the image) is filtered out. The involvement of the scale information greatly reduces the influence of the irrelevant elements in the environment. Then, with the effects of distance, relative position and angular differences from the preferred orientation taken into full consideration, accurate contour information is obtained via the processing of the visual cortical neurons.

The rest of this paper is organized as follows. The proposed biologically motivated model is explained in Section 2. The experimental results and performance evaluation are then presented in Section 3. Finally, in Section 4, we explain why our model can produce superior contour detection results.
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Fig. 3. (a) Original image. (b) GC(x,y) is the result of pre-processing by retinal ganglion cells. ($c_1$–$c_n$) Maximum Gabor energy maps on different scales. ($d_1$–$d_n$) Energy maps after inhibition and disinhibition. ($e_1$–$e_n$) Binary contour maps constructed by binarization based on the energy maps after inhibition. Note that the white part of the image is represented by the maximum RF size (coarse scale), i.e. the area that is most likely to contain textures; the dark part of the image is represented by the minimal RF size (fine scale). (f) Final contour map after multi-scale integration.
2. Design of the algorithm model

A good contour detection model should produce less inhibition in the regions containing contour information and greater inhibition in the regions containing texture information. To achieve this goal, two problems must be addressed. The first is how to distinguish the contour information of the target object from its texture information. The second is how to effectively control the magnitude of the inhibition to make the contour information prominent when it is present. In practice, it is contradictory in itself to increase texture information inhibition while decreasing contour information inhibition within the same image. To better solve this problem, we proposed a method that used multi-scale integration to determine the final contours of the target object.

Unlike previous models, our model not only included both simple and complex cell mechanisms, but also introduced pre-processing of the external information by the GCs at an early stage. The multi-scale representation of the physical scene acquired from this pre-processing was filtered using Gabor filters and was then inhibited or disinhibited at different spatial locations on different scales until the final response was obtained. Because the contour information acquired on different scales is different, production of the optimal smooth and continuous contour information required all of the contour information that was acquired on different scales to be superimposed and integrated. The output of the model was the result of the final integration. A detailed flowchart of the algorithm used is shown in Fig. 3. To allow for easier comparison with other algorithm experiments, we performed binarization processing of the data using the non-maximum suppression and lag threshold methods of the Canny algorithm [6]. For comparison purposes, the two thresholds required in this process, $t_1$ and $t_0$, were set as follows: $t_1 = 0.5 \times t_0$.

2.1. Algorithm design

Let $E(x, y)$ be the intensity-response function of RF:

$$E(x, y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_{\text{center}}(x, y) dx dy - \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_{\text{inhibitory}}(x, y) E_{\text{inhibitory}}(x, y) dx dy$$

$$+ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_{\text{disinhibitory}}(x, y) E_{\text{disinhibitory}}(x, y) dx dy$$

(1)

$W_{\text{inhibitory}}$ and $W_{\text{disinhibitory}}$ are the weight functions of the inhibitory and disinhibitory regions, respectively. The specific definitions of these functions will be discussed later in the paper. Eq. (1) shows that the final response intensity of the RF is determined by the response intensity to the stimuli in the CRF together with the inhibitory and disinhibitory intensities of the nCRF.

Fig. 3 shows the flowchart of the algorithm. The information different obtained on scales was different, so the resulting contours were also different. Most of the information from the smallest scale was retained (see Fig. 3e1), but most of his information was not related to the contours. On the largest scale, the main contour of the target object was retained (see Fig. 3e3), but most of its details were lost, leading to the “broken contour” phenomenon. In practice, it is extremely difficult to choose an appropriate scale to maximally retain the contour information and simultaneously remove the texture information. To solve this problem, our algorithm adopted a multi-scale integration strategy in the final step. Fig. 3f shows the final result after multi-scale integration.

2.2. Multi-scale information obtained from changes in the retina ganglion cell RF size

There are over 100 million photoreceptor cells (RC) but only about one million GC on the retina. On average, every GC receives inputs from 100 to 150 RCs. The magnitude of the electrical pulse generated by each RC is proportional to the light intensity that it receives; the RF of each GC projects to a certain region of the physical scene, and the radius of this region is generally proportional to the distance from the object to the retina. The image information that reaches our brain therefore depends not only on the light intensity distribution of the physical scene, but also on its distance from our eyes. The resolution of this image information is inversely proportional to the radii of the RFs. For GCs with RFs of the same size to acquire multi-scale representation of the physical scene, the distance from the scene to the eye must change constantly. However, such distance changes are neither realistic nor possible in a biological sense. From daily life, we know that the shape of a tree can be recognized on a coarse scale, while the leaves must be observed on a fine scale. Objects with sizes that are smaller than trees and larger than leaves are recognizable on an intermediate scale. The most important issue of scale-space theory is how to effectively establish the corresponding projections for the same physical scene on different scales. For this purpose, the brain has developed GCs with RFs of different sizes. Because the physical scene images acquired by RFs of different sizes correspond to the images acquired by a single RF at different distances, the image information that the brain obtains is a multi-scale representation of the physical scene. Outside the CRFs of these GCs, there are also the nCRFs [38,39]. These nCRFs can compensate for the loss of the low-frequency components caused by the antagonistic center-surround interaction in the CRFs [40]. Based on previous studies [40–42], the response profile of a GC can be stimulated by three Gaussian function as follows [43]:

$$GC(x,y) = \sum_{x,y} W_{\text{excitatory}}(x,y) RC(x,y) - \sum_{x,y} W_{\text{inhibitory}}(x,y) RC(x,y)$$

$$+ \log \left( 1 + \sum_{x,y} W_{\text{disinhibitory}}(x,y) RC(x,y) \right) (b > 1)$$

(2)

$GC(x,y)$ is the response of the GC; $RC(x,y)$ is the stimulus from the input image. $W_{\text{excitatory}}, W_{\text{inhibitory}}$ and $W_{\text{disinhibitory}}$ are the weight function of center (excitatory), surround (inhibitory/suppression) and extended surround (disinhibitory) areas of the RF, respectively, which can be defined as follows:

$$W_{\text{excitatory}} = \frac{A_1}{\sqrt{2\pi \sigma_1}} e^{-\frac{(x-x_0)^2+(y-y_0)^2}{2\sigma_1^2}}$$

(3)

**Fig. 4.** (a) Diagram of the changes in the retinal GC nCRF size. Neurobiological studies have shown that the GC size can change in a range that is 2–5 times that of the CRF. (b) The red circles show the RF of GC. The image can be represented on three scales, i.e. A, B and C. A mostly represents the background information, B mostly represents the texture information, and C mostly represents the edge information between the main target and background. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
\[ W_{\text{inhibition}} = \frac{A_2}{\sqrt{2\pi}\sigma_2} e^{-\frac{(x-x_0)^2 + (y-y_0)^2}{2\sigma_2^2}}, \quad W_{\text{disinhibition}} = \frac{A_3}{\sqrt{2\pi}\sigma_3} e^{-\frac{(x-x_0)^2 + (y-y_0)^2}{2\sigma_3^2}} \]

(4)

\( A_1, A_2 \) and \( A_3 \) are the response amplitudes of the center, surround, and extended surround areas of the RF, respectively; \( \sigma_1, \sigma_2 \) and \( \sigma_3 \) are the parameters representing scales; \( x \) and \( y \) are the position coordinates of the photoreceptors; \( x_0 \) and \( y_0 \) are the coordinates of the RF center. Based on the physiological data reported in previous studies [37,44], we set \( \sigma_3 = 4\sigma_2, \sigma_2 = 5\sigma_1, A_1 = 1, A_2 = 0.18, \) and \( A_3 = 0.05. \)

Fig. 4 illustrates the working principles of the GCs. The sizes of their nCRFs can be dynamically modulated by the properties of the stimulus. For instance, in areas where the color changes continuously, the nCRFs of the GCs continuously expand. In areas such as edges, where the color changes abruptly, the nCRFs shrink. We treated each pixel of the image as a data point; the set of data points formed an image in space. Areas with similar colors were considered to contain data points with matching properties. Each such area was considered as a single class, represented by one large RF. If the characteristics of the data points in an area were all different, each was treated as a separate class and represented by a separate small RF. The visual system’s representation of physical scenes involves multiple scales, where each scale corresponds to a group of neurons of a certain RF size. Therefore, object structures that can be observed on a large scale evoke responses from more neurons with more RF sizes. Different responses from neurons with different RF sizes reflect the outputs on the different scales. It is very useful to introduce this type of multi-scale information to the contour detection process. When an appropriate threshold value is chosen, information analysis of the image variations treats texture as a region with the same or an appropriate threshold value is chosen, information analysis of multi-scale information to the contour detection process. When an appropriate threshold value is chosen, information analysis of multi-scale information to the contour detection process. When an appropriate threshold value is chosen, information analysis of multi-scale information to the contour detection process.

The response of a simple cell \( R_s \) to an input image \( I \) can be represented by the convolution of the RF function and \( I \).

\[ R_s(x,y,\hat{\lambda},\hat{\theta},\sigma,\varphi) = \log(\sqrt{1 + I(x,y,\hat{\lambda},\hat{\theta},\sigma,\varphi)}) \]

(6)

The response of the complex cell \( R_c \) can be defined as the combined response of a pair of simple cells in parity with a phase difference of \( \pi/2 \).

\[ R_c(x,y,\hat{\lambda},\hat{\theta},\sigma,\varphi) = \sqrt{R_s(x,y,\hat{\lambda},\hat{\theta},\sigma,\varphi) + R_s(x,y,\hat{\lambda},\hat{\theta},\sigma,\varphi+\pi/2)} \]

(7)

Gabor filters show good orientation selectivity. The optimal response of a complex cell is the energy value of the Gabor function along the optimal orientation. The corresponding optimal response energy and optimal orientation are given as follows:

\[ R(x,y,\hat{\lambda},\hat{\theta},\sigma,\varphi) = \max(R(x,y,\hat{\lambda},\hat{\theta},\sigma,\varphi)|k = 1,2, \ldots,N_0) \]

(8)

\[ \hat{\theta}(x,y,\hat{\lambda},\sigma) = \arg \max_{R(x,y,\hat{\lambda},\hat{\theta},\sigma)|k = 1,2, \ldots,N_0} \]

(9)

The energy value of the area \( m \) represented by the RFs then equals the sum of the optimal responses of all of the complex cells.

\[ E_m(x,y) = \sum_{x,y \in m} \hat{R}(x,y,\hat{\lambda},\hat{\theta}) \]

(10)

2.4. Mathematical simulation of inhibitory and disinhibitory regions

The inhibitory characteristics of nCRFs can be used as a basic biological method for boundary detection. They can detect the region boundaries and isolated contours, and do not respond strongly to the edge information in the texture. Physiological studies have shown that such inhibition exhibits dynamic feedback properties, and the input of the feedback is relayed to the cortical neurons via inhibitory interneurons [45–48]. To simplify the calculation process in these studies, the interneurons were abstracted, and the entire inhibition was represented by a long distance connection, which was mainly used to divide the inhomogeneous regions and emphasize the boundaries of the texture region.

In our study, we modified the inhibitory weight function model established by Grigorescu et al. [21] such that it only functions in specific areas (the areas on the two sides of the RF). First, a centered difference of Gaussian (DoG) function was constructed, where the distances were weighted for normalization:

\[ \text{DoG}(x,y;\sigma,k) = \frac{1}{\sqrt{2\pi}k\sigma^2} \exp \left( -\frac{x^2+y^2}{2k\sigma^2} \right) - \frac{1}{\sqrt{2\pi}\sigma^2} \exp \left( -\frac{x^2+y^2}{2\sigma^2} \right) \]

(11)

\[ W_d(x,y;\sigma) = \frac{H(\text{DoG}(x,y;\sigma,k))}{H(\text{DoG}(x,y;\sigma,k))} \]

(12)

\[ H \left( \text{DoG}(x,y) \right) = \begin{cases} 1 & \text{DoG}(x,y) > 0, (x,y) \in A_{\text{inhi}} \\ 0 & \text{otherwise} \end{cases} \]

(13)

Here \( |\cdot|_1 \) denotes the \( l_1 \) norm form; \( W_d(x,y;\sigma) \) denotes the distance weight; \( H(\text{DoG}(x,y)) \) was used to ensure that the operator only functions in the inhibitory area \( A_{\text{inhi}} \). The diameter of the nCRF is typically 2–5 times that of the CRF [15,37]. For this reason, we set \( k = 4 \).

Reports in the literature have shown that the inhibitory effect of the nCRF decreases as its distance to the center of the RF increases and as the angle between the nCRF orientation and the optimal RF orientation increases [49,37,14,15,20,23,16]. In this way, the inhibition intensity in the inhibitory area is determined by two factors: distance and orientation. The weight functions used to define the inhibitory area in our simulation were as follows:

\[ W_{\text{inhi}}(x,y) = W_d(x,y;\sigma,A_{\text{inhi}}) \]

(14)
\( W_o(x, y) = \begin{cases} 1 & (\beta \leq \theta) \\ 0 & \end{cases} \)  

(15)

\( W_o(x, y) \) defined the spatial dimensions of the inhibitory regions on the two sides; \( \beta \) was the angle between the input stimulus location and the optimal orientation of the CRF. \( \theta \) Defined the field angles of the inhibitory regions on the two sides; finally, \( A_{in} \) denoted the inhibitory regions. No previous studies have reported on the size relationships of the different sub-regions of the nCRF inhibitory area. To improve contour detection, we assumed that on the two

Fig. 5. Pre-processing of the images by the GC. (a) Input images. (b) Projection of the images to the RF of the GC. The red circles show the RFs. Based on the characteristics of the represented areas, the nCRF sizes change accordingly. (c) Results after pre-processing of the images by the nCRF of the GC. (The natural images employed from the first to third row were downloaded from the website: http://www.cs.rug.nl/~imaging/.) The last three rows were downloaded from the website: http://www.eecs.berkeley.edu/Research/Projects/CS/vision/grouping/) (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
sides of the CRF, the inhibitory sub-regions were larger than the disinhibitory sub-regions. We set $\theta = \pi / 3$. We let $K$ be the number of sampling orientations of the Gabor function. The inhibitory effect evoked by stimuli of different orientations in the nCRF was then as follows:

$$\text{Inhi}(x,y; \beta) = \sum_{i=1}^{K} W_{in}(x,y) \ast E(x,y; \beta_i)$$  \hspace{1cm} (16)

The disinhibitory regions are usually located on the two sides of the RF center along the optimal orientation. They affect the CRF center response in a manner that is exactly opposite to the way that they affect the inhibitory regions. Stimulation of the disinhibitory regions enhances the cell's response and can prevent certain weak contour data being disregarded. Like the inhibitory regions, the weight functions of the disinhibitory regions are also influenced by the distance to the center of the RF and the angle between their orientation and the optimal RF orientation. We define the weight functions of the disinhibitory regions as follows:

$$W_{dis}(x,y) = W_d(x,y; \sigma_A \text{dis}) (1 - W_{in}(x,y))$$  \hspace{1cm} (17)

$(1 - W_{in}(x,y))$ represent the spatial sizes of the disinhibitory regions on the two sides, and $A_{\text{dis}}$ denotes the disinhibitory regions. The disinhibitory effect evoked by stimuli with different orientations in the nCRF was as follows:

$$\text{Dis}(x,y; \beta) = \sum_{i=1}^{K} W_{dis}(x,y) \ast E(x,y; \beta_i)$$  \hspace{1cm} (18)

Based on Eq. (1), the output response to stimulation in a region $m$ was represented as follows:

$$E(x,y) = \sum_{x,y} R_{C}(x,y; \lambda, \beta, \sigma) - \mu \sum_{i=1}^{K} W_{in}(x,y) \ast E(x,y; \beta_i) + \sum_{i=1}^{K} W_{dis}(x,y) \ast E(x,y; \beta_i)$$  \hspace{1cm} (19)

here, $\mu$ was used to control the inhibitory magnitude of the nCRF.
Fig. 9. Results of contour detection on four natural images selected from the Rug database. The first row and the second row represent the original images and ground-truth contours, respectively. The third row and the fourth row represent the output of anisotropic and isotropic inhibition detectors, respectively. The fifth row shows the results of adaptive inhibition as proposed by Zeng et al. [28]. The last row shows the output of our computation model.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Meaning</th>
<th>Setting value</th>
<th>Physiological grounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>Ratio of the two standard deviations in DOG</td>
<td>4.0</td>
<td>Refs. [44,14,15]</td>
</tr>
<tr>
<td>$A_1,A_2,A_3$</td>
<td>The response amplitudes of the center, surround and extended surround areas of the RF</td>
<td>1.0, 18, 0.05</td>
<td>Refs. [44,37]</td>
</tr>
<tr>
<td>$\sigma_1,\sigma_2,\sigma_3$</td>
<td>Scale information (we use radius of the RF representing scales in our experiments)</td>
<td>$\sigma_3 = 4\sigma_2$, $\sigma_2 = 5\sigma_1$</td>
<td>Refs. [44,37]</td>
</tr>
<tr>
<td>$\sigma/\lambda$</td>
<td>Spatial frequency bandwidth, where $\lambda$ is the wavelength of Gabor filter</td>
<td>0.56</td>
<td>Refs. [57–59]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Spatial aspect ratio of the Gaussian envelop of Gabor filter</td>
<td>0.5</td>
<td>Refs. [57]</td>
</tr>
<tr>
<td>$N_0$</td>
<td>Number of orientations of Gabor filter</td>
<td>12</td>
<td>Refs. [57]</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Suppression factor</td>
<td>1.0</td>
<td>It was used to control the inhibitory magnitude of the nCRF</td>
</tr>
</tbody>
</table>

Table 1
Summary of parameter meanings and setting.
3. Experimental results

3.1. Pre-processing results of the retinal GC RF

For comparison purposed, all of the testing images came from the Rug dataset from University of Groningen and BSD dataset from UC Berkeley. The images in this database have been used for testing and evaluation contour detection algorithms [21,22,27,28,23,30,50–52]. In Section 2.2, we explained the role of the RF of the GC in the acquisition of multi-scale information in detail. Pre-processing of the RF of the GC can approximately deduce both the target object information and the texture information, mainly through a multi-scale representation of the physical scene and using the fact that the nCRFs of GCs can dynamically vary their sizes [53–56]. Image information on different scales can be obtained, depending on the nCRF size variation. Fig. 5 shows the images after the pre-processing of the nCRF of the GC. Fig. 5b illustrates the effects of changes in the size of the RF of the GC. The RF size was largest in the background area and the texture areas. It became smaller in areas with abundant color changes, such as the object boundaries. To simplify the calculations, we assumed that the RF projection was even. Let \( r_{\text{RF}} = 2 \), and \( r_{n\text{CRF}} = 10 \), with the increases in size occurring in steps of 2. The spatial scale information was described by \( \sigma = (2, 4, 6, 8, 10) \). Fig. 5c shows the images when they were pre-processed by the nCRF. Most of the texture information was filtered out, whereas the contour information of each target object was largely retained.

The Gabor energy map based on Eq. (8) is shown in Fig. 6, which illustrates the results of Gabor filtering on different scales with an inhibitory factor of \( \mu = 1.5 \). It can be seen that different information was obtained from the image on different scales.

3.2. Realization of inhibitory and disinhibitory activities

After the processing of the GC, most of the texture information was filtered out and the approximate contour information of the

Fig. 10. Results of contour detection on four natural images selected from the BSD database. The first row and the second row represent the original images and ground-truth contours [60], respectively. The third row represents the output of standard Canny edge detector [61], and the fourth row represents the output of like-CARTOON multiscale edge detector [62]. The fifth row shows the results of single scale detector with surround inhibition [21]. The last row shows the output of model.
target object was acquired. However, this is still far from the desired refined and accurate contour representation of the object. In previous studies, artificial images were used to test the inhibitory functions [21,29]. As even texture and high contrast between the foreground and the background are typical characteristics of artificial images, the inhibitory functions usually achieve prominent results in contour detection. To determine how the inhibitory and disinhibitory activities affect the contour detection under realistic circumstances, we chose to use natural images. The inhibitory/disinhibitory model discussed in Section 2.4 was used for further processing. Fig. 7 shows the Gabor energy output on a scale of $\sigma=2$. Fig. 7a illustrates the processing results: without the participation of the inhibitory components, all of the information, including the texture and the target object information, was detected. Fig. 7b shows the contour map after inhibitory modulation: the texture information was substantially reduced, but the target object contour information was also partially inhibited. This led to “broken contours”. Fig. 7c shows the contour map after disinhibitory modulation: which partially recovered the lost contour information. For reason of space, we only show the results on one scale in this paper. In the actual test, the scales used included $\sigma=2, 4, 6, 8$. The parameters used for the Gabor filter were the same as those used by Grigorescu et al. [21]: $\sigma/\lambda = 0.56, \gamma = 0.5$, and $N_0 = 12$. The variance of the DoG function was $\sigma=4$ and $\sigma_{\text{dis}}=5\sigma$. The sizes of all testing images were 512 512 pixels (Rug dataset) and 481 321 pixels (BSD from UC Berkeley); and the noise edges were defined as edges that were smaller than 20 pixels.

3.3. Multi-scale integration $\sigma$

Section 3.2 shows the effects of the inhibitory and disinhibitory modulation of the nCRF. Different image information was contained on the different scales. On the largest scale, this mainly involved structural information, whereas on the smallest scale, it mainly represented information on the image details. If the computation is only performed on one scale, it becomes extremely difficult to guarantee that the information obtained is optimal. If we want to remove the texture information, we must increase inhibition, which will also cause the loss of contour information. A similar situation occurs with disinhibition. This problem can be solved nicely by using multi-scale integration, i.e. by integrating all four scales. (From an alternative perspective, this integration can be viewed as another step of the inhibition and disinhibition process.) Fig. 8 shows the contour map after integration of the four scales.

In order to find the best results and conduct a statistical analysis for our model within a specific parameter range. Table 1 summarizes the meanings and values of the parameter sets involved in our model. For those parameters with direct physiological grounds and the corresponding references are listed in the last column of Table 1.

![Fig. 11. Contour detection performance of the anisotropic model (denoted by A), the isotropic model (denoted by I) from literature [21], the adaptive inhibition model (denoted by C) from literature [27,28] and of our model (denoted by O) on sixteen images. Each lattice represents the performance plots based on a similar image. In each plot, the top end of each whisker represents the optimal performance among 50 different results for each image, and the horizontal red line in the box shows the median value of the performance. The top and bottom lines of each box denote the upper and lower quartiles. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](Fig11.)
To make the comparison more convenient, we selected the same four test images that were used by Grigorescu [21]. Fig. 9 illustrates the results. The first row shows the raw images. The second row shows the corresponding ground-truth contour images. The third and fourth rows show the isotropic and anisotropic contour maps from the Grigorescu et al. study [21], respectively. The fifth row shows the detection results using the adaptive inhibitory mechanism described by Zeng et al. [28]. The last row shows the experimental results using our model. By comparison, it can be seen that our model is superior to a certain extent in terms of both inhibiting the texture information and retaining the continuity of the contours.

Also we have selected four images randomly from BSD 500 [60]. Fig. 10 presents the contour detection result using different models. The first and second rows list the original images and corresponding ground-truth image, respectively. The rows from third to fifth show the result using standard Canny edge detector [61], the result using like-CARTOON multiscale edge detector [62] and the result using Grigorescu et al. model [21]. The last row shows the result of our contour model. The results clearly show that our computational model much more effectively than the other three models, e.g. suppresses the edge originating from textural regions like grass and preserve the real contour information to some extent.

### 3.4. Performance evaluation

The evaluation method used was the same as that used by Grigorescu [21]. We let $E_{\text{GT}}$ and $B_{\text{GT}}$ be the contour pixel set and the background pixel set of the ground truth contour image, respectively. $E_D$ and $B_D$ were the contour pixel set and the background pixel set in the final detection result, respectively. The correctly detected contour pixel set was $E = E_D \cap E_{\text{GT}}$; a missed contour was $E_N = E_{\text{GT}} \cap B_D$; and a falsely detected contour was $E_F = E_D \cap B_{\text{GT}}$.

The performance evaluation index for the contour detection operator was as follows:

$$ P = \frac{\text{card}(E)}{\text{card}(E) + \text{card}(E_F) + \text{card}(E_N)} $$

### Table 2

Parameter settings and performance evaluation.

<table>
<thead>
<tr>
<th>Images</th>
<th>Detectors</th>
<th>$\mu$</th>
<th>$\sigma$</th>
<th>$E_{\text{TP}}$</th>
<th>$E_{\text{FN}}$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elephant_2</td>
<td>Isotropic</td>
<td>1.2</td>
<td>2.4</td>
<td>0.98</td>
<td>0.27</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>Anisotropic</td>
<td>1.2</td>
<td>2.4</td>
<td>1.17</td>
<td>0.27</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>Butterfly-shaped inhibition model</td>
<td>1.0</td>
<td>2.0 + 12.0</td>
<td>0.36</td>
<td>0.27</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>Our model</td>
<td>1.0</td>
<td>2.0 + 6.0</td>
<td>0.28</td>
<td>0.25</td>
<td>0.61</td>
</tr>
<tr>
<td>Goat_3</td>
<td>Isotropic</td>
<td>1.0</td>
<td>2.4</td>
<td>1.36</td>
<td>0.33</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>Anisotropic</td>
<td>1.2</td>
<td>2.2</td>
<td>1.47</td>
<td>0.26</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>Butterfly-shaped inhibition model</td>
<td>1.0</td>
<td>2.0 + 10.0</td>
<td>0.91</td>
<td>0.31</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>Our model</td>
<td>1.0</td>
<td>2.0 + 6.0</td>
<td>0.45</td>
<td>0.51</td>
<td>0.46</td>
</tr>
<tr>
<td>Hyena</td>
<td>Isotropic</td>
<td>1.0</td>
<td>2.0</td>
<td>0.73</td>
<td>0.19</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>Anisotropic</td>
<td>1.2</td>
<td>2.4</td>
<td>0.80</td>
<td>0.20</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>Butterfly-shaped inhibition model</td>
<td>1.0</td>
<td>2.0 + 10.0</td>
<td>0.23</td>
<td>0.17</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>Our model</td>
<td>1.0</td>
<td>2.0 + 6.0</td>
<td>0.21</td>
<td>0.18</td>
<td>0.72</td>
</tr>
<tr>
<td>Rhino</td>
<td>Isotropic</td>
<td>1.0</td>
<td>2.4</td>
<td>1.65</td>
<td>0.28</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>Anisotropic</td>
<td>1.0</td>
<td>2.4</td>
<td>2.13</td>
<td>0.37</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>Butterfly-shaped inhibition model</td>
<td>1.0</td>
<td>2.0 + 10.0</td>
<td>0.54</td>
<td>0.32</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>Our model</td>
<td>1.0</td>
<td>2.0 + 6.0</td>
<td>0.34</td>
<td>0.25</td>
<td>0.47</td>
</tr>
</tbody>
</table>

**Fig. 12.** Comparison of signal–noise-ratio testing on Rug Dataset. The red dot and green triangle represent the SNR value of our model and Grigorecu model, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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here, \( \text{card} \{X\} \) represented the number of set members in set \( X \), \( P \in [0, 1] \). If all of the true contour pixels were correctly detected and no background pixels were falsely classified as contour pixels, then \( P = 1 \). In all other cases, as the value of \( P \) decreased, then the number of false or missed detections increased. We selected 16 images from the Rug database for the comparison test. Table 2 shows the comparison of the performance of our model with those of the isotropic and anisotropic contour detectors proposed by Grigorescu et al. [21] and butterfly-shaped inhibition model proposed by Zeng et al. [28]. From Table 2, we can see that our results were better than those of Grigorescu et al. and Zeng et al. The \( E_{FP} \) and \( E_{FN} \) values indicated that our model was superior with respect to inhibition of the texture information and in rendering the object contours more prominently. Also, all \( P \) values calculated from our model were higher than those of the isotropic and anisotropic models. This was especially true for the elephant_2, hyena, and rhino images.

To test the robustness of our proposed model and that of the other models, we implemented a statistical analysis of the performances of the different models using the aforementioned combinations of the different parameters. Fig. 11 shows comparative box-and-whisker plots for sixteen of the images used in our experiments. The top end of a whisker represents the best \( P \) value for a specific image, and the horizontal red line in the box of each whisker shows the median \( P \) value. It is clear from these plots that for all of the test images, the best \( P \) values attained by our model

Table 3
Comparison between gPb and our model.

<table>
<thead>
<tr>
<th>gPb</th>
<th>Our model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiscale</td>
<td>The small size RF represents the fine scale</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>The large size RF represents the coarse scale</td>
</tr>
<tr>
<td>Filter</td>
<td>The large size RFs of the small size RFs</td>
</tr>
<tr>
<td>Combination</td>
<td>The large size RFs of the small size RFs</td>
</tr>
</tbody>
</table>

Fig. 13. Comparison results between gPb and our model in color images. The columns from left to right represent the original color images, ground-truth contour, output of gPb and our model, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
were noticeably higher than those of the other models. Our model also showed a significantly higher median $P$ value in almost all cases, and showed a noticeably smaller interquartile range in most cases. This indicated that our model performed better than the standard inhibition model [21] and butterfly-shaped inhibition model [27,28].

Note that the presented results of standard surround inhibition model (anisotropic and isotropic) and butterfly-shaped inhibition model shown in Table 2 are not exactly identical to those listed in the work of Grigorescu et al. [21] and Zeng et al. [28]. This difference is mainly due to the difference in implementation details (e.g. parameters or initialization values setting) between these works. However, this difference does not affect the performance comparison and the deduced conclusion, because different models in this study remain identical values for those common parameters.

We also introduce the statistical signal–noise-ratio curve to evaluate the efficiency of our model. We take the ground-truth as the standard benchmark. Similar to the method was proposed in [63], the signal-to-noise ratio (SNR) defined as:

$$SNR_{DB} = 10\log_{10}\left(\frac{s_{image}}{s_{noise}}\right)$$

The final contour information obtained from our model and Grigorescu model [21] along with those of the ground-truth image was tested using Eq. (20). The final testing result shown in Fig. 12 and clearly indicates that our model has better performance in terms of inhibiting the texture information (i.e. noise) while retaining contour information (i.e. signal).

3.5. Comparison with gPb detector

As an important point for contour detection, we consider the work of Arbelaez et al. [64], who define two functions $mPb(x,y,\theta)$ and $sPb(x,y,\theta)$ to convey different information, as the former fires at all the edges (i.e. fine scale), while the latter extracts only on the most salient curves in the image (i.e. coarse scale). The final globalized probability of boundary (gPb) is a weighted sum of two. The gPb detector combines the orientated gradient signals obtained from transforming an input image into four separate feature channels and processing each channel independently. The first three correspond to the channels of the CIE Lab colorspace, which we refer to as the brightness (L), color (a), and color (b) channels. For gray-scale images, the brightness channel is the image itself and no color channels are used. Table 3 summarizes the difference between gPb and our model.

The experimental results demonstrate that the gPb shows excellent performance for majority color images, but it shows signs of performance degradation for gray images. Especially, we also found that the gPb detector cannot extract contour information for some images, while our model presents preferable result in same images. Figs. 13 and 14 show the contour detection results in color images and gray images, respectively.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig14.png}
\caption{Comparison results between gPb and our model in gray images. The columns from left to right represent the original gray images, ground-truth contour, output of gPb and our model, respectively.}
\end{figure}
Contour detection performance is evaluated in the precision-recall framework of [65]. The precision-recall curve captures the trade-off between accuracy and noise as the detector threshold is varied. Precision is the fraction of detections which are true positives, while recall is the fraction of positives that are detected. These are computed using a distance tolerance of two pixels to allow for small localization errors in both the machine and human contour maps. A particular application will define a relative cost between these quantities, which focuses attention at a specific point on the precision-recall curve. The F-measure, defined as $F = PR/(\alpha R + (1-\alpha)P)$, captures this trade-off [65]. The location of the maximum F-measure along the curve provides the optimal threshold given $\alpha = 0.5$. Fig. 15 shows the performance comparison between gPb and our model, it provides a clearly quantitative justification for performance evaluation.

3.6. Facilitation to shape-based recognition

Depending on contour, a direct application of contour-detection is to recognize object. Undoubtedly, a clean output with fewer disturbances from noise will facilitate recognition. The contour output of our model seems to be cleaner than other ones. Here, we introduce famous shape context algorithm to do recognition [66]. This algorithm is based on shape, thus if as much contour information as possible is retained then this algorithm will be more applicable to map a testing image to a proper ground-truth benchmark. We test the contours obtained from our model and from Grigorescu’s model along with the ground-truth image using the shape context algorithm. As shown in Fig. 16c, there are many points in background being matched with points on elephant body. And our contour result is cleaner than that of Grigorescu’s model, the point-to-point correspondence in Fig. 16d is more accurate than Fig. 16c.

4. Discussion

According to the literature, most contour detection models based on nCRFs rely on the inhibition mechanism of the V1 neurons [21,23,30,50,51,67,24]. The model proposed in this paper uses a multi-scale integration algorithm based on nCRFs (retinal GCs and visual cortical neurons). In our model, preprocessing (by the retinal GCs), later-stage processing (by the visual cortical neurons), and the final representation (multi-scale integration) form a complete processing chain that is consistent with the human visual pathway. With regard to the working mechanism of the nCRF, both disinhibition and inhibition are included. In this way, some of the inhibited contour information can be restored to a certain extent. The completeness of the contour obtained is thus guaranteed. The most prominent differences between our model and previous models are that our model introduces GC preprocessing at an early stage and uses multi-scale integration for the output at a later stage. The rationale for adopting this strategy includes the following reasons:

(i) The nCRFs can adjust their filtering properties according to changes in the spatial frequency and can compensate for the loss of low-spatial-frequency components to a certain extent. This renders them capable of transferring brightness information that occurs over a large area or that change slowly over time. The role of the nCRF in visual processing has been discussed extensively [68–70]. Evidence has been presented in the literature that shows that non-local, long-range connections are involved in the nCRFs of V2 neurons [45]. These connections allow these neurons to receive feedback input from neurons at higher levels and to form feedback pathways in visual processing [46–48]. This provides anatomical evidence that can be used for the design of algorithm models for nCRFs. It has also been shown that, under the influence of acetylcholine, the size of the RFs can change dynamically based on differences in the brightness, stimuli, background images, and movement speed [71–74].

(ii) In recent years, with the development of neurophysiology and computer-aided anatomical studies, some fairly accurate preliminary visual system models have been proposed. These models have been built on different levels of different regions of the visual system, and the scale-space theory is one of these models [75,76]. In this theory, every scale corresponds to a group of neurons of a certain RF size. GCs that have different RF sizes represent the different properties of the data using different scales.

(iii) A good contour detection model should provide truthful, continuous contour information that describes the target object while removing the texture information. Typically, most contour detection models based on the nCRF only take inhibition into account, even though increasing numbers of studies have shown that excitation also plays an important role in contour detection [77,15,78,79]. On this basis, we included the disinhibitory effect of the nCRF in our model, with the aim of partly restoring the inhibited contour information. The main disadvantage of this method is that it may produce some “fake” contours. For this reason, at the final output stage, a multi-scale integration method is used to produce the ideal contour detection results. The experimental results shown in Section 3.3 indicate that our method can indeed improve the quality and efficiency of contour detection.

Our ultimate goal is to establish an optimal contour detection model, which requires accurate controls for the magnitude of the inhibition and disinhibition based on the external information, along with an optimal balance between retention of the target object information and removal of the texture information. However, it is extremely difficult to realize such accurate controls when relying on the response of only one type of neuron, especially in complex scenes. The fact that the human visual
system can achieve this effortlessly and efficiently is also because of the interaction of many neural mechanisms. Improvement in this area will be the subject of further studies.
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