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[1] We have performed 2.5‐dimensional full particle simulations of an MHD‐scale
Kelvin‐Helmholtz (KH) vortex and accompanying magnetic reconnection. This is the
first study of so‐called vortex‐induced reconnection (VIR) using kinetic simulations.
First, as a key property of the VIR, we found that magnetic reconnection occurs at multiple
points in the current sheet compressed by the flow of the KH vortex. The resulting multiple
mesoscale islands are carried toward the vortex body along the vortex flow and then are
incorporated into the vortex body via re‐reconnection. The rates of the first reconnection and
second re‐reconnection are both generally higher than that of spontaneous reconnection;
both reconnection processes are of driven nature. Noteworthy is that the high rate of the first
reconnection leads to strong magnetic field pileup within the multiple islands. This
characteristic magnetic structure of the islands could be used as new observational
evidence for the occurrence of the VIR. Next, as a key kinetic aspect of the VIR, we
found that a series of the multiple island formation and incorporation processes causes
efficient plasma mixing in real space and bidirectional magnetic field‐aligned
acceleration of electrons simultaneously within the vortex. These kinetic effects of the
VIR could account for observed features of the Earth’s low‐latitude boundary layer,
where mixed ions and bidirectional field‐aligned electrons generally coexist.

Citation: Nakamura, T. K. M., H. Hasegawa, I. Shinohara, and M. Fujimoto (2011), Evolution of an MHD‐scale Kelvin‐
Helmholtz vortex accompanied by magnetic reconnection: Two‐dimensional particle simulations, J. Geophys. Res., 116, A03227,
doi:10.1029/2010JA016046.

1. Introduction

[2] The Kelvin‐Helmholtz instability (KHI) has been
considered as one of the most important processes for
momentum and energy transport or plasma transport and
mixing in collisionless space plasma systems, such as
planetary magnetopause boundary layers [e.g., Dungey,
1955; Miura, 1984; Fujimoto and Terasawa, 1994; Nykyri
and Otto, 2001; Nakamura et al., 2008, 2010]. The KHI
is a well‐known hydrodynamic instability that grows in a
velocity shear layer [e.g., Chandrasekhar, 1961], one
example of which is the Earth’s magnetopause situated
between the shocked solar wind and stagnant magneto-
spheric plasma. Indeed, around the Earth’s low‐latitude
magnetopause, KH wave‐like quasi‐periodic fluctuations
have been frequently observed when the interplanetary
magnetic field (IMF) direction is northward [e.g., Sckopke
et al., 1981; Fairfield et al., 2000]. Moreover, clear evi-
dence of rolled‐up vortices, believed to result from the
nonlinear development of the KHI, has recently been
found from observations by the Cluster spacecraft around
the magnetopause during northward IMF [Hasegawa et al.,

2004a]. Also at the Mercury’s magnetopause, vortex‐like
magnetic structures that may be produced by the KHI have
recently been encountered by MESSENGER during its first
and third flybys of Mercury [Slavin et al., 2008, 2009;
Boardsen et al., 2010].
[3] Earthward of the Earth’s low‐latitude magnetopause,

there is a boundary layer that contains a mixture of plasmas
of solar wind (magnetosheath) and magnetosphere origins
[e.g., Sckopke et al., 1981; Mitchell et al., 1987; Fujimoto
et al., 1998; Hasegawa et al., 2003]. This so‐called low‐
latitude boundary layer (LLBL) tends to become thicker with
downtail distance when the IMF direction is northward
[Mitchell et al., 1987; Hasegawa et al., 2004b]. While the
formation mechanism of the LLBL under northward IMF is
still under debate [e.g., Song and Russell, 1992; Phan et al.,
1997], the KH vortex excited at the low‐latitude magneto-
pause is believed to play some key roles [e.g., Sckopke et al.,
1981; Chaston et al., 2007; Nakamura et al., 2008].
[4] In order to understand how the KH vortex could cause

plasma mixing across the magnetopause and eventually form
the LLBL, a number of numerical simulations have been
performed [e.g., Miura, 1984; Otto and Fairfield, 2000;
Nakamura et al., 2004, 2008]. Since the KH waves tend to be
observed during northward IMF, several numerical simula-
tions have been performed for the simple transverse case, in
which the magnetic field direction is strictly perpendicular to
the shearing flow direction, that is, only northward magnetic
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field component is present [e.g., Miura, 1984, 1987;
Nakamura et al., 2004; Matsumoto and Hoshino, 2006;
Cowee et al., 2009].Miura [1984, 1987] revealed using two‐
dimensional MHD simulations that efficient momentum
transport across the magnetopause is caused by KH vortices.
Plasma mixing, however, cannot take place under the frozen‐
in condition assumed in the ideal MHD. On the other hand,
recent two‐dimensional two‐fluid (proton and electron
fluids) simulations including finite electron inertial effects
have shown that when a moderate density jump exists across
the initial velocity shear layer, rolled‐up KH vortices are
destroyed via small‐scale secondary vortices excited along
the edge of the parent vortex [Nakamura et al., 2004]. Recent
particle simulations have further confirmed that such a decay
process via secondary vortices causes efficient plasmamixing
within the KH vortex [Matsumoto andHoshino, 2006;Cowee
et al., 2009].
[5] While the above numerical studies considered only the

out‐of‐plane (perpendicular) magnetic field component,
actual velocity shear layers commonly have in‐plane mag-

netic field component, parallel to the initial flow direction. It
is shown that the dynamics of KH vortices is affected sig-
nificantly by this in‐plane component [e.g., Chandrasekhar,
1961; Miura and Pritchett, 1982]. The in‐plane magnetic
field tends to suppress the linear growth of KHI [Miura and
Pritchett, 1982] as well as the formation of a fully rolled‐up
vortex [Nakamura and Fujimoto, 2005]. Since the growth of
secondary vortices as mentioned above also tends to be
suppressed by the in‐plane magnetic field component, the
plasma mixing via secondary vortices would not take place
in actual situations [Nakamura et al., 2008]. However, the
in‐plane field lines may be highly deformed by the vortex
flow and then can be reconnected [e.g., Pu et al., 1990;
Nykyri and Otto, 2001; Knoll and Chacón, 2002; Chacón
et al., 2003; Nakamura and Fujimoto, 2008; Nakamura
et al., 2008]. This so‐called vortex‐induced reconnection
(VIR) can lead to direct mixing and transport of plasma
across the shear layer. Nakamura et al. [2008] have sum-
marized the properties of two types of VIR.
[6] 1. Type I occurs when the in‐plane field is initially

antiparallel across the shear layer (antiparallel case) so that a
current sheet is embedded in the shear layer [e.g., Pu et al.,
1990; Knoll and Chacón, 2002; Nakamura et al., 2006].
This type of VIR is induced at the hyperbolic point where
the vortex flow locally compresses the current sheet. Note-
worthy is that type I VIR can cause plasma mixing in real
space across the shear layer along reconnected field lines.
[7] 2. Type II is driven only when the velocity shear is

strong enough to produce highly rolled‐up KH vortices and
thus to overcome the in‐plane magnetic tension [e.g., Nykyri
and Otto, 2001; Nakamura and Fujimoto, 2005]. In the type
II case, the field lines that have been amplified and stretched
by the strong rolling‐up flow are reconnected.
[8] Nakamura et al. [2008] have also revealed, based on

linear analysis, that the KHI tends to grow in the plane
where the in‐plane field becomes antiparallel across the
shear layer. It means that the KH vortex growing at the
magnetopause could be almost always accompanied by type
I VIR. Thus, type I VIR could play a key role in the plasma
mixing across the magnetopause and, as a result, the LLBL
formation. Indeed, direct evidence of type I VIR at the
Earth’s magnetopause has recently been found from Cluster
data [Hasegawa et al., 2009]. Hasegawa et al. [2009] also
reported that around the type I VIR region, electrons are
accelerated along the magnetic field lines. While this result
clearly shows the importance of kinetic effects of type I VIR
on the plasma mixing and particle acceleration, no kinetic
simulations of type I VIR have been performed to date. This
study presents the first full particle simulations to investigate
kinetic properties of type I VIR. Our new results show that
type I VIR generally involves the formation of multiple
magnetic islands (section 3). Further, this islands formation
can lead to fast plasma mixing within the vortex and strong
electron acceleration along the reconnected field lines
(section 4). Since these kinetic properties are similar to those
seen in the Earth’s LLBL, our particle simulation results

Figure 1. (a–d) Initial profiles of the in‐plane magnetic
field component (BX), out‐of‐plane magnetic field compo-
nent (BZ), ion and electron temperatures (Ti and Te), ion
density (Ni), bulk flow velocity (VX), convective electric
field (EY), and net charge density rq0 = 1/4p[r · E]max.

Table 1. Simulation Parameters

mi/me wpe/We Tcsi/Tbgi Tcse/Tbge Tbgi/Tbge Vthi_bg VAi li n0/cell

Value 25 2.0 8 1 1 0.033c 0.1c 16dx 100
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could provide an explanation for the LLBL formation pro-
cess, as discussed in section 5.
[9] This paper is organized as follows. Section 2 details

the simulation setting. Section 3 presents an overview of our
simulation results and fundamental properties of type I VIR.

Section 4 presents kinetic roles played by type I VIR in the
fast plasma mixing and strong electron acceleration. Finally,
in section 5, we summarize the results and discuss appli-
cations of the results. In the rest of the paper, type I VIR is
referred to simply as the VIR.

2. Simulation Setting

[10] We perform 2.5‐dimensional (two spatial dimensions
and three vector components) relativistic electromagnetic
particle simulations which retain the full dynamics of the
constituent particles. In this study, we consider protons
(hereafter called “ions”) and electrons as the particles. Details
of the simulation method are described by Nakamura et al.
[2010].
[11] Figure 1 shows the initial profiles of the in‐plane and

out‐of‐plane magnetic field components, ion density, ion
and electron temperatures, bulk flow velocity, convective
electric field, and net charge density normalized by the
maximum initial charge density rq0 = 1/4p[r · E]max. In this
study, we focus on fundamental situations in which the
initial ion density ni0 is uniform (Figure 1b). In order to form
the velocity shear layer, particles are initialized with shifted
Maxwellian velocity distributions having a bulk velocity
VX0 = V0/2 · tanh(Y/D0), where D0 is the initial half thick-
ness of the shear layer and V0 is the initial velocity jump
across (Figure 1c). The initial in‐plane magnetic field
component is strictly antiparallel across the shear layer with
BX0 = B0 · tanh(Y/D0), and the initial out‐of‐plane magnetic
field component is uniform with BZ0 = 4B0 (Figure 1a). In
order to maintain the total pressure balance, the initial ion
temperature at the center of the shear layer (the current
sheet) is set to be 8 times the background ion temperature
(Tcsi/Tbgi = 8), whereas the electron temperature is uniform
(Tcse/Tbge = 1) (Figure 1b). The background ion‐to‐electron
temperature ratio is set at Tbgi/Tbge = 1 (Figure 1b). The
convective electric field EY0 = −VX0 · BZ0 is set to sustain
the shear flow. Since the nonuniform convective electric
field breaks the charge neutrality (Figure 1d), in our simu-
lations electrons are loaded slightly nonuniformly to satisfy
Gauss’s law [Pritchett and Coroniti, 1984].
[12] Table 1 summarizes the initial simulation parameters

used in this study. The ion‐to‐electron mass ratio M is set to
be M = mi/me = 25. The ratio between the electron plasma
frequency and the gyrofrequency is set at wpe/We = 2.0. The
ion thermal and ion Alfvén speeds are set to be Vthi = 0.033c
and VAi = 0.1c, respectively. Here c is the light speed. The
size of the spatial grid dx is set to be slightly shorter than the
electron Debye length lDe. The average number of particles
per cell is n0dx

2 = 100. The ion inertial length li is set to be
16dx. The system is periodic in the X direction with its size
almost equal to the wavelength of the fastest growing KH
mode LX = lKH (=20D0) [Miura and Pritchett, 1982], and
the conducting walls are located at Y = ±LX. The initial half
thickness of the shear layer (the current sheet) is varied in
the range of li ≤ D0 ≤ 4li, and the initial velocity jump V0 in
the range of 2.5VAi ≤ V0 ≤ 5VAi, that is, 2.5 (weak KHI) ≤
MA ≤ 5 (strong KHI). Here VAi and MA = V0/VAi are the
Alfvén speed and the Alfvén Mach number, respectively.
All VAi and MA used in this paper are based on the in‐plane
magnetic field component. (Past linear analyses show that
the KHI can grow to overcome the magnetic field tension

Figure 2. Time series of (left) in‐plane magnetic field lines
and (right) in‐plane ion flow vectors in the D0 = 2.0li and
MA = 4.375 case.
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when MA > 2 [Miura and Pritchett, 1982].) To initiate the
KH mode we add a small flow perturbation dViy = dVey =
dV0 · V0 exp[−(Y/D0)

2] · sin(2pX/LX). Here dV0 is the
amplitude of the initial perturbation, which is set to be 0.02.
[13] Note that when V ′0(Y)/Wi � 1 (the so‐called weak

shear case), in addition to the KHI, an ion wave could be
excited around the ion cyclotron frequency Wi due to the
convective electric field [e.g., Ganguli et al., 1988; Opp and
Hassam, 1991]. Here V ′0(Y) = dV0(Y)/dY. In addition, when
the initial half thickness of the shear layer is less than ion
Larmor radius (D0 < ri), the structure of the shear layer and
associated KHI growth are largely affected by the ion
Larmor radius effect [Cai et al., 1990; Nakamura et al.,
2010]. Therefore, in order to investigate effects of recon-
nection on the KHI under little influence of these ion
kinetic processes, we focus only on the strong shear
(V ′0(Y)/Wi ∼ 1) and MHD‐scale (D0 ≥ li > ri) situations.

3. Fundamental Properties of the Vortex‐Induced
Reconnection

3.1. Overview of the Vortex‐Induced Reconnection

[14] Figure 2 shows a time series of in‐plane magnetic field
lines (Figure 2, left) and in‐plane ion flow vectors (Figure 2,
right) in the D0 = 2.0li (MHD‐scale) andMA = 4.375 (strong
KHI) case. Once the KHI begins to grow, the flow of the KHI
compresses the current sheet around the hyperbolic point
toward which the vortex flow converges (T = 50Wi

−1). Then,
magnetic reconnection is induced at multiple points in the
compressed current sheet, and consequently multiple mag-
netic islands are formed (T = 60Wi

−1). These islands are car-
ried toward the vortex body along the vortex flow and are
incorporated into the vortex body in turn via re‐reconnection
(T = 70Wi

−1). Finally, the KH vortex is highly rolled up to end
up as a large magnetic island (T = 80Wi

−1).
[15] Red solid lines in Figure 3 show the Y component of

the ion velocity dViY for the KH mode with m = 1, half
thickness of the compressed current sheet, reconnected
magnetic flux, and the reconnection rate. dViY is calculated
by the Fourier series expansion of ViY at Y = 0. The current
sheet thickness is calculated from the maximum absolute
value of the Z component of the current density |JZ|max and
the in‐plane magnetic field intensity at the edge of the current
sheet |BXY|edge as d = D0 · (|JZ|max/|JZ0|max) · (|BXY|edge/B0).
The reconnected flux is obtained from the maximum value of
the Z component of the vector potential at the compressed
current sheet, and the reconnection rate is defined as time
rate of change of the reconnected flux. Note that these
reconnected flux and reconnection rate refer to the X point

Figure 3. (a) The Y component of ion velocity dViY for
the m = 1 KH mode, (b) half thickness of the compressed
current sheet, (c) reconnected magnetic flux, and (d) the
reconnection rate as a function of time in the D0 = 2.0li
and MA = 4.375 case. Red solid (dashed) lines show the
result of the particle (two‐fluid) simulation. T1, T2, and
T3 are defined as the time when the current sheet thinning
begins to stop, the time when the current sheet thickness
reaches a minimum, and the time when the rate of the
VIR peaks, respectively, in the particle simulation.
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with the largest reconnected flux and the highest recon-
nection rate of all X points at each instant. In the linear stage
of the KHI, the current sheet becomes thinner with the
growth of the KHI (T < 48Wi

−1). At T∼48Wi
−1 (T1), the

current sheet thickness reaches the gyroradius of thermal
ions, and at the same time reconnection begins to grow
rapidly. Just after that, the current sheet thinning stops (T2:
T∼55Wi

−1). Finally at T∼65Wi
−1 (T3) the reconnection rate

peaks, which coincides with the dViY peak. The minimum
thickness of the current sheet is about 0.14li. This value is
small enough to form multiple magnetic islands in the
compressed current sheet (see section 3.3 for details). The
maximum reconnection rate is about 0.2VAi · B0. This is
about twice the typical value (0.1) in the spontaneous
reconnection process [e.g., Birn et al., 2001]. It means that the
VIR is a kind of driven reconnection. In section 3.2, we will
explain how such a high reconnection rate is accomplished.

3.2. Rate of the Vortex‐Induced Reconnection

[16] Figure 4a shows a time series of the convective
electric field perpendicular to in‐plane magnetic field lines
in the D0 = 2.0li and MA = 4.375 case. Figure 4b shows dAz
(=|AZ| − |Acs0|) along the compressed current sheet at T =
58Wi

−1, which is characterized by the minimum value of |AZ|
at each X coordinate. Each peak value in Figure 4b corre-
sponds to the reconnected flux at each X point. As the KH
vortex grows, the vortex flow widely tilts the current sheet,
and therefore the current sheet is widely compressed around
the hyperbolic point (T∼54Wi

−1). Consequently, reconnection
occurs at multiple points in the widely compressed current
sheet (T = 58Wi

−1). It is notable here that the reconnected flux
is almost equal at all X points (Figure 4b). It means that the
reconnection rate at each X point is almost equal to the
maximum value shown in Figure 3d. Let us now explain
what controls the rate of the VIR, focusing on an X point X1
at the center of the compressed current sheet (X = 20li) as a
representative of the multiple X points. Figures 5a and 5b
show the maximum ion flow speed, Vpmax, perpendicular
to the magnetic field lines on X = 20li, and in‐plane mag-
netic field intensity |BXY| at the maximum inflow (Vpmax)
point, respectively. Since X1 moves away from X = 20li
after T∼65Wi

−1, we here discuss physics of the VIR at X1 for
the period before T∼65Wi

−1. Red line in Figure 5c shows the
magnetic flux flowing into the point X1, which is computed
by |Vpmax| (Figure 5a) times |BXY| (Figure 5b). Since the
peak of this inflowing magnetic flux corresponds with the
peak reconnection rate (T = T3), it can be said that the peak
Vpmax corresponds to the peak reconnection inflow speed at
X1. Furthermore, since Vpmax is roughly equal to dViY /4
(Figure 5a), it can also be said that the peak reconnection rate
is determined by the peak dViY. Since dViY at T = T3,
dViYmax, is about 1.0VAi (Figure 3a) and |BXY| at T = T3,
Binflow, is about 0.8B0 (Figure 5b), the peak reconnection
rate can be expressed using VAi and B0 as dViYmax/4 ·
Binflow ∼ 1.0VAi/4 · 0.8B0 ∼ 0.2VAi · B0. It is therefore
concluded that the strong flow of the KH vortex controls
the VIR and leads to the high reconnection rate.
[17] Generally speaking, the KHI is saturated at dViY ∼

0.2V0 = 0.2MA · VAi. In addition, Binflow, which basically
depends on the vortex growth phase, tends to become 0.7–
0.8B0 when dViY ∼ 0.2V0. As a result, the peak normalized
reconnection rate is expected to reach 0.04MA. This means

Figure 4. (a) Time series of the convective electric field
(shown in color) perpendicular to in‐plane magnetic field
lines in the D0 = 2.0li and MA = 4.375 case. Black lines
show in‐plane magnetic field lines, and white lines show
the field lines which initially exist at the edges of the shear
layer and later reconnect to each other. (b) The dAz along
the compressed current sheet at T = 58Wi

−1. Each peak value
in Figure 4b corresponds to the reconnected flux at each X
point (see text for details).
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that the rate of the VIR basically depends onMA only. Indeed,
our parametric study in the ranges of 1.0li ≤ D0 ≤ 4.0li and
2.5 ≤MA ≤ 5.0 has confirmed that the peak reconnection rates
are always about 0.04MA (partially shown in Figure 6). These

results indicate that the rate of the VIR always exceeds 0.1
unless MA is very close to 2.0 (note that the KHI unstable
condition is MA > 2 [Miura and Pritchett, 1982]). In other
words, the VIR is generally a driven process.

3.3. Multiple Magnetic Island Formation and Merging
Processes

[18] Figure 7a shows a time series of the zoom‐in view of
the region surrounded by the black box in Figure 2. Color
contours show the out‐of‐plane magnetic field component
(BZ). First, the current sheet is widely compressed to the
minimum thickness dmin of about 0.14li (T∼50Wi

−1) and
subsequently, multiple islands are formed (T∼55Wi

−1). It is
noted that the initial length of these islands Lisnand is about
1.7li, which is roughly equal to the wavelength of the
fastest growing tearing mode excited in the compressed
current sheet (12dmin). This can be explained as follows: the
current sheet thinning stops when the outflowing flux that is
controlled by the growth rate of the tearing instability comes
into balance with the inflowing flux that is controlled by the
KHI growth rate (see section 3.4 for details). It means that
the time scale of the tearing instability becomes comparable
to that of the KHI when the current sheet thickness reaches
its minimum. In addition, the current sheet is compressed so
widely that its length becomes longer than the wavelength of
the fastest growing tearing mode to be excited there. The
islands whose typical length is about 12dmin are therefore
formed. A similar island formation process was seen in past
particle simulations of driven reconnection [Pei et al.,
2001a], although they did not mention in detail the island
formation mechanism. After the multiple island formation,
these islands are carried along the vortex flow, have high‐
speed collisions with the vortex body, and finally are
incorporated into the vortex body via re‐reconnection (T =
60–70Wi

−1). Thus, the VIR process is composed of the island
formation and incorporation and the associated two‐stage
reconnection process. Hence, in order to comprehensively
understand the VIR process, it is important to reveal not
only the first reconnection process discussed in section 3.2,
but also the second re‐reconnection process.
[19] The blue solid (dashed) line in Figure 7b shows

time variation of the reconnected flux at the X point on
the left side of island 3 (island 4) in Figure 7a. Here each
value is obtained from the vector potential at the outer
edge of each island. The absolute value of the negative
peak of each line corresponds to the peak reconnection

Figure 5. (a) The maximum ion flow speed Vpmax perpen-
dicular to the magnetic field lines onX = 20li and (b) in‐plane
magnetic field intensity |BXY| at the maximum inflow (Vpmax)
point as a function of time in the D0 = 2.0li and MA =
4.375 case. (c) Red line shows the magnetic flux flowing
into X1 point (marked in Figure 4a), which is obtained by
|Vpmax| (Figure 5a) times |BXY| (Figure 5b). Blue and green
lines in Figure 5c show the reconnection rate (same as
Figure 3d), corresponding to the outflowing flux, and the
difference between the inflowing and outflowing fluxes,
respectively. (d) The half thickness of the compressed cur-
rent sheet (same as Figure 3b). T1, T2, and T3 are the same
as those in Figure 3.
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rate at the re‐reconnection point between each island and
the vortex body. We see that the peak reconnection rates
are both about 0.55VAi · B0, which is nearly three times
the peak rate of the first reconnection induced at the
compressed current sheet. These high reconnection rates
can be regarded as resulting from the strong vortex flow
and associated high‐speed collisions of the islands.
Indeed, we see that the peak reconnection rates both lie
on the line of 0.59 dViY · B0 (black dashed curve in
Figure 7b), that is, they are controlled by dViY. This result
means that the rate of the second re‐reconnection as well
as the first reconnection is controlled by the vortex flow.
In summary, both the multiple island formation and
incorporation processes are controlled by the vortex flow,
and therefore the associated two‐stage reconnection pro-
cess is of driven‐type.

3.4. Generality of the Multiple Island Formation

[20] Next, we investigate the generality of the multiple
island formation process by comparing the length of the
current sheet with that of the islands, which is controlled by
the current sheet thickness. Figure 8 shows the minimum
thickness of the compressed current sheet dmin for various
sets of (D0, MA) as a function of V0/D0, which is almost
equivalent to the KHI growth rate gKH. We see that dmin

decreases with increasing gKH. This can be explained using
the D0 = 2.0li and MA = 4.375 case as follows: the growth
rate ginflow of the inflowing magnetic flux finflow to the first
reconnection region is basically constant since ginflow is
roughly equal to gKH, as shown in section 3.2. On the other
hand, the growth rate goutflow of the outflowing flux foutflow
basically depends on the current sheet thickness, since the
reconnection occurs more rapidly as the current sheet thins.

Figure 6. Reconnection rates (dashed) and maximum in‐plane magnetic field intensities perpendicu-
lar to the current sheet (solid) as a function of time for D0 = 1li, 2li and 4li cases. Shown are the
(a) MA = 2.5 and (b) MA = 4.375 cases.
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In the initial stage of the KHI growth, since ginflow �
goutflow, the difference between finflow and foutflow exponen-
tially increases (black dotted line in Figure 5c), so that the
current sheet thinning also exponentially progresses to sus-
tain the excess inflowing flux (T � T1 in Figure 5). When
the current sheet thickness reaches ri (T = T1 in Figure 5),
goutflow rapidly increases and instantly exceeds ginflow. Then,
foutflow begins to approach finflow, and at the same time the
current sheet thinning begins to be suppressed. When foutflow
eventually reaches finflow, the current sheet thinning stops
(T = T2 in Figure 5). This indicates that ginflow (∼gKH) in
relation to goutflow controls and suppresses the current sheet
thinning. In other words, if gKH is larger so that ginflow
becomes larger, the current sheet needs to become thinner
before the thinning stops; dmin tends to decrease with
increasing gKH. When gKH is extremely large (V0/D0 >
1.5), however, dmin approximates to a constant value dmin

∼ le/2 regardless of gKH, where le is the electron inertial
length. This is because the lower limit of the current sheet
thickness is determined by le.
[21] The length of the compressed current sheet Lcs

depends on the size of the vortex as Lcs ∼ lKH/4∼5D0,
whereas the typical length of multiple islands Lisland depends
on the current sheet thickness as Lisland∼12dmin. Since more
than one magnetic island can be formed in the compressed
current sheet when Lcs > Lisland, the condition for the mul-
tiple island formation would be 12dmin < 5D0, that is, dmin/
D0 < 0.4 (Figure 9a). Figure 9b shows dmin normalized by
D0 as a function of MA for the same runs as Figure 8. Since
as mentioned above, dmin increases with decreasing V0/D0,
dmin/D0 tends to increase as MA = V0/VAi decreases when D0

is fixed. In addition, we found that dmin/D0 tends to increase
as D0 decreases when V0 is fixed. However, even in the
smallest set of (D0,MA) (D0 = li andMA = 2.5 case), dmin/D0

is less than 0.4. This means that in MHD‐scale situations
(D0 ≥ li), multiple islands could always appear in the
compressed current sheet. Indeed, all simulations in this
study show that more than one magnetic island, whose
initial lengths are always about 12dmin, are formed in the
compressed current sheet (partially shown in Figure 10). In
addition, all these islands move toward, and incorporate
with, the vortex body (not shown). Thus, it can be concluded
that the formation and incorporation of multiple islands is
universal in the VIR process.

3.5. Magnetic Structure of the Multiple Islands

[22] It is also noteworthy that in‐plane magnetic field lines
tend to be strongly piled up within the magnetic islands
formed through the VIR, as seen in Figure 10. Solid lines in
Figure 6 show maximum intensities of the in‐plane mag-

Figure 7. (a) Time series of the zoom‐in view of the region
marked by the black box in Figure 2. Color contours show
the out‐of‐plane magnetic field component (BZ). Magnetic
islands formed in the compressed current sheet are num-
bered from left to right. (b) The blue solid (dashed) line
shows time variation of the reconnected flux at the X point
on the left side of island 3 (island 4) in Figure 7a. The red
line shows the reconnection rate at the first reconnection
site. The black dashed curve shows a line of −0.59 dViY · B0.
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netic field component normal to the current sheet Bnmax and
the reconnection rate as a function of time for D0 = 1li, 2li
and 4li cases. Bnmax is found to occur at the most piled‐up
region. In all cases except for the D0 = 1.0li and MA = 2.5
case, the peak values of the most piled‐up field intensity are
stronger than the background value (B0). Interestingly, in the
D0 = 4.0li and, MA = 4.375 case, the piled‐up field intensity
is about twice the background value. These peak values tend
to be stronger as D0 (the size of the vortex) or MA (the shear
flow intensity) increases. This can be explained as follows:
during the period DTpile‐up when the piled‐up field intensity
is increasing (shaded periods in Figure 6), the reconnection
rate RRX also increases, that is, the magnetic flux continues to
be stored within the islands. Since DTpile‐up increases as the
size of the vortex (/D0) increases and since RRX increases as
MA increases, stronger magnetic field pileup occurs for larger
D0 or MA. Such a characteristic in‐plane magnetic structure
could be confirmed by in situ observations as evidence for the
occurrence of the VIR at the Earth’s magnetopause (as dis-
cussed further in section 5.2).
[23] During the period DTpile‐up, the out‐of‐plane mag-

netic field (BZ) within the islands also increases. Color
contours in Figure 7a show a time series of BZ in the D0 =
2.0li and, MA = 4.375 case. We see that BZ is enhanced
inside the piled‐up region of the islands, that is, at the core
part of the islands. This is because the islands are contracted
by the in‐plane magnetic tension exerted by the piled‐up
field. The core field (BZ) enhancement becomes stronger
with increasing the piled‐up field intensity, although the
enhancement is eventually suppressed as the piled‐up field

Figure 8. Minimum half thickness of the compressed cur-
rent sheet dmin for various cases as a function of V0/D0,
that is almost equivalent to the growth rate of the KHI.
Note that dmin corresponds to 1/12 times the length Lisland

of the magnetic island formed in the compressed current
sheet, and V0/D0 corresponds to 20 times V0/lKH since
lKH is set to be 20D0.

Figure 9. (a) Sketch of the formation process of multiple magnetic islands in the compressed current
sheet. When 12dmin < 5D0 (dmin/D0 < ∼0.4), Lisland < Lcs, and thus more than one magnetic island can
be formed. (b) Minimum half thickness of the compressed current sheet dmin normalized by D0 for various
cases as a function of MA.

NAKAMURA ET AL.: EVOLUTION OF VORTEX‐INDUCED RECONNECTION A03227A03227

9 of 18



is removed by the re‐reconnection (see island 3 or 4 in
Figure 7a). Note, however, that the maximum core field
enhancement is only about 18 percent of the background BZ

intensity. In addition, all simulations in this study show that
the maximum core field enhancements are always less than
20 percent of the background intensity (not shown). This
can be explained as follow: since BZ is dominant in this
study (BZ0∼4BX0), the in‐plane magnetic tension can only
slightly contract the islands to balance the pressure from the
strong out‐of‐plane magnetic field. Thus, the core field
within the VIR‐associated islands is not expected to show a

significant enhancement in the presence of strong guiding
magnetic field.

3.6. Comparison With Two‐Fluid Simulations

[24] We further compare the particle simulation results in
the D0 = 2.0li and MA = 4.375 case with those of a two‐
fluid (TF) simulation using the same initial settings
regarding mi/me, the spatial resolution, and the magnetic
field, velocity, density and temperature profiles (the results
are shown in Figures 3 and 11). In the TF system, since the
electron inertial term can break the frozen‐in condition,
reconnection can occur spontaneously with no anomalous
resistivity. The TF code is explained in detail by Nakamura
et al. [2008]. First, we found that the linear growth rate of
the KHI in the particle case is slightly lower than in the TF
case (Figure 3a). This is due to the ion gyromotion which
slightly broadens the shear layer even when D0 > ri. Such a
slight decrease of the KHI growth rate was seen in past
particle simulations for D0 = 2li cases [see Nakamura et al.,
2010, Figure 7].
[25] Regarding the VIR, we found a significant difference

between the two kinds of simulations. In the particle case,
reconnection visibly grows after T∼48Wi

−1 (T1), whereas in
the TF case, the VIR visibly grow only after T∼56Wi

−1

(Figure 3d). This delay of the VIR generation in the TF case
is attributed to the lack of the ion kinetic effects: in the TF
case, only electron inertial effects can contribute to the
growth of reconnection. In the particle case, on the other
hand, since the gyroradius of thermal ions (∼0.26li) is larger
than the minimum current sheet thickness (∼0.14li), the ion
meandering motion across the current sheet can assist the
growth of reconnection [e.g., Pei et al., 2001b].
[26] The delay of the VIR in the TF case allows an

enhancement of the plasma pressure at the center of the

Figure 10. In‐plane magnetic field lines at the initial stage
of the VIR in the compressed current sheet for D0 = 1li, 2li
and 4li cases. Shown are the (a) MA = 2.5 and (b) MA =
4.375 cases. In all cases, more than one island, whose initial
lengths are always about 12dmin, are formed.

Figure 11. Two‐fluid simulation result in the D0 = 2.0li
and MA = 4.375 case. (a) Plasma pressure (Pi + Pe) at T =
50Wi

−1 with in‐plane magnetic field lines overlaid. The range
of the color contour is set to present only values in excess of
the maximum value at T = 0. (b) In‐plane magnetic field
intensity at T = 62Wi

−1 with in‐plane magnetic field lines
overlaid. The typical length of magnetic islands formed in
the compressed current sheet is about 2.5li, which is about
1.5 times larger than in the particle case.
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compressed current sheet (Figure 11a). Such a clear pressure
enhancement does not appear in the particle case, since the
enhancement tends to be relaxed by reconnection (not
shown). This pressure enhancement in the TF case tends to
prevent the current sheet thinning (see the period around T =
50–65Wi

−1 in Figure 3b). Consequently, the typical length of
magnetic islands formed in the compressed current sheet in
the TF case is larger than in the particle case (Figure 11b).

Furthermore, the pressure enhancement is also accompanied
with the accumulation of excess magnetic flux at the edge of
the current sheet (Figure 11b). The accumulated in‐plane
magnetic field leads to the larger reconnection rate (Figure
3d), since the reconnection rate depends on the in‐plane
field intensity in the inflow region. Thus, the ion kinetic
effects must be taken into account to exactly understand
physics of the VIR and the associated multiple island for-
mation when the minimum half thickness of the compressed
current sheet dmin is smaller than the ion gyroradius ri. As
shown in Figure 8, since dmin tends to increase with
decreasing the KHI growth rate V0/lKH, whether the ion
kinetic effects shown in this section can appear or not is
determined by ri and V0/lKH. In our simulation settings,
since ri ∼ 0.26, the ion kinetic effects turn on when V0/lKH
exceeds about 0.01.

4. Kinetic Roles of the Vortex‐Induced
Reconnection

4.1. Plasma Mixing Process

[27] Magnetic reconnection has been considered to play a
key role in mixing plasmas in real space along reconnected
field lines. In this section, we investigate the efficiency of
the plasma mixing caused by the VIR. Figure 12 shows a
time series of the mixing measure in each cell in the D0 =
2.0li and MA = 4.375 case (the same case as Figure 2).
The mixing measure, defined as the smaller one of 2N1/
(N1 + N2) and 2N2/(N1 + N2), is a measure of the abun-
dance of particles originated in the other side of the shear
layer. Here N1 and N2 are the number of particles in cell
which initially exist at Y > D0 (upper region of the shear
layer) and Y < −D0 (lower region of the shear layer),
respectively. Figure 12 (left) (Figure 12, right) shows the
ion (electron) mixing measures. At first, both ions and
electrons begin to mix around the multiple X points in the
compressed current sheet (T∼60Wi

−1). Then, the areas of
mixed ions and electrons broaden along reconnected field
lines by thermal motion of ions and electrons, respectively.
Finally, a substantial region within the vortex becomes
filled with the well‐mixed ions and electrons (T∼120Wi

−1).
Solid lines in Figure 13a show the total number of mixed
ion (red) and electron (blue) cells as a function of time,
normalized by the total number of cells Ntotal in the region
|Y| < 20li and 0 < X < 40li. A mixed cell is defined as the
cell in which the mixing measure mmix > 0.25. We see that
the mixed area for both ions and electrons broadens from
T∼60Wi

−1, and the broadening of the mixed ion (electron)
area is saturated at T∼140Wi

−1 (T∼120Wi
−1).

[28] It is notable here that the areas of both mixed ions and
electrons broaden most efficiently during the interval when
the multiple X line reconnection continues (shaded period in
Figure 13a). Figure 14 shows a time series of the zoom‐in
view of the region marked by red boxes in Figure 12 for this
period. The mixed plasma areas begin to broaden from the
multiple X points (T∼62Wi

−1), and then the multiple islands
become filled with the mixed plasmas (T∼66Wi

−1). Subse-
quently, the multiple islands with well‐mixed plasmas are
incorporated into the vortex body, and consequently the
plasma mixing rapidly progresses within the vortex (T∼70–
74Wi

−1). These results clearly imply that the multiple island
(X line) formation results in the fast broadening of the mixed

Figure 12. Time series of the mixing measure in each cell
for particles which initially exist in Y > D0 and Y < −D0 in
the D0 = 2.0li and MA = 4.375 case (see text for definition
of the mixing measure). Shown are the (left) ion and (right)
electron mixing measures.
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areas. This mixing can be quantified as follows: assuming
a perfectly X‐shaped X line with a constant reconnection rate
(outflowing magnetic flux) as illustrated in Figure 13b, the
mixed area around an X line at a given time can be described
as 4 · (RRX/B0 · DTRX) · (Vth · DTRX · B0/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
0 þ B2

z

p
)/2 · sin �.

Here � is the angle between the neutral sheet and reconnected
field lines, and DTRX is the time from the start of recon-
nection at the X line. Note that B0/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
0 þ B2

Z

p
is a factor

regarding the actual length of the field lines, which is aboutffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
0 þ B2

Z

p
/B0 times longer than the length viewed in the

two‐dimensional simulation plane. Since the total mixed
area increases with the number of X points NX, the time
evolution of the total mixed area can be described as

Nestimation=Ntotal � NX � 4 � RRX =B0 �DTRX þ 2�i;e
� �

� Vth �DTRX � B0=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
0 þ B2

z

q
þ �i;e

� �
=2

� sin �= 40�ið Þ2; ð1Þ

where we add the terms using ri,e, representing a rough
estimate of mixing regions produced by the particle gyro-
motion whose guiding centers exist at the edge of the mixing

regions. Dashed lines in Figure 13a show the mixed ion (red)
and electron (blue) areas estimated from equation (1), where
we assume RRX = 0.15 (the average value during the shaded
period in Figure 13a), and � = 30 degrees. We see that these
estimates are roughly consistent with the simulation results
during the shaded period. After the shaded period (T >
78Wi

−1), since the number of the reconnected field lines does
not increase (that is, RRX/B0 · DTRX does not increase), the
broadening of the mixed ion area is suppressed. Thus, it is
concluded that the efficiency of the plasma mixing basically
increases with increasing NX, RRX, or Vth. Since as shown in
section 3, the VIR tends to involve multiple X lines with a
high reconnection rate (NX ≥ 1, and RRX > 0.1), it can also be
concluded that the plasma mixing caused by the VIR is more
efficient than spontaneous reconnection with single X line
(NX = 1, and RRX ≤ 0.1).

4.2. The Electron Acceleration Process

[29] Reconnection has also been considered to play a key
role in producing high‐energy particles in space [e.g.,

Figure 14. Time series of the zoom‐in view of the region
marked by the red box in Figure 12.

Figure 13. (a) Solid lines show the total number of mixed
ion (red) and electron (blue) cells normalized by the total
number of cells in the region |Y| < 20li and 0 < X < 40li
as a function of time in the D0 = 2.0li and MA = 4.375 case.
A mixed cell is defined as the cell in which the mixing mea-
sure mmix > 0.25. Dashed lines show estimates of the ion
(red) and electron (blue) mixed areas (see text for details).
(b) Sketch of the mixed plasma area around a perfectly X‐
shaped X line with a constant reconnection rate.
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Hoshino et al., 2001; Hoshino, 2005; Pritchett and Coroniti,
2004; Drake et al., 2006]. In this section, we investigate how
the VIR accelerate electrons. Figure 15b shows color con-
tours of EZ + (Ve × B)Z, which represents the reconnection

electric field at points of the first reconnection (Figure 15,
right) and the second re‐reconnection (Figure 15, left) in the
D0 = 2.0li and MA = 4.375 case. At the first reconnection
point, a negative reconnection electric field appears. The
intensity of the reconnection electric field is about 0.2VAi · B0,
which is equivalent to the reconnection rate at this X point. At
the second re‐reconnection region, in contrast, a positive
reconnection electric field appears, since the in‐plane mag-
netic field direction across the re‐reconnection region is
opposite from that across the first reconnection region. The
intensity of the re‐reconnection electric field is about 0.5VAi ·
B0, which is equivalent to the reconnection rate at thisX point.
The thickness and length of the region with the reconnection
electric field are about le and 5le, respectively, for both types
of reconnection.
[30] Figure 15c show velocity distribution functions

(Figure 15c, left) and pitch angle distributions (Figure 15c,
right) of electrons in the downstream region of the recon-
nection point, surrounded by the red box in Figure 15a. We
see that there are two populations of electrons: background
thermal electrons and nonthermal electrons accelerated in the
+Z direction by the negative reconnection electric field. Note
that since the +Z component of the magnetic field is dominant
in this study (BZ0∼4BX0), the electron acceleration (in the +Z
direction) occurs almost along the magnetic field direction.
[31] In the downstream region of the re‐reconnection

point (Figure 15d), on the other hand, there are three popu-
lations of electrons: background thermal electrons, non-
thermal electrons accelerated in the +Z direction (almost
along the parallel direction), and nonthermal electrons
accelerated in the −Z direction (almost along the antiparallel
direction). The nonthermal, antiparallel population is com-
posed of electrons accelerated by the positive electric field
of re‐reconnection. The nonthermal, parallel population is
composed of electrons which have been accelerated at the
first reconnection region in the compressed current sheet
and are carried into the vortex body along with the multiple
islands. It means that the nonthermal, parallel and antiparallel
populations are mixed within the vortex through the multiple
island incorporation process.
[32] While the intensity of the reconnection electric field

is more than twice higher for the second re‐reconnection
than for the first reconnection (Figure 15b), our simulation
results show that the change in the electron speed DVe in
both reconnection processes is always about the electron
Alfvén speed VAe (Figures 15c and 15d). This result can be
explained by simple acceleration by the reconnection
electric field as follows: in our simulations, since the out‐
of‐plane magnetic field and associated convective electric
field are dominant, when seen in the plane of the simulation,
electrons basically move along the vortex flow. Thus, the

Figure 15. (a) In‐plane magnetic field lines at T = 70Wi
−1

in the D0 = 2.0li and MA = 4.375 case. (b) Color contours
of EZ + (Ve × B)Z around (right) the reconnection point
and (left) the re‐reconnection point. (c, d) (left) Electron
velocity distribution functions and (right) pitch angle distri-
butions at T = 70Wi

−1 in the downstream region of reconnec-
tion (Figure 15c), marked by the red box in Figure 15a and
in the downstream region of re‐reconnection (Figure 15d),
marked by the blue box in Figure 15a.
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acceleration time period, the time taken by electrons to pass
through the region with the reconnection electric field, can be
roughly estimated as DTacceleration ∼ Le/Vconvect / le/Vinflow.
Here Le is the size of the electron diffusion region perpen-
dicular to the in‐plane magnetic field lines, which can be
scaled by the electron inertial length, and Vconvect is the
electron convection speed in the diffusion region, which can
be represented by the reconnection inflow speed Vinflow.
Hence, the speed change can be roughly estimated as

DVe � e

me
� ERX �DTacceleration / e

me
� Vinflow � B0 � �e=Vinflow ¼ VAe;

ð2Þ

where ERX is the reconnection electric field. This estimation
predicts that DVe is controlled by VAe only, regardless of the
reconnection inflow speed. This prediction agrees reasonably
with the above simulation results. Note that DVe (∼VAe) in
the VIR is close to that in the spontaneous reconnection
without [e.g., Hoshino et al., 2001] and with a guiding
magnetic field [Pritchett and Coroniti, 2004]. Also note that
in this study, since the ratio between the light speed c and VAe

is set to be c/VAe(=wpe/We) = 2, DVe in equation (2) is about
0.5c. In addition, the thermal speed of electrons is set to be
0.17c. The Lorentz factors for most accelerated electrons are
therefore small enough not to significantly change equation
(2) described in a nonrelativistic form, although a fraction
of electrons is accelerated to a relativistic energy. Relativistic
effects need to be considered seriously in smaller wpe/We

cases. Around the Earth’s magnetopause, however, since
wpe/We is known to be always larger than 2, the relativistic
effects would be negligible.
[33] In addition to the above simple acceleration mecha-

nism in the reconnection region, it has been proposed that
electrons can be accelerated even outside the reconnection
region [e.g., Hoshino et al., 2001; Hoshino, 2005; Drake

et al., 2006]. Hoshino [2005] has shown that in the driven
reconnection system, electrons can be strongly accelerated
near the reconnection region due to a surfing acceleration
mechanism; just outside the reconnection region, some
electrons are trapped by the electrostatic potential associated
with the Hall current, and can efficiently gain energies
therein. Hoshino et al. [2001] also revealed that the electrons
accelerated in or near the reconnection region can be sec-
ondarily accelerated while the electrons are trapped in the
region of reconnected field pileup. Furthermore, it has
recently been proposed that electrons can also be accelerated
within secondary multiple islands during magnetic recon-
nection due to the contraction of the islands [Drake et al.,
2006]. In this study, however, these types of acceleration
outside the reconnection region cannot be observed. This is
because in the VIR, electrons, moving along the dominant
vortex flow, cannot be trapped by either the electrostatic
potential or the piled‐up field within the multiple mesoscale
islands. In addition, the pressure from the dominant out‐
of‐plane magnetic field prevents the multiple islands from
contracting significantly (section 3.5).

4.3. Coexistence of Mixed Plasmas and Accelerated
Electrons

[34] As shown in section 4.1, the second re‐reconnection
injects well‐mixed ions and electrons, produced by the first
reconnection and carried by the multiple islands, into the
vortex. As shown in section 4.2, the second re‐reconnection
also mixes within the vortex electrons accelerated almost in
the parallel direction by the first reconnection and those
accelerated almost in the antiparallel direction by itself.
These results indicate that a series of the first reconnection
(multiple island formation) and second re‐reconnection
(multiple island incorporation) processes can produce a
region within the vortex where the mixed plasmas and
bidirectionally accelerated electrons coexist. Figure 16
shows, as a function of time, the total number of (red)
cells with both mixed ions and electrons, and of (blue) cells
with both the mixed plasmas and bidirectionally accelerated
electrons, normalized by Ntotal in the region |Y| < 20li and
0 < X < 40li. Here a mixed cell is defined as the cell
where themixingmeasures for both ions and electrons exceed
0.25, and a cell with bidirectionally accelerated electrons
is defined as the cell where the average |VZ| for electrons
with VZ > 0 and that for those with VZ < 0 both exceed
1.1 times the electron thermal speed. We see that a
majority of the mixed area is filled with the bidirection-
ally accelerated electrons. Especially in the stage of the
highly rolled‐up KH vortex (T∼150Wi

−1), more than 90
percent of the mixing area is filled with these electrons.
Thus, it can be concluded that the mixed plasmas and
bidirectional electrons tend to coexist within the rolled‐up
vortex as a result of a series of the multiple island for-
mation and incorporation processes.

5. Summary and Discussion

5.1. Summary

[35] We have performed 2.5‐dimensional full particle
simulations of the VIR, focusing on fundamental situa-
tions with no asymmetry across the initial velocity shear layer.

Figure 16. The total number of (red) cells with both mixed
ions and mixed electrons, and (blue) cells where the mixed
plasmas and bidirectionally accelerated electrons coexist,
normalized by the total number of cells in the region |Y| <
20li and 0 < X < 40li as a function of time in the D0 =
2.0li and MA = 4.375 case.
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First, fundamental properties of the VIR revealed by this
study are summarized as follows.
[36] 1. At first, the flow of the KH vortex strongly com-

presses the current sheet. The minimum thickness of the
compressed current sheet decreases with increasing the KHI
growth rate, and its lower limit is about the electron inertial
length le.
[37] 2. Subsequently, magnetic reconnection is induced

generally at multiple points (that is, magnetic islands are
formed) in the compressed current sheet.
[38] 3. These multiple mesoscale islands are carried

toward the vortex body along the vortex flow and then are
incorporated into the vortex body via re‐reconnection.
[39] 4. Maximum rates of both the first reconnection and

second re‐reconnection generally exceed 0.1. In other
words, both reconnection processes are of driven‐type.
[40] 5. In‐plane magnetic field lines are strongly piled up

within the island. The most piled‐up field intensity can often
exceed the background value (Bnmax > Bin).
[41] Next, we investigated kinetic roles of the VIR,

focusing particularly on the plasma mixing and electron
acceleration processes. The results are summarized as
follows.
[42] 1. The plasma mixing within the vortex occurs along

reconnected field lines, and the mixing area basically
broadens by the thermal motion of particles.
[43] 2. The mixed area broadens more rapidly with

increasing the number of X points, the rate of the first
reconnection, or the thermal speed of particles.
[44] 3. The second re‐reconnection mixes, within the

vortex, electrons accelerated in the direction parallel to the
magnetic field by the first reconnection and those acceler-
ated in the antiparallel direction by itself. These electrons are
accelerated up to about the electron Alfvén speed VAe.
[45] 4. Consequently, mixed plasmas and bidirectionally

accelerated electrons tend to coexist within the rolled‐up
vortex.
[46] Fortunately, since recent Cluster observation at the

Earth’s magnetopause has successfully confirmed direct
evidence of the VIR [Hasegawa et al., 2009], our simulation
results can be compared with the in situ observation data,
which is done in section 5.2. However, it must be noted that
this is the first study of the VIR using particle simulations,
and thus this fundamental study still leaves some issues, as
discussed in section 5.3, that should be addressed in the
future in order to make more detailed comparisons with
actual situations.

5.2. Observations of the Vortex‐Induced Reconnection

5.2.1. Magnetic Island Formation
[47] We have revealed in this study that the generation of

magnetic islands with strong magnetic field pileup is a
general feature of the VIR process. Interestingly, in the
Cluster VIR event reported by Hasegawa et al. [2009],
Cluster 4 (C4) observed a flux rope‐like, bipolar BN fluc-
tuation when C3, separated from C4 by ∼1000 km, detected
direct evidence of the VIR while crossing a thin current
sheet [see Hasegawa et al., 2009, Figure 8]. Here BN is
the field component normal to the current sheet. From
the duration of the BN fluctuation (∼5 s) and the in‐plane
ion flow speed |VL| along the current sheet (∼100 km/s),
the size of the observed flux rope (magnetic island) can

be roughly estimated as Lisland ∼ 500 km. This size is
consistent with our simulation results: in the Cluster VIR
event, since the velocity jump across the current sheet
was comparable to the Alfvén speed on the magne-
tosheath side (V0 ∼ VAi), and the estimated KH wave-
length exceeded 102 times li on the magnetosheath side
(lKH > 102li), V0/lKH was less than 10−2Wi. In this small
V0/lKH situation, the size of the magnetic island expected
from Figure 8 is about Lisland ∼ 3.5li ∼ 350 km.
[48] Furthermore, the amplitude of the BN fluctuation

was comparable to the background in‐plane field (BL)
intensity, and the BL intensity during the BN fluctuation
was about 30 percent above the background value. Thus,
the piled‐up in‐plane field intensity within the observed island
can be interpreted as exceeding the background in‐plane field
intensity. This result is also consistent with our simulations
showing that even in the low MA case, the piled‐up field
intensity tends to exceed the background intensity as long as
lKH is larger than 40li (see Figure 6). Since the observed
wavelength exceeds 102li, the piled‐up field intensity within
the observed island is expected to exceed the background
value. Thus, from the viewpoint of both the size and in‐plane
magnetic structure of the magnetic island, the observed
flux transfer event‐like BN fluctuation can be interpreted as
a signature of a moving flux rope (magnetic island) formed
by the VIR. As shown in Figure 8, since the size of a mag-
netic island resulting from the VIR exceeds li unless the KHI
growth rate is extremely large (V0/D0 = 20V0/lKH > 1.5),
the VIR‐associated island can basically be resolved by
present‐day observations. Direct observation of such a
magnetic island on KH waves could be new observational
evidence for the occurrence of the VIR.
5.2.2. Earth’s LLBL Formation
[49] In the Earth’s LLBL, the mixed ion region is almost

always accompanied with field‐aligned, bidirectional elec-
trons [e.g., Fujimoto et al., 1998; Hasegawa et al., 2003].
Since the typical energy of these bidirectional electrons is
higher than that of magnetosheath electrons, the LLBL
formation would be accompanied by field‐aligned, bidirec-
tional acceleration of electrons. The KH vortex is believed
to be an important ingredient for the LLBL formation under
northward IMF conditions [e.g., Sckopke et al., 1981;
Nakamura et al., 2006, 2008]. Nakamura et al. [2008] have
suggested, based on linear analysis, that the growth of the
KH vortex tends to involve reconnection. Furthermore,
particle simulations of this study revealed that the VIR can
produce both mixed plasmas and bidirectionally accelerated
electrons within the rolled‐up KH vortex. In addition,
Hasegawa et al. [2006] showed that rolled‐up vortices are
mostly observed at the tail flank magnetopause when the
IMF direction is northward. These results strongly suggest
that the VIR could partly contribute to the formation of the
tail flank LLBL under northward IMF conditions.
[50] Since the above Cluster VIR event [Hasegawa et al.,

2009] was accompanied with the magnetic island formation,
it can be taken as representing the initial stage of the VIR
shown in Figure 10. Interestingly, Hasegawa et al. [2009]
have also reported that electrons accelerated along mag-
netic field lines were present around the VIR region.
These electrons had a clear phase space density peak at
about the electron Alfvén speed VAe in the magnetosheath.
Since the speed of the accelerated electrons roughly agrees
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with the value expected in the initial stage of the VIR (see
Figures 15c and 15d), this observation supports that the
VIR can actually produce not only mixed plasmas but also
field‐aligned electrons, that is, the VIR can actually form
part of the LLBL. Thus, such a direct observation of
beam‐like accelerated electrons around the VIR region
could be new observational evidence for the partial LLBL
formation resulting from the VIR. While detailed velocity
distributions to resolve the electron‐scale reconnection
region cannot be obtained by present‐day observations,
this Cluster observation presents the possibility that high
time resolution observations of the next generation could
resolve the VIR region and quantify the role of the VIR in
the tail flank LLBL formation.

5.3. Some Remarks on Future Work

[51] While the symmetry across the initial velocity shear
layer is assumed in this fundamental study, actual velocity
boundaries such as the Earth’s magnetopause often have
moderate asymmetries of density, temperature and magnetic
field structure. When these actual asymmetries are taken
into account, the reconnection rate and associated multiple
island formation must depend on the conditions on both
sides of the boundary, as shown by studies of asymmetric
spontaneous reconnection [e.g., Cassak and Shay, 2007;
Birn et al., 2010]. Moreover, the density jump across the
shear layer may largely change the internal structure of the
vortex since the difference in the mixing speed between ions
and electrons is expected to produce charge separation
within the vortex. This charge separation may affect plasma
mixing or acceleration within the vortex. Thus, particle
simulation study considering actual asymmetries across the
shear layer is necessary as a next step of this study. Recent
Vlasov simulations in the transverse case with moderate
asymmetries of density and temperature have successfully
reproduced the formation of MHD‐scale KH vortices, with
much smaller numerical noise than particle simulations
[Umeda et al., 2010]. While Vlasov simulations including
in‐plane magnetic field component cannot be performed on
the present computer resource, the next generation super-
computer will enable us to perform such Vlasov simulations
with actual asymmetries taken into account.
[52] Three‐dimensional effects also may affect the VIR

and should not be neglected. Recent three‐dimensional
MHD simulations have shown that the three‐dimensional
magnetotail structure, with the KH unstable low‐latitude
region sandwiched between KH stable high‐latitude regions,
can largely affect the KHI development [e.g., Takagi et al.,
2006]. In addition, the variation along the Z direction may
allow the mode conversion between the KH waves and
the kinetic Alfvén waves (KAWs) [Chaston et al., 2007].
The KAWs also could be important for plasma mixing
and field‐aligned electron acceleration. The variation along
Z direction may also allow electron beam instabilities and
associated electrostatic solitary waves (ESWs) to be excited
within the vortex [e.g., Umeda et al., 2004], since the VIR
produces beam‐like accelerated electrons streaming in the
Z direction within the vortex, as shown in Figures 15c
and 15d. Such instabilities may affect the structure of the
vortex itself. The next generation supercomputer will enable
us to study these three‐dimensional effects using three‐

dimensional particle simulations of the MHD‐scale KH
vortex.
[53] Although only LX = lKH cases are treated in this

study, when the system size is large enough for multiple
vortices to appear (LX � lKH), it is well known in a
hydrodynamic system that the coalescence (pairing) of
the multiple vortices occurs, and consequently the size of
the vortices becomes larger through the coalescence pro-
cess. Nakamura and Fujimoto [2008] have revealed, using
two‐fluid simulations, that the (type I) VIR allows the coa-
lescence process to progress continuously without being
suppressed by the in‐plane magnetic field. We revealed in
section 3.6 that the growth of the VIR is assisted by the ion
kinetic effects when the minimum half thickness of the
compressed current sheet dmin is smaller than ri. Since dmin

tends to become smaller with decreasing the vortex size
lKH (see Figure 8), the ion kinetic effects could mainly
affect the earlier stage of a series of the coalescence pro-
cess. On the other hand, in terms of electron acceleration
via the VIR, electron kinetic effects may be important in
the interaction of multiple vortices. This is because the
coexistence of multiple vortices could allow electrons
accelerated at a VIR region to be further accelerated at
other VIR regions; this process may be repeated as long
as the coalescence continues. Such a Fermi‐type particle
acceleration process via the VIR may play some roles in
particle acceleration in MHD‐scale turbulence induced by
the KH‐like flow driven instability. Thus, to universally
understand the MHD‐scale development of the KH vortex,
the interaction of multiple vortices should not be neglected.
[54] While this study treats only Earth‐like MHD‐scale

(D0 ≥ li > ri) cases, non‐MHD‐scale cases (D0 < li) may
also be important from a comparative planetology point of
view. Indeed, the MESSENGER spacecraft has recently
reported the generation of KH vortices even at the ion‐
kinetic‐scale Mercury’s magnetopause [Boardsen et al.,
2010]. Recent particle simulations in the transverse case
have shown that such an ion‐kinetic‐scale velocity shear
layer tends to broaden by the finite ion Larmor radius effect
[Nakamura et al., 2010]. Nakamura et al. [2010] suggested
that this shear layer broadening can lead to a large dawn‐
dusk asymmetry in the evolution of KH vortices. In addi-
tion, we revealed in this study that the number of magnetic
island generated in the compressed current sheet decreases
as D0 decreases. Therefore, in Mercury‐like ion‐kinetic‐
scale situations, even one island may not appear, that is,
only single X line could appear in the compressed current
sheet. Thus, there could be large differences in the nature of
the KH vortex between the Earth‐like MHD‐scale and
Mercury‐like ion‐kinetic‐scale situations.
[55] Finally, while only small ion‐to‐electron mass ratio

(M = 25, 100) cases are treated in this study, in the near
future, larger mass ratio cases should be performed to
understand the exact VIR physics. The survey on the mass
ratio may be important especially when the KHI growth rate
is extremely large (V0/D0 > 1.5), since the current sheet
thinning stops at the time when the current sheet thickness
reaches the electron inertial length le(∼

ffiffiffiffiffiffiffiffiffiffi
1=M

p
li). In addi-

tion, in such situations, since the thinning stops before the
growth rate of the tearing instability becomes comparable to
that of the KHI, the physics of the VIR may depend mainly
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on the driven (forced) reconnection process, not on the
tearing instability. Note for example that previous MHD
studies showed that the tearing instability can never appear
in the VIR process [e.g., Hofman, 1975], although our
kinetic study reveals that when V0/D0 < 1.5, the tearing
instability can play an important role in the VIR process
(section 3.3).
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