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ABSTRACT

In this paper, a new method is presented for video navigation based on a hyper-scene representation of MPEG-2 compressed videos. For that purpose, each shot of the video sequence is represented using two 1-D mosaic images obtained using the MPEG-2 motion vectors. The clustering process is based on the evaluation of the similarities between 1-D mosaics. Two similarity criteria, respectively based on a global comparison and a matching distance after motion compensation, have been designed. Furthermore, in order to reduce as much as possible the computational complexity, the mosaic images are represented using a Linear Piecewise Representation. Experimental results have been performed on documentary video sequences. Satisfactory hierarchical hyper-scene representations of these sequences have been obtained.

1. INTRODUCTION

With the rapid development of applications such as video broadcasting, interactive TV or numerical recorder, huge video database are now available. This creates difficulties to access and index the video database content. To solve this problem, video indexing techniques are under development in order to provide a description of the video content useful for video retrieval and archiving. The video sequences are usually decomposed into shots which represent the basic data unit manipulated by many video indexing algorithms. Several authors focused on this topic and a review was proposed in [1]. Since a video may contained many shots, it may be useful to merge successive shots when they represent a similar content. The similarity criterion is therefore defined according to the applications constraints. Furthermore, the user may want to navigate into a video sequence in order to visualize only scenes which are interesting for him, such as, for example, outdoor scenes in a documentary, or specific actions in a sport event. In order to be able to do that easily, the video content must be described using a non linearly time dependent organized structure. This segmentation process can logically be based on an initial video shot decomposition, and consecutive and/or non-consecutive shots may be merged in order to create hyper-scenes. The design of such decomposition requires defining relevant similarity criteria between shots and/or scenes. Furthermore, this structuring process cannot always be performed using original video sequences, since only the compressed data may be available. The method proposed in this paper is therefore based on the use of MPEG-2 compressed video data. The motion parameters available in the MPEG-2 stream are used which avoid a time consuming motion estimation phase.

1. GENERAL PRINCIPLE

The algorithm used to classify the shots according to the proposed structure is based on an unsupervised hierarchical classification algorithm [2]. The video content is described using three levels hierarchical structure based on shots, scenes and hyper-scenes. A video shot is defined as a group of images which appeared to have been continuously captured. This is the smallest element of the structure. The second one called Scene is composed by a group of consecutive shots. The last one, the Hyper-Scene level, contains scenes and/or shots which are not time-connected. The similarity measure is based on the definition of a distance between scenes and/or shot content. If \( N \) represents the initial number of shots, then \( N \) levels are defined in this hierarchy. At the lowest level, each shot represents a hyper-scene, while at the upper level the whole sequence is considered as a unique hyper-scene. A recursive fine to coarse merging process is performed where at each iteration; the two closest clusters are merged. The user can therefore navigate in the video using this hyper-scene decomposition. The hierarchical level can be adapted according to user wishes. In the context of this paper, the initial shot decomposition is considered to be available.

2. SHOT CHARACTERISTICS

For complexity and practical reasons, it is not reasonable to use all original images to evaluate the distance between two shots. A first solution consists in the selection in each shot of one image, considered as representative of the shot content, and to use it to define similarity criteria. Nevertheless, the selected image may not sufficiently reflect the shot content, mainly when the
camera is not fixed. It is also possible to use several images, but this solution makes the shot merged process more complex, and anyway, the use of several images does not fully guarantee that the shot content is entirely represented. The use of mosaic images appears therefore as a promising solution since it is by definition a summary of the global visual content of the shot background. The use of mosaic images in video representation and indexing is overviewed in [3,4]. Nevertheless, a classical 2-D mosaic representation may represent a huge image when the camera displacement is large. In order to further reduce the amount of data, 1-D mosaic representations can therefore be used (see [5]). Basically, such 1-D mosaic image is the projection, after camera motion compensation, of the successive images on a predefined direction. The use of two 1-D mosaic images allows generally a satisfactory description of the shot content. Horizontal and vertical projections are used in the context of this paper. The method proposed in [6] is used to create the 1-D mosaics. It basically performs as follows: the 2-D mosaic image is first built by aligning all the frames by motion compensation using the MPEG-2 motion vectors. Then, a blending process is used to remove the foreground objects by detecting the outliers, and the mosaic is projected on the retained directions.

The 1-D mosaic signals can be represented using a Piecewise Linear Representation (LPR) [6] to significantly reduce the amount of manipulated data. This technique refers to the approximation of a signal using straight lines. The LPR decomposition algorithm is based on a linear interpolation together with a top-down approach. It performs as follows: for each current mosaic segment, the breaking point corresponding to the highest extrema is detected. It is validated if the mean squared error remains higher than a predefined threshold. The LPR decomposition stops when the error is lower than the threshold for each segment.

3. INTER-SHOT DISTANCES

The definition of an inter-shot distance requires the definition of similarity criteria. These criteria are defined here according to the following principles:

- Evaluation of the global shot similarity in order to detect shots which have approximately the same color characteristics.
- Evaluation of the matching error after motion compensation in order to detect shots which correspond to the same scene but which have been acquired with a moving camera.

Based on these principles, the two merging criteria are defined as follows:

Global distance.
In order to evaluate the degree of homogeneity between two mosaics \( M_1 \) and \( M_2 \), they are split into \( S \) segments. The average value \( \bar{S} \) is therefore computed for each segment. The distance between two 1-D mosaics is then obtained by matching each block of the first mosaic to a block of the second one such as establishing a bijection between the \( S \) segments of each mosaic which minimizes the distance. The global inter-mosaic distance is therefore expressed as:

\[
GB(M_1, M_2) = \sum_{i=1}^{S} \left( |\bar{S}_{1,i}^h - \bar{S}_{2,i}^h| + |\bar{S}_{1,i}^v - \bar{S}_{2,i}^v| \right)
\]

where \( h \) and \( v \) denote the horizontal and vertical directions corresponding to the mosaics.

Matching distance after motion compensation.
This second distance is calculated as the matching error obtained after motion compensation of the camera displacement. The motion model takes into account zoom and shifting camera displacements in the 1-D space. The matching error between two shots \( i \) and \( j \) represented by their horizontal and vertical 1-D mosaics \( M_i^h, M_i^v \) and \( M_j^h, M_j^v \) is therefore computed as follows:

\[
ME(M_i^h, M_j^h) = \arg \min_{k, \Delta} \frac{1}{\text{Card}[N_{1,2}]} \left[ \sum_{p \in h, k} |M_i^h(p) - M_j^h(p + dT,k)| + \sum_{q \in v, k} |M_i^v(p) - M_j^v(p + dT,k)| \right]
\]

where \( N_{1,2} \) denotes the number of overlapped pixels after motion compensation. \( D(T,k) \) is the displacement vector computed as:

\[
d = T + k(p-m)
\]

where \( T \) is the shifting parameter, \( k \) the zoom coefficient, and \( m \) the middle of mosaic \( M \). In practice the distance minimization is performed using a full search matching algorithm with a quarter pixel precision for \( T \), and 0.005 precision on \( k \). Furthermore, since the L1 norm is used, the error corresponds to the area between the two mosaics, and can therefore be analytically computed using the LPR mosaic representation, which leads to a fast error computation. The error term \( ME \) is significant only if the overlap area is sufficiently large. This may not be the case if the minimization is performed using the previous equation. In order to avoid this problem, two modifications are introduced: 1) the overlap cannot represent less than
25% of the average mosaic length; 2) the error term is divided by the overlapped length in order to privilege a larger overlap area. Then we have:

\[
ME(M_1, M_2) = \arg \min_{\alpha} \frac{1}{\text{Card}(N_{1,2})} \sum_{p \in N_{1,2}} \left( M_1(p) - M_2(p + d(t,f)) \right) + \sum_{p \in N_{1,2}} \left( M_1'(p) - M_2'(p + d(t,f)) \right)
\]

Finally, the distance between two shots is defined as:

\[
D(M_1, M_2) = \min \left[ GB(M_1, M_2), \alpha ME(M_1, M_2) \right]
\]

where \( \alpha \) is a weight coefficient. It value depends on the application constraints. The global distance between a shot and a hyper-scene (or between two hyper-scenes) is defined as the average distance \( D \) between each shot composing the hyper-scene and the considered shot.

4. EXPERIMENTAL RESULTS

The method proposed in this paper is designed for a content for which it is difficult to propose an a priori model (such as for sport programs or news journals). In order to test its performance we collected a corpus of artistic content, namely feature documentaries produced by SFRS. The corpus is constituted of 12 feature documentaries and is of 6 hours duration. The proposed method was tested on various excerpts of the corpus and method assessment has been done by comparison of automatic scene grouping method and indexing of scenes by a professional on one entire film “Acquaculture in Mediterranée” which contains 158 shots. In the following figures, each shot is represented by a key-frame systematically chosen at the middle of the shot (it should be pointed out that the key images do not always represent the temporal variations of the shot content). Figure 1 and 2 shows the two 1-D mosaic images for six shots, and the breaking points of the linear segment representation. Figure 3 shows (partially) the obtained hierarchical hyper-scene representation. It can be observed that the merged process is generally performed in a logical order even if some shots have sometimes been erroneously merged. In order to have a fair evaluation of the performance and the utility of our system, we compared the hyper-scene decomposition with a manual decomposition performed independently by a professional archivist. 8 hyper-scenes have been obtained by the automatic classification, and 7 by the archivist. Three of them (HS 5, 7 and 8) are similar. HS 1 and 2 are identical at around 70 %, while H3 and 4 are less similar (these two last HS correspond more to a semantic clustering than the previous ones). It should be noticed that even manually, such decomposition on this kind of video data is highly subjective, and depends on the semantic perception of the user. The conclusion that we can derive from this comparison is that the proposed automatic method is able to provide with coherent hyper-scene decomposition.

5. CONCLUSIONS

In this paper, we present a new method for video segmentation which allows the creation of a hierarchical hyper-scene decomposition of the sequence useful for applications such as video navigation. Each shot is represented using two 1-D mosaic images represented using a linear piecewise representation in order to simplify their manipulation. Furthermore, only the compressed MPEG-2 streams are assumed to be available, and the MPEG-2 motion vectors are used to build the mosaics in order to reduce the computation time. Global and motion-based distances have been proposed and are incorporated into a fine to coarse merging process. Experimental results, obtained on TV documentary sequences, show that the proposed method can be efficiently used in the context of video navigation.
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Figure 1: Merged order for shots 5, 158, 30, 32, 48 and 137

Figure 2: Vertical and horizontal mosaics, and shot number. Vertical black lines denote the breaking points of the LPR representation

Figure 3. Some shots associated to 8 hyper-scenes created on sequence Aquaculture. The boxes indicate some hyper-scenes created at intermediate levels